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Abstract

In this paper, we report our experiment on a modular statistical approach to machine
translation system. The experiméntal MT system consists of modules implemented by
statistical methods to handle different level Qf ' linguistic analysis. The overall
architecture of the system resembles that of a transfer-based MT system, but With less
explicit expert knowledge involved. Five hundred simple bilingual sentences with main
verbs restricted to 30 commonly used verbs are used as training data. These sentenées are
syntactically and semantically tagged to provide statistical data for case role analysis and
transfer. A bilingual dictionary and collocation data from a corpus of Chinese news are
used in target generation. The system is tested against the original 506 sentences and

additional 100 sentences with promising results.

1. Introduction

Changes in the philosophy of language and mind heavily influence the MT
researchers in using different approaches. In the 1970s and 1980s, rule-based systems are
philosophically based on Norm Chomsky's deterministic rationalism, which means, the
meaning of é sentence is inferred by a successively modification of internal model. As a
result, the translation process amdunts to the mechanical determination by fixed rules.

However, Chomskyan paradigm is by now widely rejected [Sampson 83].

Another view being widespreadly accepted is fallible rationalism, ‘which means, the
mind responds to experiential inputs not by a deterministic algorithm (rule), but by
creatively formulating fallible hypothesis. On this view, it suggests MT researchers
ought to exploit any techniques that offer the possibility of better approximation to

acceptable translation.
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This changing trend was reflected by the growing popularity of statistical-oriented
approaches in computational linguistics community. For MT, rule-based approaches
need complete understanding of the.chaiactgdsti_és of the source and target language; on
the contrary, staﬁsﬁcal—oﬁented ‘approaches_ uses little lingui's'tki'cs. ‘anﬁlysis and treats
translation problem purely as a process of opiimization of possibility. Both approaches
have its own benefits and drawbacks. Generally speaking, they can compensate for.each -
other. Hence, to seek a balance point between these two different approaches seems a

feasible way to go.

1.1 Machine Translation Model
The models of MT range from rule-based to corpus-based. Others that lie between are
example-based and hybrid systems. For simplicity, we orily discdss the rule-based and

corpus-based models here.

1.1.1 Rule-based Machine Translation

Rule-based machine translation model may be roughly classitied as transfer and
interlingua approach. "The interlingua approach is now largely disfavored in most
practical systems. The distinction among direct translation, transfer-based ahd
interlingua system is fairly captured by the well-known pyramid diagram in Fig-1 that is
probably first found in [Vauquois 73]. This diagram shdwé the deeper the 'ané.inis of the
source language (SL), the less com'plex is the rhapping from source language to target
language (TL) [Somers 87]". But how deep should the analysis be remains an open issue.

Undoubtedly, proper analysis gréatly reduced the conip]exity of thé'-problem,
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In most transfer-based MT systems, SL text is syntactically analyzed, then transformed
into some intermediate representation (e.g., case role in case grammar), and finally TL
text is generated. In summary, the whole process can be realized in three phases:

analysis, transfer, and synthesis.

1.1.2 Corpus-based Machine Translation
[Brown 90] first proposed a new MT model, consisting of translation model (TM)
and language model (LM) The former describes the local correspondences between the
.two words in two dlfferent language while the latter shows the linear relauons among the
words w1th1n the same language More precisely, glven a sentence in SL the translauon
problem reduces to: (1) ﬁnd the word- by-word correspondences of the 1nput in the TL
and (2) among the correspondmg words i in (1), find the most likely translatlon of the

1nput W.I. t the TM and the most plauslble target sentence w.r.t the LM

1.2 Recent Statistic_él Computaional Linguistics Researches
The researchers on machine translation have paid much attentions to corpus-based
approach for the past few years. This trend is due to the fact that machine translation

involves in both complex and tremendous knowledge acquisitions. The rule-based
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approach suffers from the disadvantages of time-consuming knowledge.engineering -and

difficulty in maintaining data consistency. _ o

Lately, much research effort in statistical approach has been devoted to fundamental
works in computational linguistics. The following sugcessful_ results encourages MT

researchers to reconsider the MT proble_:m from quite a different p_oin; of view.

. _Tagging part of ‘speech _

Seyeral studies attack the problem by optimizing the product of the probabilities of
relative tag prdba_bility (RTP) and tag bi-gram, achieved a correctness of 95% [Derose
88,_Church 89]. Also, a corpus-based segmentation of Chinese text reported a 90-95%
accuracy [Chang 91].

¢ Grouping non-recursive noun phrase

Using the bi-gram probabilities of starting a noun phrase and ending a noun phrase, non-
recursive noun phrases for unrestricted text can ’be grouped with a 95-99% accuracy
[Church 88]. |

¢ Finding clauses _

Similar technique also applies to finding clauses in unrestricted text with a mere 6.5%

error rate [Ejerhed 88].

In addﬁon, some researchers also use statistical models to disambiguate word sense
[BroWn 91] and [Dagan 91), and to tag sentences for thematic relation learning.
Nevertheless, not all the statistics-oriented natural language processings are satisfactory.
With the progress in these fundamental problems, the framework of a modular and

statistical MT system apparently based on sound ground.
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1.3 Our Model

Traditional rule-based systems deal with different linguistics problems in several
modules because MT problem involves many huge and minute knowledge sources on
different linguistic levels (morphology, lexicon, syntax, semantic, etc.).“In a statistical
MT system, in order to isolate the effects of irrelevant parameters, the work of analysis,

transfer and synthesis should be accomplished within different modules.

Our major concern for this study is how to take advantage of the Stétisticai power in
dealing with uncertain or inconsistent data in corpus-based system, “and the
generalization power as well as economic property of linguisﬁcs knowlédge. Hencé, we
propose a statistics-oriented method that incorporates the linguistics knowledge as the

backbone of information retrievals.

Our assumption is that if statistical approaches to group all kinds of phfase and
embedded sentences (instead of parsing) can be fuliy developed in the near _future, it
would be worth paying more attentions to do analysis, transfer and synthesis not in so
rigid ways as before. We thus, by the use of case grammar, attempt to cohs&uct
staﬁsiical models, with less effort involved, to deal with case role analysis, case role
translation (some kind of transfer) and lexical choice. These three niodules togethér can
form the kernel of a MT system. We hope that some inspiration from our experiment
might help to sketch out the skeleton of a modular and statistical machine tra_mslation

system in Fig-2.
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Our discussion includes (3), (4), and (5). (1) comes from the Claw tagging system. In
(2), the statistical models for grouping non-recursive noun phrase comes from [K. D.

Church 89]; the grouping of other kinds of phrase were implemented by some heuristics.

2. Case Role Analysis

Case grammar is widely adopted in MT researches because of its good property of
capturing the deep structure of a proposition, and thus is suitable t\'or analyzihg source
and generating the TL. For simplicity, in our experiment we only consider the easiest

case, that is, simple sentence without any tense, aspect or mood .

2.1 Statistical Model for Case Role Analysis

A predicate may have many case frames; to tell one from the others may need a

delicate mechanism to analyze the functional relationships among the constituents of a
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structure. In order to avoiding such complex work, we attempt to construct a simpler

statistical model to do the same things.

L For inner roles:
We use the tri-gram information of inner roles and prepositions (case makers) for a
specific predicate to substitute the need for the case frame. Take the case of provide for

an example:

2-1.[Ag I [V prov{de] [Th a book] to [Be him].
The tri-grams are: ("","",Ag), ("",Ag,V), (Ag,V,Th), (V,Th,to), and (Th,to0,Be).

2-2.[Ag 1] [V provide] [Be him] with [Th a book].
The tri-grams are: ("","",Ag), ("",Ag,V), (Ag,V,Be), (V,Be,with), and (Be,with,Th).

In addition to the tri-gram contextual probabilities (CP), we also need relative case
probabilities (RCP). We define RCP to be the "relative probabilities of the tags the of a-
phrase head to assume a certain case role", i.e., Pr(roleltag,.,,). For example, a singular
common noun NN! may act as a Theme with the probability of 0.6, as an Agent with
probabilityIO.l, as an Experiencer with 0.03 probability, and as a Beneficiary with 0.02
probability. Then, the RCP of NN would be: Pf(ThINN)=O._6, ?r(AgINN)_--O.L
Pr(ExINN)=0.03, Pr(BeINN)=_0.04. Ta_ble-l shows part of the RCP.

1 All the tags used in the paper come from LOB tagset.
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‘RCP | NN | ‘NP2 | PP1A3 {PP30S*| JI5

Th 0.6 0.3 0.05 08 | 0.1 -

Az | 01 | 02 | o8 0 0.1

Ex | 003 | 0.1 0.07 | 0.06 | 0.05 |

Be | 004 | 01 | 0 | 008 | 005

cp | 002 ] 001] o 0.01 | 045

Table-1 Relative Context Probability . =

In table-1, Pr(AgIPPlA):O;S, - means that I tends to function as -an Agent.
Pr(AgIPP30S)=0 means them never function as an Agent. Pr(ThINN)>Pr(AgINN) means
a common noun has a greater tendency to function as a Theme than as an Agent. We
choose the tag of a phrase head because of two reasons: (1) Head is the most informative
word in a phrase and.(2) The n-grams can capture more. information with unimportant

words skipped.

The analysis process is to maximize the product of case role tri-grams for the predicate

and RCP.

IL. For outer roles:

Most outer roles can act as only one case role; this greatly reduces the ambiguity in
analysis. Unfortunately, dealing with outer roles may be problematic invca.s;e role analysis
because: (1) Outer roles occur with comparatively low frequency, simply training outer.
roles from corpus without special processing may suffer from the problem of

undersampling. (2) The syntactic structures (surface structure) of outer roles are diverse,

2 proper noun: John, London « -
3 1st singular nominatiove pronoun in subject posmon 1
4 3rd plural nominative pronoun in object position:: them
5 general adjective: tall, good
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ranging from all kinds of phrase to subordinate- clauses. - Among them, some are

analyzable; others are idiomatic.

. Since there is no suitable statistical model at hand, we use mainly heuristics to deal with

outer role analysis.

3. Case Role Translation
Transfer operations improve the quality of translation. Instead of examining the
syntactic structures and idiosyncrasies of specific lexical items, we choose to do case

- role translation to facilitate the transfer process.

3.1 Why Transfer?

Even though the deep (semantic) structures are identical, there are surface (syntactié)

structure differences between source and target language. See the following examples:

3-1. [Ag 1] [V washed] [Th the car] [P1 in the garage] [Ti yesterday].
The translation "[Ag 3] [Ti #FK] [Pl FEEE] [V %] [Th E-F]" shows the syntactic

differences (case role order) between Chinese and English.

3.2 Statistical Model for Case Role Translation
" As before, we rely on both translation and language model to cope with case role

translation. The majbr tasks of case role translation are as follows:
(1) Reorder the case roles.

(2) Translate the preposition of outer role into proper target words.

(3) Pick out some function words and put them in appropriate place.

158



For instance, the sentence "I place the vase on the desk carefully” has the case analysis:
3-1. [Ag I] [V place] [Th the vase] [Lo on the desk] [Ma caréfully].

After the case translation, the result is "Ag Ma #tt £ Th V ¥ Lo _E". These three

tasks are realized separately as follows:

(1) (Ag V Th Lo Ma) is reordered to (Ag Ma Th V Lo). |
(2) on is translated into 7E... . '

(3) # and 7€ are inserted in the proper positibns.

I. Translation model:
The translation model provides the probabilities of correspondences between source’

and targets case roles with/without a case markers. See table-2.

.with a stick H #H+ wtih Im HIm
run H B v #1 v
fast B/ 1% Ma 8 Ma

| during last year| %€ % I8 | during Du | %Du BIA |
| to the school B B to Lgo 3 Lgo |

with courage B it with Ma Ma it

company £ nE] Th £ Th
| | Table-2 |
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IL Language model:

It's not trivial to determine whether and where to insert the source-independent
function words such as &, 1, and #2 in the target sentences, because the inclusion of
these words depends on. the ordering of target case .role. Consider the following

examples:

3-2. [Ag John][V runs] [Ma fast].
- [Ag H98[V 1R Ma tR].
*[Ag B[V BB [Ma 1R].
3-3. [Ag John ][V runs][Lgo to the school ][Ma quickly].
[Ag #88][Ma RIRIH[V BE][Lgo EIRHX].
*[Ag S8V H][Lgo R F[MafRIR].
3-4. [Ag John ][V runs][Th the company ][Ma very successfully].
[Ag H9B]HE[Th ATV KE]1R[Ma #%’Wﬁ]_.
*[Ag H98][Ma FEFE BTNV L& Th 225)].

"From the observations above, the language model should insure proper target role

ordering and the insertion of function words consistent with the ordering of the target

roles.
Our language model encb_deS the possibilitigs. of the mutual ordering among case
roles, which are possibly merged with function wdfds; in the form of tri-gram. The tri-

grams of the languAge model in eXample 3-2 above would be

.. .- (um’ml’Ag’)’ (““,Ag,V), a.nd (Ag,V,nga).
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Similarly, example 3-3 has tri-grams as'
""" Ag), ("",Ag,Ma), (Ag,Ma, V), and (Ma,V,ZLgo).

The process of case role translation is simply to optimize the product of these two

models.

4. Lexical Choice
4.1 Statistical Model for Lexical Choice

Different senses of a word in a context result in different target words are significant.
To choose proper lexical items, we employ global scope and local scope to differentiate
word sense implicitly. "Global scope" means the sense of a word is determined by other
- words in different structures. On the contrary, "local scope" means the sense of a word is
determined by its neighbors within the same structure (the words to the left and/or right).
In the following, we will describe the proper translations of a verb and another
informative word (informant) from global scope. Other words are translated with the

local scope.

1. Global scope:
We assumed that, in a sentence, the meaning of a verb is related to one of its
argument. More precisely, we presume the most probable informative argument to be the

head word of an inner role. For examples, in

(run, machine), (river, run), (take, bus), (take, job), (break, bank), and (Window,'breakj,
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the translation of run, take, and break is determined by its Theme. How. to. select the

informant is not trivial, we thus make the decision by a heuristic. The inner role is

selected by the precedence "Cp > Th > Lo > Ag".

II. Local scope:

With the belief that words within a grammatical unit are strongly correlated, we deal
with other words on the base of phrase, i.e., from a local scope. From observations, we
know that heads and their modifiers have greater tendency to co-occur. Consequently,

sampling the collocation information from corpora would be feasible.
To demonstrate how GSP and LSP work in lexical choice, consider following examples:

4-1. [Ag They] [V develop] [Th all the hatural resources]. |

The proper translation can be "ffiff! FAR FTERIKARIR"

The GSP is Pr(Verbldevelop)*Pr(Informantlresource)*Pr(Verb,Informant).
The LSP is Pr(T3lall)*Pr(T3;lthe)*Pr(T33inatural)*Pr(Ts4lresource)*X where
Collocation probability X = Pr(T31,T32)*Pr(T32,T33)*Pr(T33,T34).

To get a feel of the difficulty involved in word selection, take a look at the possible

translations of words listed in a dictionary:

develop: 3138 1B Wik R MR FE B L BE B AR MW e
natural: X FE X&
resource: Eﬁ "R IR BEY
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If we can extract sufficient collocation information from corpora, it is likely to encounter
the co-occurrences of (Bﬁ% ﬁﬁ) in “55%::: HE 5’MﬁE?EBﬁiE" and (3525 Eﬁ) in
"f%ﬁﬁiﬁ??ﬂlZTﬁﬁ" Especrally, to surt the need for a limited domain amounts to
train the parameters from that domam rather than to burld semantrc hlerarchy (network)

by some domain-dependent features.

Technoiogy of acquiring collocadon information is beginning to mature and the burden
| of human knowledge acquisition will be alleviated at least partly [Smadja 90]. For this
experiment, we use collocation probability to handle GSP. As for LSP, we use only the
stand alone probablhty of each word. The best translatlon of words is determined by the

product of GSP and LSP.

s. Experimental Results
5.1 Training Data

To avoid additional work irrelevant to our discussion our training data include only
srmple sentences with present aspect actrve form and non-recursrve phrases. Frve
hundred b111ngual (English-Chinese) sentences, wrth 30 commonly used verbs as the
main verb, were adopted frorn two dlctr_o_narresﬁ._ The English sentences were
syntactically tagged by Ctaw-taggerz and bo_th_Engiish and Chinese sentences were.
semantrcally taggedr(case role) by hand. After tagging, we grouped the. phrases of the
sentences then fed them to the system. These 30 verbs are averagely selected from. 15
verb classes Wthh are classrﬁed by Cook's matrix model in Case Grammar Theory
[Cook 70], thus have a representatxve coverage in case role analysxs The tag set is from_ :

the LOB tag set and case role set mamly borrows from [Tang 1975]

6 These two dictionaries are Longman Englis-Chinese Dictionary of Contemporary English, Longman
Group (Far East) Ltd. 1988 and ﬁéﬁﬁﬁﬁi’]ﬂﬁﬁ?ﬁ*‘]ﬂﬁ (A chtlonary of Commonly Used Engltsh
Verb), BREIE®R, BB CHMA, 1986, ‘ e
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In édfdition fo these 500 sentences, about 8,000 subject-verb (SV) or verb-object (VO)
type of Chinese phrase head bi-grams are extracted from two sources” to facilitape the

lexical choice of verb and its informant,

The translation of single words comes from BDC Chinese-English Dictionary version

1.0 (BuafHEAE).

5.2 Evaluation Criteria
Due to the lack of programs for extracting collocation information and the shortage of
bilingual corpus, our models severely suffer from the problem of undersampling.

Therefore, to evaluate the performances of the models needs special consideration.

I. For case role analysis:

Our criterion for judging case role analysis is rather simple. Namely, if the ahy case is
assigned to a phrase ixicorrectly, we regard the whole séntence as a wrong mﬂysis.

1. For case role translation: | | -
If the source case foles assigned to a sentencé is reordered.to target case fble inc_:orrectiy,
or any case markers is improperly inserted, omitted, 6r placed, we regard the case rolé
translation as a failure. | | | |

II. For lexical choice:

Since our simplified model for lexical choice in local | Scbpe model (LSM) hasn't
incorporated the collocation probability yet, our evaluation critefion for iexiéal choice is

restricted to the suitability of a verb-informant pair.

7(a) 30,000 Chinese words fr.om. gerierai domaihﬁ. (b)lOO0,000 Chi'nese'v'(rords_ of reportége from Uhion
Press (BEH).
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53 TWo Tests

We did two tests to evaluate the system performance acéording t() the cntena defined
above. In the first test, we test the sy:'stem'with' the same training sentences to see its
capability .of leamingr._ Secondly, we randomly selected 100 senie'nces ‘from Brown
Corpus of category A,B,C? under two constraints: (1) the ‘usage of a verb CAﬁndt be a
phrasal verb and (2) the inner and outer roles are within:'ouf.recognit'ion. The overall
result shows a satisfactdry capability of learning on theé whole, as some of the testing

sentences reveal®;

5-1. [ The /ATI delegation /NN ] ( arrives /VBZ ) in /IN[Bexjmg /NP ] on /IN [ Wednesday /NR ]
AGVIN,LGO TI
ARME HMAKRME 2
e RE B BT BE JEE BN AP OWE 9
k@M BH= 33E LR

5-2. [ John /NP ].( breaks /VBZ. ) [ the /ATI windows /NNS ] with /IN [ a /AT'stone /NN | -
AG YV TH WITH,IM
Rk TR BT ThRE RIET K b)ﬁ WR ME Bk FAIR EF BR 210 By #BR Bk
PRtk MEGE BT WiZY S RO %29 24 '
BBFEBE R 4
#1% RO mEF fTHR
5-3. (Break /VB ) [ the /ATI news /NN ] to /IN [ him /PP30 ] { gentlely /RB }
V TH BE MA
#e wHE 2
dhub fTRE WET IhRE RIFT & W HH& W Bik H'HIE E% B 125[’. 41 1‘6& :EB&
Rk MR BT BT AR WMH 868 -
BEHA wmE HER S

5-4. [ They /PP3AS ] ( count /VB ) [ him /PP30 ] among /IN [ their /PP$ supporters /NNS] .
AGV THCP
B OB SB¥RA KEME N EFEE A N RE B 12
XHE 1
A BAE i RGPS

5-5..[ The /ATI train /NN ] ( moves /VBZ) { slowly /RB } along /IN [ the /AT river /NN side /NN .
THV MA ALON PA
CKE KT ISk BE 4

8 Category A: ETIM HMBX# (reportage), Category B: ESATM #L3k (editorial), Category C:
HF (reviews).

9 NP is grouped by "[]", VP by "()", ADVP by "{}", and ADJP by "<>". Line 1: mput Lme 2: After
analysis. Line 3,4: senses of informant and verb. Line 5: output.” : -
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OF) T8 BB 2 5 SR &
T ER BRI R RE BB BE #
Aﬁ E%ﬂﬁﬁ! t@ig B E

5-6. [ Last /AP year /NN ] [ we /PP1AS ] ( open IVNB) [ trammg /VBG classes /NNS ] for /IN [ the /A'I'I

school /NN teachers /NNS ]

TI AG V TH FOR,OBE

PR fTBA 2KARFS 145 Tﬁﬁ ”"W FRPR JRPA 3RGH BA BA%S PANK PARL PR Pﬁﬁ pAg

~ DRRA BRPA ek PR WE
Eiﬁ?&?&ﬂﬂm%l@“&ﬁiﬁ :8
ZE RM R|REG A ISR

The result of second test is slightly less satisfactory than that of first test since our
examples suffer from undersampling in case role analysis and case role translation.
Although many case frames are within our recognition, yet the case role orders of testing

sentences are different from that of training sentence. As for the overall performances of

these two tests, see table-3.°

B B Bk Wibibihﬁfifﬁh BR
# 8y & A% .

For more detailed exafnples, refer to appendix A.

6. Conclusions

6.1 Summary

We propose the MT model with statistical analysis, and modﬁl'a'r_ity‘becaube of the
following reasons: (1) encouraging results from recent statistical computational

linguistics researches show the potentials in statistical MT, (2) the progress in automatic

10 Jf the case analysis fhils, then we did not do case translation.
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Error Rate Analysis [ICase Translationl®| Choice
Testl 5/500=1% 15/495=3% 1/495=0.2%
Test2 17/100=17% | 6/83=7.2% 20/83=24.0% |

Table-3 -




6.2 Future Work
6.2.1 Extend to More Complex Syntactlc Structures

Case roles can be a331gned to not only phrases, but also to other structures (e g .
subordinate sentence and infinitive). Moreover, case relation can function at levels other
than verb-phrase, such as Characteristic/Composition in “a book of poems" and Partr'tivé

in "the chairman of the board". That is, prepositions can also assign case roles to phrases.

To extend to complex syntactic structures, we might have to subdivide to case role set
accordmg to their different syntactic structures For mstance although both an NP and an
mfinmve can function as a Th, we may assign them Thl and Th2, respecnvely
However, this inevitably enlarges the size of n-gram matrix and consequently increases

the cost of knowledge acquisition.

6.2.2 Substitute Semantic Tag for Case Role

During the development of the system, the case role assignment and the
c_o_Ve_ra_ée of case role set is unclear. This may be a bottleneck in the long run. A
more specific pivot language (such as semantic tag) may be an alternative to tag a
structure semantically and automatically. Yet, the study of semantic tag still has a

long way to go.
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