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Abstract

This paper identifies the major differences between English and Chinese due to lexical
idiosyncrasy and describes a proposed mechanism for bridging the differences in the
generation phase of an English-Chinese machine translator. The method involves
uniform intermediate representation for clauses and noun phrases, a minimal set of
transfer operations and an active bilingual lexicon that encodes the needed transfer.
Using the method, we are able to deal with lexical idiosyncrasy in both languages in a
modular and efficient manner.

1. Introduction

Much effort has been devoted to research and development of machine translation since 1950s
(Slocum 1985). Howeyver, the quality of the output produced by most machine translation systems
is not high enough to have any marked effect on translation productivity.

A machine translation system produces a variety of expressions in the target language, including
good, fair, and poor expressions [Tsutsumi, 1990]. To improve the quality of translation and get
the good sentences which can be easily understood or postedited, the following major functions
should be implemented with great care.

1. Selection of equivalents for words;

2. Reordering of words; and

3. Improvement of sentences styles.
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In this paper, we will propose a practical way of designing a generator in machine translation
system that bridges the differences between English and Chinese languages. Using this generator
we hope to achieve the above functions and improve translation quality.

1.1 Rule-Based Machine Translation

Modern rule-based machine translation systems use either transfer approach or interlingual
approach.

Transfer approach is characteristic of a system(e.g., TAUM) in which the internal
representations of a grammatical unit (e.g., sentence) in analysis and synthesis are different
depending on the source and target languages. This implies the existence of a third translation stage
which maps one language-specific representation into another : this stage is called Transfer. Thus,
the overall transfer translation process is Analysis followed by Transfer and then Synthesis.
Interlingual approach is characteristic of a system (e.g., CETA) in which the internal
representation of the source language input is intended to be independent of any language, and the
same representation is used to analysis the source language and to synthesize the target language
output [Slocum 1985].

The differences between two languages can be classified into two kinds
(1) syntactical differences: the general differences in word order.
(2) differences that are caused by the idiosyncrasy of individual words in the two

languages.
As for the syntactical difference, various systems use different approaches to deal with them. The
transfer approach uses structure transfer rules to express the differences. The interlingual (or pivot)
approach use a non-syntactical representation, and provide mapping mechanisms between syntax
and the representation, so the differences can be resolved via a language independent
representation.

We are currently developing a machine translation system that uses a mixed approach. On the
syntactical and semantic levels, it is interlingual and on the lexical level it takes the transfer

approach.

1.2 System Model
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In this paper, we concentrate on the generation process of our MT system. The generator consists
of two phases: the lexicon-driven transfer phase and the surface generation phase. The
first phase deals specially with global reorganization of intermediate representations in order to
bridge the differences caused by lexical idiosyncrasy between source and target languages. The
reorganization includes structural and lexical transfer. Currently, transfer is done sentence by
sentence, using only information from sentential analysis. No analysis and reorganization on the

discourse level is performed. The system overview is shown in Figure 1.

English Chinese
Generation
Source Target
Analvsi LR. ) . LR.
nalysis — Lexicon-driven [ —» Surface
transfer Generation

LR. : Intermediate Representation
Figure 1. system outline
This paper focuses on the problem lexical idiosyncrasy. Our approach emphasizes the role of
lexicon, and in particular, it shares the idea with [Tsujii, 1990] which proposes that the bilingual
lexicon play the central role in the transfer phase.

1.3 Paper Outline

This paper describes research from continuing previous works on Chinese sentence generation
[Kuo 1989, Chen 1990 and Liao 1990] and focuses on the following:

1. Adding lexical transfer phase before sentence generation.

2. Designing a bilingual lexicon which controls the transfer by means of ncceséary tests
and actions.
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3. Rewriting the driver in Prolog, making various changes in the input format and

extending the Chinese systemic grammar

In the following, we will concentrate on the first two areas. The rest of the paper is organized as
follows: Section 2 identifies the most prominent lexical idiosyncrasy between English and Chinese.
Section 3 describes our proposal for resolving these differences in order to obtain fluent target
Chinese text. Section 4 compares our approach with previous works and summarizes the paper.

2. Differences between English and Chinese

In discussions on the differences caused by lexical idiosyncrasy between English and Chinese, it is
necessary to consider the differences in the ways people recognize things and express their ideas
about them. It is observed that there is a difference in viewpoint [Wu, 1990] between English and
Chinese. So we sometimes have to restructuring them to give an appropriate translation. Each
language also has its own specific word constructions, which are used to express specific
meanings. These specific constructions can not be directly translated into other languages. We will
describes the differences caused by lexical idiosyncrasy and specific constructions caused by target

words in following two subsections.
2.1 Structure Transfer Caused by Lexical Idiosyncrasy

Most contrastive linguistic analysis of English and Chinese are quick in pointing out that the most
prominent difference is in the way that nouns and verbs are used. In English, every sentence has at
most one finite verb, so for complex information to come across, most of the information has to be
expressed in terms of nouns. This explains the abundance of English nouns. There are more nouns
than verbs and a verb can turn into a nominal counterpart through inflexion transformation. On the
contrary, Chinese sentences are common to have more than one verb, and for this reason, verbs
abounds in Chinese [Chen, 1988]. Consequently, the most appropriate translation of an English
noun often turns out to be a verb in Chinese. Some English verbs turn into other parts of speech
other than a noun, such as adjective or adverbs in English. However, because of heavy reliance on
verbs in Chinese, the most suitable translation is again a verbal counterpart in Chinese.

The following are some examples of structural transfer due to translating an English noun into a
Chinese verb. In each example, the first sentence (a) is the source English, the second one (b) is
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the direct translated Chinese sentence without any structure transfer, and the last one (c) is the
Chinese sentence generated with structural transfer.

(1-a): He pretended illness yesterday. (2-a): He is a good speaker of English.
(1-b):HE R AR ZETR © (2-b): e R MBIF 4 R 32 RE o

(1-c): B R AR 5T o (2-0): fRB S HAFRIT o

(3-a): New Lab animals reduce testing of drugs on humans. (4-a): I have a severe headache.
G-b): FHeg KBy ik v AA R LEWRIBRER o (4-b) & # WA AVERHG o
G-o): F ey K aEy ik v EA S LBAERTEY) o (@-c): £ BRFESERE o

(5-a): The arrival of a train at the station. (6-a): He quits the job surprisingly.
(5-b): KEERYHEES 35 (6-b): f 3 ARZREItIRE 4 T4k o
(5-c): KEEEREES 36 (6-0): fe M4 THEDARZRE ©

(7-a): He is talkative. ‘ (8-a): This sentence is untranslatable.
(7-b): 4t % R RAREHY 0 (8-b): 33 18 &) T — MILEHEFAY o
(7-): { AR BIES o (8-0): & 18 &) FHEIEMEE o

English prepositions sometimes are best translated into verbs in Chinese. For instance,

(9-a): in uniform (10-a): in hat

(9-b): _ (10-b):_

(9-c): B4R (10-c): ®tg-+

(11-a): by train (12-a): a path by the river
(11-b):_ (12-b): _

(11-c): MA %k & (12-c): A8 %

(13-a): a telegram with bad news (14-a): a man with glasses
(13-b):_ (14-b): _

(13-c): W=l R B (14-c): SR 45849 A

Because the different way that verbs are used in the two languages, even when a verb is translated
into a verb in the target language, there could be incompatibility in their argument structure and that
calls for some kinds of structural transfer too. For instance,
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(15-a): we shall give special consideration to your opinion. (16-a): this surprised everybody®.

(15-b): &AH- -1 8 & UAFRIER o (16-b): iz MEMEX K ©
(15-0): ARSI BRIk 9% R, o (16-0): ik RIM o
(17-a): he skied twice this year. (18-a): they lived a happy life.
(17-b): 4.4~ REFN o (18-b): A BETREEAVETE o
(17-0): 4 AR FRRS © (18-c): i TEISRIREE o

We have described some types of structure differences caused by lexical idiosyncrasy. Generally,
the major structural changes are caused by the differences in part of speech of a equivalent concept
in the two languages. It is clear that if we can deal adequately with these structure differences, we
can improve translation quality considerably.

2.2 Lexical Influences on Construction of Target Sentence

Individual words can sometimes influence the selection of structure in construction of a target
sentence. The lexical influence on constructions is complex, including wide-range and local-range
restructuring. The following are some examples of lexical influence on sentence construction.

2.2.1 Lexical Influence on Order

The selection of a target word may influence the order of phrases in a sentence. For example,

(19-a) She sang sadly. (20-a) She sang that song well.
(19-b) Jo A 3678 © (20-b) Jp 4B 37 3678 AR oK ©
(19-b) g kg F R 4 o (20-c) 4678 AR B FrG - RHF o

Both (19-b) and (19-c) are appropriate translation for (19-a). But for (20-a), (20-c) is appropriate
while (20-b) is not a good translation. This is because there is the adverb fg4F unlike 43k,

must locate after the verb in Chinese.
2.2.2 Lexical Influence on Selection of Sentence Construction

The conceptual content of a lexical item may determine the structure of the target sentence. For
example,
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(21-a) That book has been stolen (23-a) That book has been stolen by him.
QL-b) RAZHET © (23-b) A ERMEMT ©

(22-a) That book has been published. (24-a) That book has been published by Tsin-Hua bookstore.
Q2-b) AL HIRT o QA-b) AR ERFEE /LI ©

The bei-construction (3 5 &) in Chinese is used essentially to express an adverse situation, one in
which something unfortunate has happened, and also express disposal. That is, the bei sentence
describes an event in which an entity or person is dealt with, handled, or manipulated in some way
[Li-Thompson, 1982]. So we must check adversity and disposal features of each verb to decide

whether to use the bei-construction. For example, since the verb publish in Chinese is not a
adverse verb, (24-b) is the shi-de-construction (F - #4- 4] ), not the bei-construction.

2.2.3 Lexical Influence on Lexical Selection
The selection of target words may influence each other. For example,

(25-a) That book is not valuable.
Q5-b) AT LA KMo

There are four negative forms in common use in Chinese: <. %] . ;4 . ;4 #& . The scope position and

form of negative particles in Chinese are decided mostly according to the features collected from
the analysis phase. But there are words such as valuable in (25-a), Chinese counterpart "4 {§ {4 "
carrying the head " ". In this case, the negative form is ";§ #". Other example is interesting and

HEE
These cases can only be handled appropriately using a bilingual lexicon.
3. Lexicon-Driven Transfer

This section discusses the main idea of bilingual lexicon-driven transfer, and show how our
framework treats structural changes caused by lexical idiosyncrasy described in Section 2.

3.1 Main Idea about Lexicon-Driven Transfer
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We propose to resolve the structure difference in translation due to lexical idiosyncrasy according

to the following considerations:

1. The transfer needed should be captured in the lexicon..

2. The intermediate representation should encode a clause, a verb phrase and a noun phrase as
similar as possible so that easily interchangeable.This idea is similar to [Allen 1987] which propose
that the logic form for NPs that describe events should be virtually identical to the representation of
sentences that describe event.

3. The set of transfer operations should be kept minimal for simplicity and efficiency.

The intermediate representation has three layers: event, entity, and lexeme corresponding to the
syntactical structures of clause, noun phrase and word. The lexeme layer is atomic containing only
the target word while the event and entity layers share the same structure with a head and various
thematic cases and modifiers. The head of an event is of course the main verb and that of an entity
is the head noun. And to operate on this representation, we proposed four basic operations for
encoding transfer:

1. Raise : a constituent in the intermediate representation can be raised one step up the
constituency structure without changing the slot names (functional role) of its subconstituents.

2. Modify : the slot name of a constituent can be changed into another.

3. Insert : a constituent of any slot name can be inserted on the same level of the lexical item being
considered.

4. Delete : a constituent can be deleted from the intermediate representation.

3.2 How to Deal with Structure Differences

Following are some examples which show what structure changes caused by lexical idiosyncrasy
between English and Chinese languages have been done using these four operations.

3.2.1. Raise operation
Example (2-a): He is a good speaker of English.

The source intermediate representation using Direct Acyclic Graph (DAG)notation is shown in
Figure 2.;
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cat

event [transitive] he is

entity  [indefinite]

Figure 2. DAG of He is a good speaker of English
The linear format of representation is the following:

[cat : event, features : [transitive],

agent : [cat : pro, lex: he],

head: [cat: bv, lex: is],

theme:[cat:entity, features:[indefinite],
mod:[cat: adj, lex: good],
head:[cat: n,lex: speaker],
theme: [cat: n, lex: English]]].

If we generate a Chinese sentence, using this intermediate representation directly, we will get
&% B4 &y 3 35 3 %".That is an inappropriate sentence in Chinese. To get the appropriate
sentence, we need to raise the noun phrase to the verb phrase position, resulting the DAG in Figure
3 as the target intermediate representation, with Chinese lexical item inserted in the DAG.
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.cat features

[transitive
post_mod] %

event

entity %%%

Figure 3. DAG of 4,3 %35 32 3R 45
The corresponding linear form is

[cat : event, featureé : [transitive, post_mod],
agent : [cat : pro, lex: 4&)],

mod:[cat: adj, lex: {R4F],

head: [cat: v, lex: 3&],

theme:[cat: n, lex: 3£ 3%]].

Using this target representation, we can generate a fluent Chinese sentence. The crucial point is that
how and when we can raise Figure 2 to Figure 3 to get suitable target intermediate representation
and then generate a appropriate Chinese sentence. Let us consider, for example, some possible
lexical entries for the noun "speaker" :

lex(speaker, hn, [human],[head_of(theme),is(head_of(sentence):cat,bv))],
[delete(head), raise(*)],3%) .

lex(speaker, hn, [human], [head_of(theme_mod)], [raise(*),insert_f(theme,transitive),
modify(theme:cat:entity, theme:cat:event)],3£). :

lex(speaker, hn, [inanimate], [], [], =k{s\)

Six arguments in each lexical entry are (1)English word, (2)part of speech, (3)semantic attribute
list, (4)condition test list, (5)transfer action list and (6)Chinese word. When we unify the first
lexical entry of "speaker”, the condition list, [ head_of{theme), is(head_of{sentence):cat, bv))],will
be instantiated. If the logic form satisfies this condition list , that is, "speaker" is the head of theme
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and the car of the head of theme is bv, we then execute the action described in transfer rule list,
raising theme to upper level of DAG and automatically replacing the original head of sentence with

I|%.ll .
Example (2'): We consider him a good speaker of English.

The source DAG is shown in Figure 4.

cat featur

event [transitive] We consider

cat

him theme

[indefinite,
nond_rel]
cat

entity

entity [definite] speaker good  English

Figure 4. DAG of We consider him a good speaker of English

It is like above example (a), we execute the raise operation. But in this case, when we raise "2&"
up to clause level, it can not replace the original sentence head "3% & ", because "3 &" is a verb
with substance unlike "is". So the right thing to do seems to be raise the np containing this lexical

item to a clausal level, by changing the cat slot from entity to event and inserting transitivity in the
features slot.
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event

[transitive] &{r‘j ) % cat
featy

event [transitive,

‘post_mod] % %% ﬁ.ﬂ— %%

Fig 5. DAG of 41138 5% 538 33 43
3.2.2. Modify and Insert operations
Example (16-a): This surprised everybody.

The source DAG is shown in Figure 6.

cat featutes ~ Caufal-agent experiencer

event [transitive]  this surprised  €verybody

Figure 6. DAG of This surprised everybody

The equivalent Chinese lexical item for "surprise” is " - - - E &", so the "{#" need to occur

before the experiencer role. Let us consider the lexical entry of "surprise”.
lex(surprise,v,_,[],[modify(head,head’),insert(head,"{# ")1,& ¥ -
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Executing the transfer operations described in Transfer-list, we will get new DAG shown in Figure
7.

cat featufes  caupal-agent head

experiencer

event ltransitive]

i

(£ XK E%

Figure 7. DAG of it Xk RE &

3.2.3. Delete operation
Example (18-a): They lived a happy life.

The source DAG is shown in Figure 8.

cat [ feann theme

event  [tramsitive] they live

entity ife happy

Figure 8 DAG of They lived a happy life
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Live in English is transitive while "# 3" in Chinese is intransitive, so the "life" must be deleted in

target DAG. So the lexical entry of "live" is as follows:
lex(live,v,_,[is(head_of(theme):lex, "life")],
[raise(theme:mod),delete(theme),modify(f:transitive,f:intransitive)]

A7),

Executing the delete operation, we will get the new DAG as Figure 9.

cat featur] mod

event [intransitive]

ed EE Rtk

Figure 9. DAG of 441 & 7613k Pe 4

3.2.4 Relative Clauses

Many relative clauses begin with a relative pronoun. The relative pronoun can acts as the
subject or object in the relative clause, which always influences the translation of a sentence. In
following, we will discuss the translation of relative clauses using the proposed mechanism. We
will consider the two kinds of relative clauses, defining and non-defining relative clauses.

3.2.4.1 The translation of Defining Relative Clauses
Dcfining relative clauses explain which person or thing you are talking about. For example, if you

say 'the teacher’, it might not be clear who you mean, so you might say, 'The teacher who taugit
me English married yesterday'. In this sentence, 'who taught me English' is a defining relative
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clause. Defining relative clause is a kind of quantifier, so the whole sentence should be translated

as BAXEXGABEER » EREHKRT

3.2.4.2 The Translation for Non-defining Relative Clause

Non-defining relative clauses give further information which is not needed to identify the person,
thing, or group you are talking about. For example, 'The teacher, who taught me English, married
yesterday' should be translated as 'FR{E K Ff » R &K XX » EAE T Here 'who taught me
English' is only the added information, so we can take advantage of the topic-comment
construction of Chinese, treat it as a comment in Chinese sentence and place it after the
topic/subject.

Another important issue is the translation of the relative pronoun itself in non-defining relative
clauses. For example, 'T like English, which is an interesting language' should be translated as
"REBA X ) EXEMAABRES . The relative pronoun 'which' refers to the preceeding

object 'English' and often appears in non-anaphoric form in Chinese.

3.2.4.3 The Informations in Lexicon

We can then encode the above informations about the translation of relative clauses in lexicon as

following.

lex(who, ip, _,[1,[1,3)

lex(who, p, _,[with(d_rel)],[delete],_)

lex(who, 1p, _,[with( 1 ,subj)],[delete,modify( 1 ,comment),raise( 1 ),
insert_f( 1 ,topic)],_)

lex(who, 1p, _,[], [modify( 1 ,comment),raise( 1) ], ~(1 :head:lex))

The "1 ' sign means the upper level (parent node) of current node.
By these lexical transfer rules, the following English intermediate representation can be transferred

to appropriate Chinese intermediate representation and then turn into suitable translation. For
example:
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[cat:event, f:[transitive],
agent:[cat:entity f:[defining(non-defining), (subj)],
head:[cat:n,lex:teacher],
mod:[cat:event, f:[transitive],
agent:[cat:rp,lex:who],
head:[cat:v,lex:teach],
receipent:[cat:pro,lex:I],
theme:[cat:n,lex:English]]],
head:[cat:v,lex:marry],
time:[cat:n,lex:yesterday]]

cat feafures

event transitive

entity [defining teacher
(non-defining),  cat
(subj)]

cme

event (ransitive who English

Figure 10. The DAG of English relative clause
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cat fea

entity defining % FF
cat,

event (ransitive

cat
entity non-defining % B

event transitive

H & %X
Figure 12. The DAG of Chinese non-defining relative clause

3.3 How to Deal with Special Constructions

In addition to processing structure mismatches problem, our lexical transfer rules in lexicon can

also deal with lexical influences on constructions that we described in Section 2. To consider the

sentences (19-a), She sang sadly, and (20-a), She sang that song well, the default structure

building rule in our Chinese systemic grammar specify that the adverb should be located before
verb, such as sentence (19-b),b & 4% H.*g 3. But this default rule is not suitable for the case of

209



(20-a), because (20-b), k4R 45 1,78 %, is inappropriate. Let us consider the lexical entries for the

adverb "well™:

lex(well,adv,_,[], [insert_f(post_mod)].fg43).

The condition list is empty, so the transfer action in transfer rule list will be fired, inserting feature
post_mod in current level in DAG. Using this new DAG to generate Chinese sentence, we will get
modifier into the right position, such as (20-b), j g & *g /F &5

Similarly, Let us examine the sentences (21)-(24). Whether an English sentence with passive voice
should be translated into bei_construction in Chinese or not is determined by the attributes of the
Chinese head verb. So the lexical entries for the verbs "steal” and "publish" are as follows :

lex(steal,v,_,[with(passive)],[insert_f(bei)].4y).
lex(publish,v,_,[with(passive),has(agent)], insert_f(shi_der), & ig).
lex(publish,v _,[1,[1, Bg)-

As we mentioned in the previous section, since the verb "#y" has the attributes of adverse and
disposal, we will generate bei-construction (3 5 4)) for the passive sentence.

Besides structure changes caused by lexical items, selection of suitable target words has been
problematic in MT. For example, the negative forms in English can be translated into different
target expressions, sometimes depending on the target word of what item be negated. So we need a
lexical transfer rule to decide what negative form to use in surface genération phase. Consider the
lexical entry of adjective "valuable" :

lex(valuable, a, _, [with(negative)],[insert_f(mei)], 45 {§ 1) -

In the surface generation phase we will generated ";X" as default negative form based on the
syntactic and semantic analysis on the word "valuable". But the equivalent Chinese word
containing the head "4, so it is necessary to replace "J<" with ";§ " in lexical transfer phase,
otherwise, the negative form is inappropriate in Chinese.

4. Conclusions

4.1 Summary
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Existing transfer-based MT systems, deal with all the differences of the two languages in one
complex transfer phase [Chen 1988 b.], In this paper we present an approach that only deal with
lexical idiosyncrasy using an active bilingual lexicon in transfer, to minimize the complexity of the
transfer unit and ease the task of retargeting of a translator. It is a mixture of the interlingua and
transfer approach [Tsutsumi 1991]. Let us discuss the advantage of this approach over the
conventional transfer method in the following.

Our idea is similar to [Alonso, 1990], in making the intermediate representation as universal as
possible based on case grammar [Fillmore, 1971],[Tang, 1975],[Huang and Wang 1988_]. But this
representation deviates from the interlingual approach in that it does not include a universal
representation for lexical items [Nirenburg 1990]. For the characteristic of Interlingua, our system
guarantees the independence of analysis and generation grammars, which is a basic requirement for
practical multilingual MT systems, and at the same time, minimizes the size and complexity of the
transfer modules, by using a bilingual lexicon.

Using this approach, we intend to achieve the following goals:

(1) The transfer module for a language-pair is reduced to the bilingual lexicon. The global
syntactical reorganization is dealt with using a generator with an explicit grammar of the target
language [Kuo 1989 ,Chen 1990 and Liao 1990].

(2) The source language analysis module is target-language independent.The analysis module
produces an intermediate representation as output which is as interlingua as possible.

(3) The target language generation module is based on an explicit grammar which is completely
source-language independent.

4.2 Future Work

Our system can be improved in the following respect:
(1) Extending the scope of the grammar : The grammar used in our system does not have a
very large scope. We feel that the inclusion of the following is most urgent in improving translation
quality:
1. Interogative sentences: Question word questions.

A-not-A question.

Particle question.
2. Serial verb construction.



3. Nominalization.
Besides, some existing parts should also be extended, such as arrangement of various cases in
different type of sentences and selection of conjunction.

(2) Implementing macros in transfer rules : we can further define macros to represent the
relative tests and actions for transfer. It can minimize the size and ease the maintainence of the

transfer modules.

(3) Using corpus to train transfer rules : we plan to use a large English-Chinese bilingual
corpus to train transfer rules stochastically. In this way, we hope to ease the work of analyzing and
formulating transfer rules between these two languages.
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