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ABSTRACT - We present a rule-based approach to resolve ambiguities of a series
of noun constructions in Chinese sentences. According to our statistics, serial noun construc-
tions occur 12.6% in our testing articles. The relationship between two adjacent nouns in a
Chinese sentence can be a modification, possession, apposition, conjunction, or two separate
noun phrases. We employ both syntactic and semantic features to resolve the possible ambi-
guities via rules, which take into account the situations that (1) the genitive marker, de5, in
NP schema is omitted and (2) there is zero pause in coordinated constructions and apposi-
tions. The syntactic structure of a series of nouns with length exceeding two depends on the
association of different types of combinations. We find that the conjunctions have the stron-
gest association, then modification, possession and finally apposition. This scheme of ambi-
guity resolution is integrated into our unificationbased chart: parser. Experimental results
show its applicability.

I. INTRODUCTION

A substantive in Chinese is a word which normally functions as the subject or the ob-
ject of the sentence[1, 2]. According to the conventions of syntactic categories in GPSGJ[3],
substantives are denoted by the feature specifications,[N +] and [V -], which correspond to
nominals in English. Hereafter, we use N to denote substantives in Chinese. To further distin-
guish words, each substantive is featured with a syntactic type. For example, the partial fea-
ture specification of bandgonglshi4 (office) is [[N +1], [V -], [type place]], while the common
noun ren2 (person) is featured with [[N +],[V -], [type commonl]].

* To whom correspondence should be addressed.
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Li and Thompson [4] formulated Chinese noun phrases (NPs) as follows:
associative phrase + {classifier/measure phrase, relative clause} +adjective + N,

where all the elements except the head noun N are optional. An associative phrase (AP) is
an NP followed by a genitive marker, de3, such aswo3 de5 (my). A classifier/measure phrase,
termed DM hereafter, is composed of a demonstrative followed by a measure, such as zke4
ben3 (shul)(this (book)) andyil beil (kalfeil)(a cup (of coffee)). Arelative clause (RC)is sim-
ply a nominalized clause placed before a head noun, such as zhanglsanl mai3 de5 (qi4chel)
((the car) that Zhangsan bought). In this situation, de5 can not be omitted. However, under
certain situations, the genitive marker can be omitted, such aswo3 (de5) meidmei5(my sister)
in (1). A noun can also be used as a modifier of another noun, such as you4jidyuan2 lao3shil
(a teacher in a kindergarten) in (1), where lao3shil (teacher) is the head noun modified by
youdji4yuan2 (kindergarten). Both wo3 mei4mei5 and youdjidyuan2 lao3shil are NPs com-
posed of two adjacent nouns without any marker between them. '

(1) wo3 meidmei5 shi4 yil wei4 youdzhidyuan2 lao3shil.
(My sister is a teacher in a kindergarten.)

Hereafter, adjacent nouns or pronouns are called NNs or serial noun constructions (SNC).
Though the above two NNs are NPs, the first one is a possessive phrase and the second
is a modifer-head structure. In addition to the above two cases, there are other types of NNs.
The NN in (2), peng2you3 tong2xue2 (friends and classmates) is a conjunction; mi4shul
li3xiao3zhu (the secretary, Li Xiaozhu) in (3) is an apposition. Topicalization also results in
akind of NN, such asshul wo3 (book I)in (4). The NN wo3 zhonglguo2ren2 (1 (am) a Chinese)
in (5) is a subject-predicate construction with copula, shi4, omitted. A special kind of NP,
such as kalfeil wu3beil (five cup of coffee) in (6), is of the structure N+ DM. The subject in
double subject sentences is another kind of NNs, such aswo3 yiIfu2 (my clothes, or I, clothes)
in (7).
(2) tal ji4 he4ka3 gei3 peng2you3 tong2xue?.
(He sent congratulatory cards to his friends and classmates.)
'(3) mi4shul li3xiao3zhul chulqu4 le5.
(The secretary, Li Xiaozhu, went out.)
(4) zhe4 ben3 shul wo3 xi3huanl.
(This book 1 like.)
(5) wo3 (shi4) zhonglguo2ren?2.
(I am a Chinese.)
(6) talmen jiao4 kalfeil wu3bei3.
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(They order five cups of coffee.)
(7) wo3 yilfu2 xi3 de5 hen3 ganljing4.

(My clothes is washed cleanly, or I wash my clothes cleanly.)

There are no such problems in English[5], since possessive, conjunctive, punctuation,
and structural evidence can help distinguish the mutual relations between different nouns.
The NNsin (5)-(7) can be processed as appositions, ordinary NPs, and possession, respective-
ly, which will be clear later.

From our experiments, serial noun constructions occur very frequently in Chinese sen-
tences[6]. For 1545 sentences, 9.25 characters per sentence in average, there are 327 NNs
appearing in 195 sentences. Thus the frequency of serial noun constructions in the testing

samples is 12.6% (195/1545).

The researchers on Chinese syntactic analysis and semantic interpretation paid less
attention on the problem of NN combinations [7, 8], or even did not touch the problems
[9-13]. In our Chinese-to-English machine translation system (CEMAT) [10], we propose
a rule-based approach for processing NN combinations, which can be integrated into the ex-
isting parser [9,10] and semantic interpreter [8]. \

In general, it is very difficult to distinguish the types of NN combinations through syn-
tactic analysis since they are of the same structure: a noun followed by another noun. In our
approach, we employ various syntactic and semantic feature to determine the combinations
of NNs. The association of nouns in serial noun construction with length exceeding two are
not trivially from left to right. For example, in the long NN, wo3 fong3xue2 zhanglsan3 (my
classmate, ZhangSan), the association is ((wo3 tong3xue2) zhanglsanl). The association of
wo3 ba4ba5 malma5 (my father and mother) is (wo3 (ba4ba5 malma5)). The different kinds
of association rely on the different combination types. In this paper we establish a rule base
to determine the hierarchical structure of long NNs.

In Section II, we will show the combination rules for a pair of adjacent nouns. Then
in Section III, we will discuss the association of nouns for serial noun constructions with length
exceeding two. In Section IV, the implementation is briefly introduced. Concluding remarks
are made finally.

II. NN COMBINATION RULES

Let N; and N, be two adjacent nouns in a sentence. The general form of NN combina-
tion rules is

LHS: §;, S
RHS: Combinationtype
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where S; and S, denote syntactic and semantic information encoded in the form of frame-
type feature structures. For example, if N; is a personal pronoun and N; is a noun in the do-
main hierarchy role, then N; N, is a possessive type combination. Encoded in the feature struc-
ture form, the rule becomes as follows.

LHS: [phon o,
syn [head [n +,
Vo,
type pronoun]],
sem [var [hier person]]].
[phon B,
sem [var [hier role]]].
RHS: [phon of,
syn [nn_type possession].
This rule states that if two input nouns N; and N, can unifysuccessfully with the two compo-
nents in the LHS, respectively, then an additional syntactic feature, nn_type, is augmented
in the resulting feature structure of N;N,. For example, wo3 (I) and mei4mei5 (sister) in sen-
tence, wo3 mei4mei5 shi4 ge5 xiao3xue2 lao3shil (My sister is a teacher of a primary school),
unify successfully with the two components of the LHS of the above rule; therefore, it is re-
ferred as a possessive combination.

In the following, we will discuss the combination rules of possession, conjunction,
apposition, separate constituents, and modification, respectively. The rules together with the
corresponding examples will be shown in the tabular form. For convenience, we only show
the terminal values of the components of the LHS.

A. Possession type

The possession type of NNs happens between two human relatives with de5 omitted.
The first noun is a personal pronoun, and the second noun is either in the domain hierarchy
role, component, or a_corporate_person, which means the social individual sentient, compo-
nents of human body, and the social collective sentient, respectively [14]. The possessive per-
sonal pronoun in English corresponds to a personal pronoun followed by an optional genitive
marker de5 in Chinese.

An NP of the structure DM + N commonly represents a definite object, such as na4
ben3 shul (that book) and zhe4 duei4 jialju4 (this pair of furniture). Such kind of NP preceed-
ed by a personal pronoun or a personal proper noun strongly imply that the succeeding NP
is owned by the preceeding noun. We summarize the rules for possessive NNsin the following
table.



Rule # Sq Sy Examples

1 personal _ role wo3 ba4ba5 (my father),
pronoun ni3 lao3shi (your teacher)

2 personal_ component wo3 wei4 (fong4) (my stomach (pain)),
pronoun tal to2 (tong4) (his head (pain))

3 personal _ a_corporate_person wo3 xue2xiao4 (my school),
pronoun wo3men5 gonglsil (our company)

4 personal_ DM+N zhanglsanl na4ben3 shul

proper_noun , (that book of Zhangsan’s)

5 personal _ DM +N wo3 zhedduil jialju4

pronoun (these furniture of mine)

Ambiguity occurs in a DM followed by two nouns because they can be the structure
(DM + N;) + N, or DM + (N1 + N,). The former structure is a possessive relation, N, belong-
ing to (DM + Nj), such as zhe4jial canltingl (de5) cai4 (the food of this resturant) in (8). The
latter one is that a DM modifies a modification type of NN, such as zhe4ge5 you4zhidyuan2
lao3shil (this teacher in a kindergarten) in (9). The cooccurrence relation between a DM and
its following noun provides an effective clue to resolve this ambiguity [15].
(8) zhedjial canltingl cai4 hen3 hao3 chil.
(The dish of the resturant tastes good.)
(9) zhe4ge5 youdzhidyuan2 lao3shil jiaol de5 hen3 hao3.
(This teacher in a kindergarten teaches students well.)

The subject of a double—subject sentence can also be interpreted as a possessive rela-
tion, such as the first meaning of wo3 yilfu2 (my clothes) in (10). However, (10) can be inter-
preted alternatively as I washed clothes cleanly. The resolution of the meaning ambiguity de-
pends on the context of the sentence.

(10) wo3 yilfu2 xi3 de5 hen3 ganljing4.
(My cloth is washed cleanly, orl wash my cloth cleanly.)

B. Conjunction type

A conjunctive NN is a coordinative construction with zero marker between two nouns,
where each noun of the NN has approximately the same function as the whole construc-
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tion[1]. Fragments ba4 mal (father and mother) and zhuolzi5 yi3zi5 (tables and chairs) are
instances of conjunctive NNs. In English, it is illegal that there is no conjunctive in a conjunc-
tion. In the following table we use variables, as those used in Prolog, to catch this notion.

Rule # S1 S, ‘ Examples

1 X X . ba4 mal (father and mother)

zhuolzi5 yi3zi5 (tables and chairs)

C. Apposition type

When two expressions in succession refer to the same thing, the relation is one of ap-
position. They are further classified into close apposition, loose apposition, and interpolated
apposition[1]. The examples of close apposition are wang2-jial(Wang family, the Wangs), /i3
dai4ful (Doctor Li), and kelxue2 zha2zhi4 (The magazine Science). As a rule, close apposi-
tions are subordinate phrases or compounds such that the first part modifies the second. In
this paper, they are classified as modification type of NNs. Inloose apposition, the expressions
are in coordination without pause, as in wo3 peng3you3 zhanglsanl (my friend, Zhangsan)
and zhong3tong3 li3denglhuil (the President, Li Denghui). An interpolated apposition is an
inserted phrase with a pause marker “,”. The omission of the interpolated apposition does
not affect the completeness of sentence, such aszhanglsanl, wo3 de5 yil ge5 peng2you3, ming2
tianl yao4 lai2 (Zhangsan, one of my friend, will be here tomorrow). Since the expressions
are identified by commas, they are not considered as NNs here.

Human-related appositions occur frequently because we generallly need to point out
the very person we talk about. Thus we obtain a rule that a role noun followed by a personal
proper noun or personal pronoun is an appositive NN. For the cases of nonhuman related
appositions, the first noun is a proper noun and the second one is used to describe the proper-
ty of the first one.

The Chinese reflexive morpheme, zi4ji3 (self), may optionally be preceded by a pro-
noun that is coreferential with the subject of the sentence [4], as in (11). A personal pronoun
followed by a DM is also a kind of appositive NN, where the DM mentions the members of
the personal pronoun. For example, talmen4 sanlwei4 (they, three) in (12) is an appositive
NN, where the DM sanlwei4 (three) indicates that there are three members in their group.

(11) zhi3 you3 di4di5 tal yao4 shang4xue?.
(Only my brother, he, needs to go to school.)
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(12) wo3 zhi4ji3 yao4 qu4 mei3guo2.

(T myself want to go to the U.S.A.)

A noun followed by a DM commonly serves as the object of a verb, which is equal
to an ordinary NP, DM+ N. For example, zhan4dou4jil wu3bai3 jia4 (fighter plane, five
hundred) is equal to wu3bai3jia4 zhan4dou4jil (five hundred fighter planes). When parsing,
it is transformed to be the form DM + N in order to process them as ordinary NPs.

(13) talmen4 sanlwei4 dian3 le5 wubbeil kalfeil.

(They three ordered five cups of coffee.)

In summary, we have the following rules of apposition.

Sq Sy Examples
1 hier =role personal _ wo3 penglyou3 zhanglsanl (my friend,
proper_noun Zhangsan)
2 hier =role personal di4di5 tal (my brother, he)
pronoun
3 hier =X, hier = X sanlguo2yan3yi4 zhe4 ben3 shu3 (the book

proper_name “The Romance of the Three Kingdoms™)

4 personal_ reflexive wo3 zi4ji3 (I myself)
pronoun

5 personal_ DM talmen4 sanl wei4 (they three)
pronoun

The subject-predicate constructions NP; NP, and NP; NP, NP3 are analyzed as the
omission of the copuls, shi4, to take advantage of the general sentence pattern: NP + VP. For
example, see sentences (14) and (15).

(14) tal (shi4) zhonglguoZren?.
(He is a Chinese.)
(15) kalfeil yilbeil (shi4) wu3shi2yuan?2.
(The price of a cup of coffee is fifty dollars.)

The above consecutive NPs are rather similar as appositive NNs, except that appositive NNs
are subjects or objects of verbs.
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D. Separate constituent type

Two neighboring nouns may play two different syntactic roles. In order to determine
this type of NNs, we first consider which kinds of nouns can not be modified by other nouns.
From [1, 4], it is obvious that proper nouns and pronouns can not be modified by other nouns.
When such a situation occurs, the two nouns are taken to be two phrases. This class of NNs
is mainly from topicalization, such as shul wo3 in (16) and bao4zhi3 ni3 in (17), and so on.

(16) zhel ben3 shul wo3 xi3huanl

(This book 1 like it.)

(17) jinltianl de5 bao4zhi3 ni3 kandguo4 le5 ma5?

(Have you read today’s paper yet?)

In general, topics must occur in sentence-initial position[4]. Time phrases and locative
phrases occuring in sentence-initial positions are considered as topics as well [4], as shown
below.

(18) zuo2tianl yu3 xia4 de5 hen3 da4.

(It rained heavily yesterday.)

(19) tai2bei3 yu3 xia4 de5 hen3 da4.

(Tt rained heavily in Taipei.)

A time word may be preceded by another noun. If this noun is a time word, then they
form a modification type of NN. For example, bothzho2tian1 (yesterday) and xia4wu3 (after-
noon) in (20) are time word; they form a modification type of NN. However, in wo3
ming2tianl of (21), ming2tianl (tomorrow) is a time word but wo3 (I) is not; thus they form
an NN of separate constituents.

(20) wo3 zho2tianl xia4wu3 qu4 tuZshulguan3.

(T went to the library yesterday afternoon.)

(21) wo3 ming2tianl qu4 tai2bei3.

(I will go to Taipei tomorrow.)

Rule # Sq S, Examples
1 X ' pronoun shul wo3(book, 1)
2 X proper_noun bao4zhi3 ni3 (paper, you)
3 time X zuo2tianl yu3 (yesterday, rain)
4 place X tai2bei3 yu3 (Taipei, rain)
5 timé X {time} wo3 ming2tianl (1, tomorrow)

104



The NNs identified by Rule 1and 2 of the above table are mostly resulted from move-
- ment of object to the sentence-initial position. In our parser, when such NNs are identified,
two NPs are established for each noun. The verb is then established as a VP with a missing
object, i.e., VP/NP in GPSG.

The direct and indirect object of a ditransitive verb is also an NN of this type. Howev-
er, we do not include the case here because the verb needs two NPs to make the VP saturated.

E. Modification type

In a modification type NN, the second noun is the head noun and the first one is an
adjective. For example, in xiao3xue2 lao2shil (a teacher of a primary school), xiao3xue2 (pri-
mary school) modifies the head noun lao2shil . It is quite difficult to obtain rules for determin-
ing the modification type of NNs because there are less grammatical evidence [16]. We use
a catch-all rule to solve this problem. That is, if an NN can not trigger any of possession, con-
junction, apposition, and modification types of rules, it is taken as a modification type of NNis.

F. Conflict resolution

The conditions of previous rules are not mutually independent. We adopt the specific-
ity ordering strategy to resolve the conflicts when more than one rule are triggered. This strat-
egy states that the rule with the most specific conditions is fired first. When the parser fails
to produce a result by the fired rule, the rule with the less specific conditions is fired. This
procedure proceeds until the parser completes the analysis. For example, in sentence (2),
since the NN peng2you3 zhanglsanl is a role noun followed by a personal pronoun, it can trig-
ger both Rule / of appositive type and Rule 1 of separate constituent type. According to the
specificity, the former one is fired and a correct result is obtained.

III. ASSOCIATION OF NOUNS IN SERIAL NOUN CONSTRUCTIONS

The association of nouns is nontrivial for a serial noun construction with length ex-
ceeding two. For example, let N;N>N;3 be three successive nouns in a sentence. There are two
possible structures:

(N]Nz)N_; and NZ(N2N3)

As mentioned in Section I, the phrase wo3 peng2you3 zhanglsanl should be of the former
structure, while the phrase wo3 ba4ba5 malmal the structure of the latter one.

Thus to design a parser, we must consider the association of nouns in serial noun con-
structions. The above examples illustrate the association of N, with N; and N3, respectively.
It can be reformulated as the problem of comparing the precedence between the combination
types of N;N, and N,N3. For the phrase wo3 peng2you3 zhanglsanl, wo3 peng2you3 and
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peng2you3 zhanglsanl are possession and apposition, respectively. Since each of the nouns
in an appositive NN refers to the same thing, omission one of the phrases does not change
the meaning of the phrase. Thus, an apposition has the least precedence. In other words, the
possessive relation P precedes the appositive relation A, represented as P > A. Accordingly,
wo3 first associates with peng2you3 and then wo3 peng2you3 with zhanglsanl.

For a possessive NN, the preceding noun is an associative phrase with omitted de5 such
as wo3(1) in the fragment wo3 (de5) gelge5 (my brother). From observations, a NN combina-
tion of the modification type M has higher precedence than that of the possession type P, de-
noted as M > P. It results in the following structure:

wo3 zhonglxue2 lao3shil
| N

A conjunctive NN is a unit acting, as a whole, like the subject or the object of a verb;

they are covered under the scope of an adjective or a modifying noun. In sentence (22), the
noun xue2xiao4 (school) modifies the succeeding nouns lao3shil (teachers) and xue2shengl
(students).
(22) xue2xiao4 lao3shil xue2shengl doul canljial lu3xing2
(All of the teachers and students in the school participated in the tour)
Thus we obtain that the conjunctive combination C precedes the possessive combination P,

denotedas C > P

When a possessive combination and a modification combination appear together with
an appositive combination, the possession P and modification M precedes apposition A. That
is,

M>P>A,

For example, in sentence (23), wo3 zhonglxue2 lao3shil and wang2xiao3zhul refer to the same
person. After these two NPs are combined together, they form an appositive NP.

(23) wo3 zhonglxue2 lao3shil wang2xiao3zhul jie2hunl le5
(My high school teacher, Ms. Wang XiaoZhu, got married)

From the above discussion, we conclude
C>M>P>A.

The above discussions consider the precedence relations for serial noun constructions
containing different types of combination. For a sequence of the same type of combinations,
the precedence is from left to right. For sentence (24),
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(24) ji4suanjil yan2jiudsuo3 suo3zhang3 chen2zen3 jiao4shoud chulguo2 le5
(The head of the Institute of Computer, Prof. Chen Zen, went abraod.)

the combination types and the resulting structure of the serial noun construction is shown

below.
jidsuan4jil yanZ2jiudsuo3 suo3zhang3 chen2ren3 jiao4shou4
o | | | (| 11 |
Combination M M A M
type

| |
The resulting |
structure | |

IV. IMPLEMENTATIONS

We present in this section how to employ NN combination rules and NN association
in our parser to disambiguate serial noun constructions. HPSG (Head-driven Phrase Struc-
ture Grammar) [17], a lexicon—driven unification-based grammar formalism, constructs con-
stituent structures of sentences in accordance with the Head Feature Principle (HFP), Sub-
categorization Principle (SP), and Adjunct Principle (AP). The HFP declares that a phrase
shares the same features with its head daughter. The SP states that in any phrase, each com-
plement daughter must be unifiable with a member of the head daughter’s subcat-list, a list
of subcategorization specifications, that remains to be satisfied. The AP states that any ad-
junct daughters must be unifiable with some member of the head daughter’s adjunct specifi-
cations.

Our original parser employed the above principles to parse Chinese declarative sen-
tences [9]. However, in our further studies, we find that the principles are not enough to re-
place all the ID (immediate dominant) rules in GPSG|3], especially in handling the nominali-
zations of Chinese sentences. The new version of the parser thus adds a rule-based
mechanism for handling nominalizations.

The association of nouns in serial noun constructions can not be reflected from the
adjunct feature. We use rules to determine the combination of nouns. The resulting feature
structures of NN combination are head-adjunct structures, except the conjunctive combina-
tion, which is represented as a coordinate structure. Considering sentence tal meidmei5
zhanglxiao3zhul shi4 ge5 xiao3xu2 lao3shi (His sister, Ms. Zhang XiaoZhu, is a teacher in a
primary school), the resulting feature structure of tal mei4mei5 zhanglxiao3zhul is shown
partially as follows.

[phon [tal, mei4meiS, zhanglxiao3zhul]],

head_dtr /* head-daughter */
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[phon [zhanglxiao3zhul],
adjuncts_dtr /* adjunct-daughter */
[phon [tal, mei4mei4],
head_dtr [phon [[mei4,mei4]],
adjuncts_dtr
[phon [[tal]],
nn_type possession|,
nn_type apposition].
where the additional feature nn_type indicates the type of NN combination.

When two consecutive nouns are detected during the course of parsing, the parser
looks forwards the following constituents to determine the maximal coverage of the serial
noun construction. Then the parser consults the NN combination rules to determine the type
of the combination and to form the resulting feature structure. NN association rules are con-
sulted to determine the structure if there are more than two nouns in the serial noun construc-
tion.

V. CONCLUDING REMARKS

We have presented a rule-based approach to resolve ambiguities of serial noun con-
structions. The combination types of neighboring nouns have been examined and determined
by a set of rules. They can be applied in a syntactic parser to determine the correct role of
each noun. The association of NN combinations have also been analyzed to construct the cor-
rect structures.

In our experiments, 23 out of 327 cases, 7.1% approximately, are misidentified by con-
sulting the NN combination rules and the association rules. The types of misidentification
are summarized as follows.

1. The genitive marker, deJ, are occasionally omitted. There are 7 cases of this type of mis-
identification, which are identified as modification type of NNs.

2. The conjunctive, he2, or the conjunctive punctuation mark are omitted. There are two
cases of this type of misidentification. '

3. One case of the conjunction structure is misidentified as (N; N») he2 N3 while it should
be N] (N2 he2 N3).

4. The remaining misidentifications are related to the apposition type of NN due to the in-
complete of the apposition rules.

To solve the first two types of misidentification, a commonsense knowledge base is
required. Actually, it is very difficult to built such a knowledge base. Acquiring new rules from
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the generalization of misidentified patterns can reduce these types of error. This is left for

further researches. The last two types of misidentification needs more studies in conjunctive

and appositive constructions.

The goal attempting to resolve syntactic ambiguities of serial noun constructions has

partially been reached. Our next step in the processing of noun phrases is to work toward

‘lexical selection in English and to order the selected constructions in an appropriate order.

1.

10.

11.

12.
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Abstract

We deal with the identification of the determinative-measure compounds (DMs) in
parsing Mandarin Chinese in this paper. The number of possible DMs is infinite, and
cannot be listed exhaustively in a lexicon. However, the set of DMs can be described by
regular expressions, and can be recognized by a finite automaton. We propose to identify

DMs by regular expression before parsing.

After investigating large linguistic data, we find that DMs are formed compositionally
and hierarchically from the simpler constituents. Based upon this fact, some grammar rules
are constructed to combine determinatives and measures. Moreover, a parser is also
formed to implement these rules. By doing so, almost all of the unlisted DMs are
recognized. However, if only the DM recognition procedure is fired, many ambiguous
results appear, too. Yet with our word segmentation process, these amiguities are greatly

reduced.
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Introduction

A determinative-measure compound (DM) in Mandarin Chinese is composed of one
or more determinatives, together with an optional measure.(1) It is used to determine the
reference or the quantity of the noun phrase that co-occurs with it. It may sometimes
function as a noun phrase by itself.(2) However, despite the fact that the categories of
determinatives and measures are both closed, the combinations of them are not.

this three CL
"these three books"

Q fEHKRE = @
he like this three CL
"He likes these three."

3 =Z # - + -
three hundred two ten one
"three hundred and twenty one"

BTN W F = " - + -
five ten-thousand four thousand three hundred two ten one
"fifty four thousand three hundred and twenty one"

A& % EE W F = H =+ —
nine hundred- zero five ten- four thousand three hundred two ten one
million thousand

"nine hundred million fifty four thousand three hundred and twenty one"

@ L B =t &
nine o'clock thirty minute
"half past nine"

ZA N B EHE EF AL B =+ o
March eight day Friday = morning nine o'clock thirty minute
"nine-thirty a.m., Friday, March eighth"

KREANTH=ZH N\ B EHE L5 AL B =+2

1991 March eight day Friday = morning nine o'clock thirty minute
"nine-thirty a.m., Friday, March eighth, 1991"
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G = + 52 #®
two ten five CL
"twenty five items"

¥ Z+ & #
this two ten five CL
"these twenty five items"

24 - + 1 #

other twoten five CL
"the other twenty five items"”

Take example (3) as an illustration: it is obvious that the total numbers of possible
combinations of numerals are enumerable but infinite. Because of the productivity of these
DMs, listing them directly in the lexicon becomes almost impossible. Consequently, the
process of finding proper word breaks for Chinese sentences is incomplete without DMs in
the lexicon. Therefore our design of a word segmentation system utilizes both the words
listed in the lexicon and those generated by DM rules. We have the following reasons to
support our strategy. First, from the processing point of view, it is better to recognize
compound words as early as possible and DMs can be considered as compounds. Since
the structure of DMs seems to be exocentric, they are not similar to other endocentric
phfase structures and can not be analyzed by head driven parsing strategies. Second, the set
of DM forms is a regular language which can be expressed by regular expressions and
recognized by finite automata. It is well known that the grammar of Mandarin contains
central émbedding and must be expressed by context-free grammars. [7] This also suggests
“that the processing of DMs should be separated from the processing of other phrases.
Third, the set of determinatives and measures usually serve only a single grammatical
function which are comparatively simpler than other categories which play multiple
grammatical functions due to the lack of inflections in Chinese. We believe that DMs can
be identified at the level of lexical analysis and this fact has been proven by our
experiments. We design a regular grammar interpreter with a chart parser to identify the
DMs for input sentences. The flexible design of this interpreter allow us to modify the
grammar rules generating DMs without changing the interpreter.
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II.

In the next section, the structures of DMs and their representations are given. The
third section states the design of the interpreter and its application to improve the DM rules.
The fourth section shows the experimental results and discussions. The last section
concludes with remarks on other applications of the DM identification system. |

The Structures and Representations of DMs

Earlier studies of DMs concentrate mainly on 1. listing members of determinative and
measure sets, 2. proposing classifications, and 3. describing agreements between measures
and their nominal heads. Chao[8], for instance, divides determinatives into four

subclasses:

AP

(6) (i) demonstrative determinatives: 2
(i) specifying deterrmnatlves %,

E, &, W

&, 0, F, K, Kk, £,

T, W, %, 4, %, ¥, %
BEAZZ, HER T et

(iv) quantitative determinatives: — , #, &, %, ¥ &% %,

055, F% T, 5%,

] %

A,
%

(iii) numeral determinatives: — ,

Measures, on the other hand, are divided into nine classes by Chao[8] 1. classifiers, e.g.
A "a (book)", 2. classifiers associated with V-O constructions, e.g. & "hand", 3. group
measures, ¢.g. ¥ "pair”, 4. partitive measures, e.g. ¥ "some",. 5. container measures,
e.g. & "box", 6.temporary measures, e.g. & "body", 7. standard measures, e.g. A R
"meter”, 8. quasi-measures, €.g. E3| "country”, and 9. measures with verbs, e.g.
=X "number of times". However, earlier studies do not analyze the internal structure of

DMs, which is crucial to their recognition and formation.

In what follows, we will first adjust the various determinative sets based on their

productivity and co-occurrence restrictions, and then discuss the internal structure of DMs,
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as well as the rules to construct them. As for the measures, although they also play a role
in forming DMs, the choice of them largely depends on the nature of the entity denoted by
the nominal heads. Since this paper focuses on the DM itself, the problem of agreement
between measures and nominal heads will not be pursued here.

2.1. The Determinative Sets

In general, determinatives are classified in terms of their meanings. However, if we
take typical grammatical properties such as productivity and co-occurrence restrictions into
account, we find that some of the classifications based upon meanings are questionable.

Instead we propose three criteria to classify various determinatives. They are
1. productivity, 2. syntactic Similarities, and 3. semantic meanings. The determinatives are
quite different in terms of productivity. For instance, 4 "todé’y", Bl "tomorrow", %
"last", #E "yesterday" precede no other determinatives. In fact, they can only co-occur with
a few measures such as H "day", X "day", and § "year". Since their usage is fixed, we
will put all the possible combinations of those determinatives and the measures, such as 4
X, AK,454% ,H4% ,5H,08,EX,EH, £ %, inthe lexicon. On
the other hand, the determinatives with high productivity will be classified according to
their syntactic and semantic similarity.

Although Mandarin Chinese allows two or more determinatives to be juxtaposed, not
every determinative can co-occur with the others. B "other",;and ¥ "side", for example,
are incompatible with other determinatives. But i "this" is relatively free: it can be
adjoined to either a numeral or a quantitative determinative :

7 *F = =K
other three home

*F ¥ R
side half day
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= 4
this three CL
"these three persons"

E ¥ 4
this half year
"this half year"

Therefore, co-occurrence relations will be the major syntactic criteria employed to

subclassify determinatives.

The primary function of a determinative is to restrict or quantify the references of the
following noun phrases. From the data collected, a variety of other words also have much
the same function and distribution as those well-discussed determinatives. 3T "near" and
# I "near" are two such words. Like 3 "this" in (8); ¥ "near" in (9) also modifies the
following noun phrase and determines which period the event expressed by the verb phrase
occurs! Actually, these two words can be substituted with each other in this context.
Based upon this principle, those with similar function and distribution as determinatives
will also be included in the determinative set.

1 Another reason for treating I "near” and#¥ I "near" as determinatives comes from the grammatical theory we

adopt. According to one assumption of the Lexical Mapping Theory, every verb must have a subject.[3][7]
However, this condition will not be held if we analyze ¥ "near" and# 3L "near" as verbs whenever they appear:

G &£ X ¥ &4 R &
I home from Taipei very near
"My home is near Taipei."

A # i
Dragon-Boat-Festival near
"It's almost Dragon Boat Festival."

G £ + B = + 4 RKEIHX
near ten o'clock thirty minute I back home
"I got home at about ten-thirty"”

In sentence (i), ¥ "near" cannot take 5k = "Jangsan" as its subject. In fact, no subject may occur before it. In
order not to violate the more accepted condition, we will classify #L "near" and # I "near” as determinatives

besides verbs.
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®E =t HF X E XK b3
this twenty  year come he every day morning swim
"He's gone for swim every morning for the past twenty years."

®#E = T F X @EF KR %
near twenty year come he every day morning swim
"He's gone for swim every moming for about twenty years."

Due to space limitations, we will simply list our revised determinative sets in
Appendix I and related DM rules in Appendix I without further discussion.

2.2. The Internal Structures and Formation Rules of DMs

As was mentioned at the very beginning of this paper, a DM can ccntain one or more
determinatives together with an optional measure. Closer investigation shows that the
composition of the determinative can be complicated: it may consist of only one kind of
iterating determinative, like numerals, or have several determinatives belonging to different
subsets. For example, in 3 b B H £ "hundreds of the other,” three different kinds of
determinatives are concatenated. In addition, these adjoining determinatives are not freely

ordered. They have to conform with some linear precedence restrictions.2

10)a. & = T+ A
this twenty person
"these twenty persons"

a' *=Z T+ & A

twenty this person

b. H# L — F H + £ B R
other near one hundred fifty CL member
"the other almost one hundred and fifty members"

b *— B A+ H #% & £ E B

one hundred fifty other near CL member

2Similar restrictions also appear among numeral compounds. However, such restrictions depend on mathematic
knowledge, not linguistic knowledge. In this paper, we do not handle these restrictions.
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In unmarked cases, a numeral compound occurs at the leftmost position-of a
compound made up of determinatives. Similar precedence relations also exist among other
determinative sets.

In order to account for the precedence order, we propose a tree structure for the
general construction of DMs. This tree structure represents two facts: first, that a DM
compound is formed compositionally and hierarchically from the simpler constituents such

e

as numerals and measures. Second, that two determinatives belonging to the same level

generally do not co-occur.

(11) The Tree Structure of DMs3
DM

N
# 17 & HS /////// \\

{DD,DS,0S} DM
/ \
DM
NO M
(12) E#BE—FHLT 4
.7 HS/
|
o / \
/ \
i NO *
I
—BAEt %

3Here M=mcasure, NO=numerals, XQ are various quantitative determinatives such as interrogative quantitative
determinatives. As for DD, DS, and OS, they are demonstrative determinatives, definite specific determinatives,
and ordinal specific determinatives respectwcly Finally, HS refers to those specific determinatives which have the
meaning of "the other".
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Based on this tree structure, our DM formation rules begin with the combinations of
recurring numerals, numeral compounds, post-nominal modifiers (PNMs), and measures.4
New DMs can be formed by attaching other determinatives to these basic numeral
compounds. Co-occurrence restrictions developed by other linguists as well as by
ourselves will be taken into consideration at this stage. For instance, demonstrative
determinatives can not co-occur with interrogative determinatives, or with those listed in the
DS set. Some example rules can be seen in (13). Please refer to Appendix II for a
complete list of rules.

(13) IN1--> NO*;
IN2--> NO* (% ,#k % ) (& &,k );
DN--> (IN1) {®& } IN1;
FN--> INI {%Z }IN1;
FN--> IN1 {X }FN;
NOP1-->IN1 (DESC) ({3 }) M) ;
NOP2-->DESC ({*# }) LM ;
NOP3-->IN1 {F ¥ ,3L F } Nfga (% ));
NOP4-->IN1 (M) PNM ({¥ 1) ;
NOP5-->M (PNM) ({#7 }) ;
NOP6-->{IN2,DN,FN} (LM) ;

Three remarks can be made about the above rules. First, as observed in Lu [12],
some adjectives such as A "big",/) "small", % "whole" and & "long" may be inserted
into a DM.5 However, the measures that can follow & "long" are more restricted;

41n general, a determinative precedes a measure. But those listed in the PNM set, such as 3 "half, 2 “"whole",

the situation is quite to the contrary in that most determinatives have to occur after PNM measures.

SLu [12] lists seven such adjectives: X "big", /I "small",%& “long", & "thick", ¥ "thin", 7% "full” and%
"whole". However, owing to dialect variations, /& "thick" and ¥ "thin" never appear between determinatives and
measures in Taiwan Mandarin. As for i "full", we follow Chao [4] as well as CKIP [10] and regard it as a

determinative of the WQ subcategory which denotes the concept of wholeness.
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actually, only six measures can co-occur with the word * "long". Since its productivity
is rather low, we will list all the combinations of & "long" and the compatible measures
directly in the measure set. Second, in Mandarin Chinese a DM may be followed by a
clitic ® "DE" to indicate that it serves as a modifier (Huang [6]), like = W R

"three pounds of meat" or W £ By & A "two tables of guests.” But not every measure
can co-occur with the B "DE": most classifiers, for example, are incompatible with #Y
"DE". For processing efficiency, we list the various combinations of B "DE" and the
immediately preceding measures in the measure set, too. ® Third, for the convenience of
language analysis, we also consider complex time cxpressidns (14) and reduplicated DMs

(15) as a single unit and express them by our DM rules.

a4 Yw#EREANT £ ALA THB Z B T4
R.O.C. - eighty year September ten day two o'clock ten minute
"ten after two, September tenth, 1991"

1s — & 1
one CL CL
"one by one"

— R MR OB
one CL CL DE
"bottle by bottle"

From the above discussion, it is shown that the structures of DMs are quite complicated.

6However, this does not imply that when B "DE" follows a DM, it will be always correct to combine them
together. In certain cases, this By "DE" should be attached to larger phrase of which the DM is only one of its
constituents. For example, in the following two sentences, the By "DE" adjacent to the DMs is actually a

relativizer relativizing the whole verb phrases.
0 % 3 W ¥ 8 2 &

sit front two row DE student
"the students who sit in the first two rows"

) & B % % — K wFEH A F FEX
already drink finish one cup coffee DE person please stand up
"Those who finished the first cup of coffee please stand up."
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In order to test and modify our determinative sets and formation rules, we construct a
rule interpreter and a chart parser.

III. An Interpreter for Regular Grammar and Its Application to
Improve DM Rules

. We have already shown that DMs in Mandarin Chinese can be expressed by a set of
"Regular Expressions". We construct a regular expression interpreter and a chart parser in
order to recognize DMs in input sentences. By testing the real input data from corpus, we
can iteratively improve our classification and rule sets.

Our system is not the first DM parser. Chuang [11], based on the classifications
developed in CKIP [10], creates a set of grammar rules and a program to implement the
rules. However, the coverage of his grammar rules is incomplete and his program is
procedure oriented which means it has to be modified once the grammar rules have
changed.

Our system is divided into two parts: transformation-interpretation, and parsing.” At
the transformation-interpretation stage the system transfers the grammar rules into a simpler
format. The rules are originally in the form of regular expressions.8 They are transformed
into the format known as Chomsky Normal Form (Aho & Ullman [1]). The reason why
we did not write it in Chomsky Normal Form originally is because it is easier to write the

7This original interpreter of the grammar and DM parser is designed and developed by Charles Lee of Stanford
University and Yao-Jung Yang cooperatively. All other programs mentioned in this paper are written by Yao-
Jung Yang.

8In this paper, all the Determinatives and Measure words are defined in symbol sets placed together with the
grammar rules. By doing so, it is very convenient to modify the rules as well as the sets when we are running
tests. However, this strategy will not be adopted in actual implementation because it will cause data redundancy.
The lexical information of Determinatives and measure words must be attached to the words after dictionary
lookup.
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rules first in the form of regular expressions. On the other hand, it is much easier for
computer to interpret the Chomsky Normal Form. The benefit of the interpreting approach
is that we can modify the rules over and over again without changing the program. The

following is a fragment of our grammar rules before and after the transformation-
interpretation stage: ’

(16)
NO = { OI_‘I:I Iz.llﬁlﬁltljklj_bl—{nl
ﬁr}”lﬁr%l%lfrulatlglﬁ}r
IN1 -> NO*;
IN2 -> NO* { fé:é%rﬂﬁ } ( { %lfﬁl&[ﬁ Y )i
NO = {OI—I:lﬁlzlmIﬂl*l‘tl/\lﬂl+lﬁlﬂ+l
B, F &, 8k, F, %) v
IN1 -> NO IN1;
IN1 -> NO;

_2 -> NO;
3 -> 0 _1;
_3 => _0;
IN2 -> 2 3;
4 = {&y;

The parsing part of the program is built according to the concept of "Chart Parsing". The
reason why we choose chart parsing as our basic strategy is because the chart data structure
can hold all information about words which can then be used in the latter stage of the
Information-Based Case Grammar (ICG) (Chen & Huang [5]) parsing process.

However, for actual testing, the program still has to be equipped with a preprocessor
and a postprocessor: the former breaks the input article into sentences. Based upon the fact
that in general no DMs can cross a punctuation marker, this article can be broken into
substrings with punctuations as delimiters before being fed to the parser.? The latter reads

9But, in certain cases, a comma or punctuation mark " " is inserted into a numeral phrase. For example, we may
have FL#7< A B "during May and June", # = W~ F J& “the third fourth, and fifth floors", =W & A
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IV.

the output chart files produced by the core parser and does a filtering process to eliminate
redundant or intermediate results. These two processors can be executed separately from
the core parser so that the core parser is kept more adaptive to the other usages.

All the programs mentioned above are developed in the C language on the Borland
Turbo C System. Some fragments of the input data and their output forms will be
presented and analyzed in the following section.

DiScussion of Results

During test runs, postprocessed output is evaluated based upon two factors: first, are
all of the DMs in the input article recognized, and second, how many are overgenerated?
The former is concerned with the completeness of the rules; the latter is concerned with
their accuracy. In the following we define some statistical values for the purpose of
analysis.

N,..= the number of DMs in the testing article.

N,v.= the number of substrings which are recognized but are not DMs.
N,;s= the number of DMs in the testing article which are not recognized.
N = the number of DMs which are recognized by our system.

"three or‘four hundred people”, —+ F» 7% BE "fifteen or sixteen years old", etc. These marks either indicate a list

(cf. the first two examples), or present an omission resulting from repetition (cf. the last two examples):

>
i o

A =
3

) or W H®H A
A oo T KX K

S o

+ 1
1
+ 1

At this moment in time, these phrases cannot be correctly recognized for our rules do not take punctuation marks

into consideration. The problem should be solved with an appropriate preprocessor.

123



After testing over 16 articles picked from a corpus,!0 we have:

The recognitionrate = ( Ny, - Npis ) / Ny, = 100%
The missing rate = Npis / Nt = 0%
The overgeneration rate = Ny, / N... = 39.57%

Article# Nact N rec Nove Nmis
1 16 22 6 0
2 71 86 15 0
3 22 40 18 0
4 12 25 13 0
5 13 29 16 0
6 4 22 18 0
7 22 42 20 0
8 20 28 8 0
9 20 38 18 0
10 9 14 5 0
11 22 28 6 0
12 22 33 11 0
13 28 50 22 0
14 26 46 20 0
15 36 59 23 0
16 19 37 18 0
Total 362 599 237 0

From the missing rate, it shows that the completeness of the system is perfect. As
for the soundness, the overgeneration rate seems to be quite high. However, after carefully
studying the test result, we find that the overgenerations are mainly caused by ambiguous
word segmentation. Thus these ambiguities can be avoided if we incorperate the DM

recognition and word segmentation processes in parallel.

The ambiguities can be further classified into the following different cases:

10The corpus 1s supported regularly by two daily news associations: the Liberty Times and the United Daily News.
The amount of data supported per month is about 4 M bytes.
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1. Ambiguities resulting from lexical ambiguity. (i.e. polysemy of lexical items)

a7

This kind of overgeneration is caused by the multi-categorization of individual lexical
items. For example, £ "up" may function as a verb, a localizer, or a determinative. In
(17a), it is a verb; in (17b), it is a localizer; only in (17¢) does it function as a

a.

C.

determinative.

overgeneration.

Resolution Principle 1: If the first character of the longest matched DMs is a lexical
entry with multi-categories, such as E,FT .k, B and 'fi, then both the
longest matched DM and the DM without the first character are kept and the

® = — R RE L — & &R
Jangsan one day only wantup one CL class
"Jangsan has only one class a day."

FR LEZER E BRME
lawn up three CL old oak
"There are three oaks on the front lawn."

Lt - &K= R X
up one CL class Jangsan not come
"Jangsan was not here for the first part of the class."

We devise the following resolution principle to solve this kind of

ambiguity will be resolved in the parsing stage.

2. Ambiguities resulting from improper word-breaks involving lexical items.

(18)

}I\;E R]

should BAowe I DE money return
"(You) shoud return the money you owe me.

3

WOE R RW S EH R TE
I ASP

[y
1"

r— B B

want unify distribute these letter
"distribute these letters at the same time"
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W07 gHE #H T
order ASP many weekly magazine
"ordered many weekly magazines"

73% of the ambiguities in our test results belong to this type. We also found out that if an
ambiguous word break occurs between a lexical word and a DM, the lexical word has the
priority, as exemplified in (18). Therefore, we have the following resolution principle:

Resolution Principle 2: If ambiguous word breaks occur between the words in the
lexicon and the DMs, the words in the lexicon should have higher priority to get the
shared characters.

3. Ambiguities resulting from improper word breaks involving proper names.

19 a B B ORE T BEAXA H v # K
same-time cause ASP miyahonto death DE know
"At the same time Miyahon was forced to realize the meaning of death."”

b. ¥—a2k EHRATHZX
the-first-precint extremely busy
"The first precint was extremely busy."

The number of proper names is unlimited and therefore can not be exhaustively listed in the
lexicon. Thus we are not able to apply resolution principle 2 if the ambiguous word breaks
appear between proper names and DMs. So far, we do not have any good solution
principles to solve this problem. Fortunately, only 6.33% of ambiguities are of this type.

As was mentioned in the previous paragraph, most of the ambiguities can be
disambiguated by word segmentation. This does in fact happen after word segmentation is
tried. For instance, in example (18) JE 3% “should", &t — "unify", 4 & "distribute", 1
|| "magazine" are words in lexicon, and thus get the priority in becoming units. Since the
characters ¥% "should", — "one", 4" "distribute", 3 "week" are part of words, no
overgenerated DMs in these sentences exist any longer. However, to those
overgenerations resulting from lexical ambiguity, the ambiguous word segmentations will
still be kept. The following is our new test result derived from combining DM parsing and
word break procedure. The recognition rate is (Naci-Nmis)/Nact=99.17%, and the
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ambiguity rate is Nymt/Naet=12.71%. By ambiguities (Namp) we mean those caused by
ambiguous word segmentations and those resulting from proper names.

Article# Nacl: Namb Nmis
1 16 1 0
2 71 0 2
3 22 3 0
4 12 2 0
5 13 1 0
6 4 2 0
7 22 3 0
8 20 1 0
9 20 1 0
10 9 1 0
11 22 3 0
12 22 2 1
13 28 14 0
14 26 5 0
15 36 6 0
16 19 1 0
Total 362 46 3

Another type of ambiguity which we do not consider as overgeneration is that some
DMs are intrinsically ambiguous with multiple structures, as in (20), or multiple functions
as in (21).

e E T = X & #% F* % 7
this down three day also do not finish ASP
"Even in three days, we can not finish it."

1) T = X
2) T = X

Cha f H & # ¥ — &

almost like dream the same
"just like a dream”

b. # A F — 15

she use hand one point
"She pointed with her finger."

it [
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c. A m B ETEH LK
not know should bring child go where play
"(I) don't khow where to take the children to play."

For such cases, the ambiguity remains to be resolved by parsing.

Applications and Concluding Remarks

We pointed out at the beginning of this paper that the combinations of DMs are
infinite, and thus can not be exhaustively listed in the dictionary. Moreover, they occur
quite frequently in the text. In order to solve this unavoidable problem in parsing, we build
a DM parser to be a supplement of the lexicon.

The motivation for us to build this DM parser is to support the word segmentation
module of the project developed in the Institute of Information Science, Academia Sinica,
whose final goal is to establish a knowledge representation model of Mandarin Chinese.
However, the word segmentation module depends heavily on a dictionary, which does not
hold a complete list of DMs. With this parser, all those previously unrecognized DMs can
be recognized.

Another application of our DM parser involves improving the efficien'(':y of the
phonetic input of the Mandarin Chinese. The most common idea to improve the efficiency
of the phonetic input method is to utilize a lexicon with a phonetic code of every Chinese
word as a key index because the more syllables a word has, the fewer homophones it
possesses. With this parser, we can recognize the DMs by their phonetic spelling and
greatly reduce the homophonic ambiguity.

In this paper, a DM parser together with some test results are presented. After
scrutinizing a large amount of linguistic data, we form some grammar rules to combine
determinatives and measures whenever they appear, and a parser to implement these rules.
By doing so, all unlisted DMs are recognized. As for the test result, the recognition rate is

quite satisfactory, although many pseudo DMs are overgenerated. Nonetheless, these
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overgenerated "DMs" are disambiguated by incorperating word segmentation and the DM
recognition processes in parallel.

However, at this moment, no semantic features have been taken into consideration.
They are not only important to the interpretation of DMs, but also useful for the reduction
of ambiguous readings. This is because if co-occurrence restrictions between
determinatives and measures can be found, many pseudo DMs will no longer appear. But
these restrictions largely depend on the semantic compatibility existing between
determinatives and measures. We hope in the near future that these semantic features may
be added to our rules to reduce overgenerations, and thus reduce ambiguous readings.

After undergoing large amounts of testing, the rules and sets are proved to be quite
complete. The next step is to revise the DM parser program to a finite-automata version
instead of an interpreter version in order to improve the performance and reduce the
program size. By doing so, the DM parser can be more easily embedded into the whole
parsing project. ’
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NO

ON
DESC
PNM

Ndabe

Ndaac
Ndaad
Ndabb

Ndabdl

Ndabf
TPNM
WO

Q0

DO

PQ

DD

0S

DS

Appendix 1

_‘l_.lﬁil_llm ﬁr/\:’b:/\j’b‘l"ﬁ‘ﬁfﬁ ’
ok E T

{F, 2/ A" T/IX}:

{K )i

(.8, E W T BN B E,
EROEREREEE LT T R RN,
R S Ty T K 3

B R, OB, S B, B B, 4 RE REF, BB, B R, ORE, X B )
{6# ¥ ERE B, etc.};

{RE , FERERK, B, Am, etc.};
{(FR . FE . ZR.EE KX . KE. LXK X
(Ef— EN— BEW=, 20N, ENF,
%?gl%i:%ﬁ%'ﬁ}ffﬁfﬁﬂ—_’ﬁgﬁmﬂﬁ
{tA.+v8, Ta . FR, ER, FER, etc.};
{¥, 2 ,F ., %,1E);

{—/ 2 W B, —P, —E);
{20, 5F &%)
{Z2.&F2,.B% 32, 5%, 2F . 28,8, KZ8);
(¥, 5T, B}

& BB, 0y;

{E, T 80, %30, KK, B, FEE L

N = S R A R IS PR R
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INL
IN2
DN
FN1
FN2
ONP
NOP1
NOP2
NOP4
NOP3
NOP5
NOP6
NOP
WQP
WQP
Q0P
QOP
DQP1
DQP2
DQP3
DQP4
DQP5

DQP

Appendix 11

NO*;

NO* {£ , &%, 2K} ({E.f&,Jk}));
(IN1) {&} IN1;

(IN1 {X}) INl {4522} {INl, DN} ({5&,85})
(IN1 {X}) IN1 {4 2Z} {IN1l, DN};
ON (LM);

IN1 (DESC) ({¥1}) (LM);

DESC ({¥1}) LM ;

IN1 (M) PNM ({fV});

INL {5, ILF} NEga ({f)});

M (PNM) ({fJ});

{IN2,DN,FN2} ( LM );
{FN1,NOP1,NOP3,NOP4,NOP5,NOP6} ;
WQ (LM); | |

WQ (NEf ({fV1}));

QQ (NOP5);

00 {7} ;

{4F #} ({NOP1,NOP2,NOP3,NOP5}) ;

{DQ1l, DQ2} (LM);

({M});:

{% %, &7 ) (DQ3) {NOP1l, NOP3, NOP4, NOP6} ;

DQ3 {NOP1l, NOP3, NOP4, NOP6} ;
{DQ1, DQ2} {fy} ;

{DQP1,DQP2,DQP3,DQP4,DQP5} ;
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PQP1
PQP2
PQOP

XQP

CNP

DSP1
DSP2
DSP

Oospr1
0Sp2
OSP3
OspP3
DDP1
DDP?2
OHSP
OHSP
OSsP

HOSP
HOSP
STDM
STDM
TDM1
TDM1
TDM?2

TDM?2

{BX} ({NOP1,NOP2,NOP3,NOP5}) ;

PQ (NOP5);

{PQP1, PQP2} ;

{wWQP,0QQP,DQP,PQP} ;

INl {#} {IN1,ON} {HE} ;

DS (LM) ;

{&} ({NOP, PQP}) ;

{DSP1, DSP2} ;

{% )} NOP1;

{fF,% } {XQP,NOP,DSP2} ;

0S {PQP,NOP1,NOP3,NOP6} ;

{8, %) DESC {¥}) 1M ; |

DD ({ WQP, DQP, PQP, NOP, NOP2 });

{lIk} ({OSP1l, NOP});

({EE, Efh, HE)r ({M))) {f£{0} ({NOP1l, DSP});
({Ee, K, Her)y ({(H)1)) {(EM)Y ({B));
{0OSP1,0SP2,0S5P3} ;

({fEff 1) {H©, Hf, HE) ({xQp,DDP1,0SP,NOP,ONP});
({(fEf N {HE, HM, Hex)y ({}));

IN1 {43} (IN1 {%¥} (IN1));

INl {#} (IN1);

IN1 {B¥,2L,/NBE) (STDM) (TPNM);

INL {B§,B5,/NBFY IN1 {%]} (TPNM);
({Ndaac,Ndaad) }{jC }H{F } ({JTL Y{ A Y (IN1 ({H,%1})));
({Ndaac,Ndaad) }IN1 {F }({;mH{ A Y(IN1 ({H,%})));
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TDM2
TDM2
TDM3
TDM3
TDM3
TDM3
TDM4
TDM4
- TDM5
TDM6
TDM7
TDM8
TDM9O
TDM10
- LLP

ADP

TMP

DM

->

->

->

->

->

->

->

({Ndaac,Ndaad}) {7 {4 }(INL {F }(INL ({H.%})));
({Ndaac,Ndaad})IN1 {£ }(IN1 {HA}(INl ({H,5%})));
({Ndaac,Ndaad}){JC H4E HT HA B }:
({Ndaac,Ndaad})INl {F L HAMB};

({Ndaac,Ndaad }){JC M IINI{AH};
({Ndaac,Ndaad})INl {4E }IN1I{H 145 };

INL {H}(IN1 ({H,%})); |

(T, E, E, T, 8, AHAINL ({H, %))

INL {H, %}
{TDM2,TDM4,TDM5}({Ndabb,Ndabdl,Ndabf})(Ndabe)(TDMl);
Ndabdl (Ndabe) TDM1 ; '

Ndabdl (Ndabe) (TDM1) ;

Ndabe TDM1 ;

{#, £, T, &} ({{@})) TDMB ;

INL {E} (IN1 {53} (IN1 {#}));

(IN1 {Ex})(IN1 {#})(IN1 {F})INI({Z} INI)
{3y (INL {$}) ;

(MK, FEK) ({FT})) {INL,DN} {E} ;

{FN1,ONP,NOP1,NOP2,NOP3,NOP4,NOP6,XQP,CNP,DSP,O0SP,
OHSP,DDP1,DDP2,HOSP,STDM, TDM1, TDM2, TDM3, TDM4 , TDM5,
TDM6 , TDM7 , TDM9, TDM10,LLP,ADP, TMP} ;
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BRHlIZCim B MR R LR P BT 75 0%

Bk 1% B¥ g RIS
B AEAREMAR

"R

AR S AR AREER YR A RETE L e RIE o F A
AR AR R B BAFE L AR B A R RR &
CELELEEY S EL UL E R Y SRS T

—. JT#8
X FHERT BRNEF O LEGEERBELENR I AE ©
FARPXFPRHBLHA  LAGEANRIEMRG]c BRHEGEE
B LBARFAEEELEL o PXEFANAY T ERATHILAK
BITRAEAGWELTR BEAELRRSFTRYEFAERL o
BFETERAHFARNB BARFE T FREBREARInEE
cfE B AT XA ERALAAEANEAR HITRZARKEEFRA
o Hlimigdtib kg aygrapes AP X R EARMEEF "HH, cBFR=
BFEF S FELA - ERBEFET RAZALEFAR T~ £ 4
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FE-BA BATURB=ZHALG HRA—HASLL5HEY  F1E 4
HMBANG T O F EIRA > W3 R FEIRA 6 BAZ I G o
BAAXEAELIEEMY T XARETREAGT HARALHE

FXMAGTATRI SR - mBRESNFXTCHAAAR v S

FHHAE -ZBIHE - XERHLE - THBE - HERIHBARTIH

NiEFEF > BT EA R BFFE 53T B) ik o
BARFARAERRABAEEAE T —HKGy R EEAEF XTI ETA

EEER  FRSBTOERY - ERAFQUNEH  BRATARES 4

HEAMRRRFARES] TPy E o
AR BRGU F TR » Tek-5~ B AT F A A & 585 64 % A X lir 3 %

[1,2] » VA B A P 53t 3 K4 B 40 B 27 /B 3R 04 463 X F 99 7% (3,9] ©
FR AR EBRANRBTAL IIRAAAREFRERERALT

ROWEELEZIRBEEGRL *ﬁﬁﬂsﬁ?ﬂ&% QIR B F & RE

BFEREERBEN NG BARXREAR L AR ETTRGEAL

RoBRIAMEBRAMNARFIAERBBEF > ARBETERYFAEFTE

EARRBEH LT E > THREBEF KT o BNEANRE TEk3FE

oy WA GREERAELEREREAK o QREFRAR T5AME

Al RBAFEFNAEL > Rt RBH T oG4k o
AEG G A AN ERAREAH YR E - RBAETHHRET T

u&kﬁw%ﬁﬁ’@wﬁﬁﬁﬁﬁk RBALBAMARIHFRERE

89 F2 ik [3] > A Sproat-Shih 8§ 3t X BT iE (9 B R & o 31 & &5 EM R4

KXo A A E ﬁﬁﬁ#mw#%& > Ak Yy o AR kT ) B AR B AR AR AR 84 1
COMERNFTHEEENN KT EHRRE - REERARER SR

FORREEH TR _EEFREERAYKRE > EAA-BETAHKE

X B BT F) 4RI o # 3k K Sproa-Shih & A A A T HEGF R £ &
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FEAGRBEFB _EEFYUEHBREARITFOHXR - BHLR THASR
Bl ARG A EAE AERERTHEA LW RE-F—FTH BE
THENFABR M ERAERANEL RERBR - "R AZE—BRXY
Gtk  LHANELARERFRARBELI BB _ERFHER o

HRGBELAMRETESHG o 120ARATXF B &7 F (free
morpheme) & M % %] & (bound morpheme) $§H K fILET 3] F 8% o 3 B A B 5
FEHG -~ ETRAREEREARNFAFAYTRER c RKEBEH
HPSG &9 #] #7 & (Head-driven Phrase Structure Grammar parser) * & R 7& Bf 39 & #|
P &) F 8 ik B AR W S AR o

BAR[3,9,120 M ARIED 05N A LBTHFEAE > AP ARBE S ALRYE
BEGRM > BRAGAT AR LR —BRH o 39 B MARBRER
RABB_BEEFHEH o BT EHRERMRHMFNGRE » RdmEHER
RACHEEZOREE B PG F ERRBRTFI L SR EAH
A HAEZMRAKFEAYRILAMEREGBRBEIRTMEHE e o BX
)R TT —EASFALTHEFA T AL 24E A XEBE FIB&RHE o
RAEPXXsEBRBETRELNHS AL AR 244 BRALKHA
ETREAT ARG o

AXHMREGEFARGRIZTEABRBELSFBRE o A AJH LM R
X RBROERBE T ARMFANEERLE R BAEBOREE o KM
A& A& B 75 & B B PR 4] X 7% 2 F) A& (Constraint Satisfaction Problem), & ¥A 39 38 =
4 R E B & R E] (Dynamic Programming) 4 & £ 1t k & (Staristical
Optimization) © ik ¥ TEE M > A RELFERE] o AR > KM —
TR R ER > AAFRG IR

AT S = KA ol 739 do 47 8% 3 K CSP &Y B B X3 390
GBHAYREMBERX - F =RV AAEE ERETRBEBERER o
FO~AHSRNAEAHTHRBRES
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B RICBE

(i) BT 55 B ) RE

CSP (Constraint Satisfaction Problem) & —f A R AR R #| X B R G FH & o
AR @ 7% $% 3% P B VA R 3k A2 I & (scheduling problem) &R 7T ¥A #] F] CSP
MFEERBR7 - AL —BRFIXE  CPHBENRERBRBRIMA
&l Xoyg— B HaF o

—fEB=ACSPHA  ERFHARG A HEEHK .

8 2 08 8 HX,X0,...X, ? AR — 8 =TT A% 6 A X

K, : X.X)€EK,;

o8 8 B — A (x)x0,.0x,) B RATA B RHE KK, ©
B 3 T RE T vA B CSPAR g e ©
BREFAGMAZ G EEFAAARNE T

$=(C1,Cy,...Cy)

ACRC HAAMEFHHRBEX o BTF 8 B R AME—EX &
kTHE K TR M o W B AR 8RR BT R M Ra AT 2 B 6y
EFo LSRR AT o
BETHAGFTE KMERALEXAKRERATBR ARG M > ERAFR R

kMG T & TR o
| C; 1 Cp 1C3 1 oo | Cy |

Xo X1 X2 X3 Xp1 X

AT KEOHMMX > FRE—-FHA

HSPWE—FRBEFW,;=C,Chp,.n. O W RW;HAETE T X
#o AMRTIIRNREZ !

@Q).i=j
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ERFCR—BEFH o X BXAETAEA N o HEMF KX (2> ME
Kiie
(ii).i<j |

AW R T(C, Cpypy o C)R— S FH 0 BIX X, .. X 89— BT
BEMN == ..,

F MR

n=) € Kiy;

(==) € K

==) € Ki+1,i+2

-------

BLERA—BHFIH RAXRTAE—REGIE—BEFLEY
MEANEEFRATE —AF R - WwRERE BT EAMEINGAR
TEHREMBETHHNA
C G G C G G G C G G Cypy
lde |4 18 1 I 17 11 HE1 T2
Xo X1 X3 X3 X4 X5 Xg X7 Xg X9 Xjo Xy
OFPRAMHA AR Al T (TEHOLALRAER  EF
"HOREFRET)

C, =% (~N e Koo
C, =t MMEK,
Cy = 8 CC=t9% (rnNEK,; *)eK,; (=NeKsy4
C; = % CCs=%RT ("NEK;, (M9EK;y NEK;
Cs = § CCe=F#fr ("NEK s (r)EK,s (=MNeEKs,
Cs = 1T CC=#7% rMEKsy (MEKss =MNEK,
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C7 = gj C7C8=§74’F (A:A)e K6,7 (A’=)€ K6,7 (=3A)E K7,8
Cg = % ("MNEK; 4
Co= T ANEK,,

C10= f} C10C11=5}*ﬁ- (As/\)e K9,10 (A’z)e K9,10 (=’A)€ KlO,ll

ETRAERAMGIATE R L& —BEAMRZRMK T - &
R RRETE o FiBS T REFWAL » ROV H 0040 5 &
o BB T R KT

Ko,l = {("M )

K1,2 = {(*M}

K2,3 = {("N) (M)}
Kss = {(0) &8 (9}
Kis = (M) (=8 (A=) )
Ksg = {(8M) (=8 (2=) }
Ks; = {(8) =) (M=) )
K7,8 = {("N) =M}
K3,9 = {(*M}

Koo = {(®N) (79)}

Ko = (=M}

RSB T A AR > CSPPRYRMK » TRTAL N K48 LI & FR 4
T MAFTEHERKLYER o 8 # F & ™ 4 Arc Consistency
algorithm » fj #%AC[7,8] ©

VAL &g TR > BBACHALIR IS4 > TIA €3 :

Ky 10=1{(""}
BRAEAEBK & MelX,= - BrKy  THONTEE KLY
BERFHR MBECHERETEHERBLYER o
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XREF —UCSPHIATRELER » ZHBEABEL  RUAMLEREL
ey EHR—BHRER AR TRARLRHA P - REBLE &/
X 78 & B # (backerack) © B %) ] MR % R — SLCSPE > T AR &ML & 7 8y
B ABRERYES > ARELTAFTEGH AR BELEE 24 H
BATRFHMAGEEBERERKRS AL AFNERAREFT L ¥R
HETRGER o

(i) LU R B R E B &)

SMAN 6 TS=(C|Cy...,C,) » MIBCSPRIHK oy — B EF 35 & R & (W, W,
LW e R E—awiERRAFRTERYF - TR E—BFARGERBR
EOoHERABIMRE > BAETEE T RMEQGIERIE c B4 FSo KT ¥
FERE

argmaxP(W,W,, ..., W IC,C,, ...,C))

== argmaxP(W,) *P(W) *... *P(W)

= argmax[1,  P(W)
EFpW)REXEEZEHLKIWFARB L HAME

ABIMERKXRAAGFANA TEREIHAB HELEAEHE
AEEFE LS FE ATHELIRER LG ELE
Q&k#FEEALLE ,
BIBERARSRFARAMKT BAFARGHEAREKX 53]\ 3
1> TARABB Y HBABRERFYE - EFREFLEREGA L
# o
b)F E 6y B d R RS
% F (morpheme) BT LR DM A E AN EL c TAEFE AN £
HMERFE LAFPE A RFRAYFA R HUHETE o
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MEFAFFEERBER > AW HRAMRE L RMTA0 0 & B LK
FE BT P B RAGTHE ©

(c) ¥ Sproat-Shih & 3t 5\ 7 3] 44 1 8
Sproat-Shih A 48 A5 T 4 h R B M B W FRHE - RERAABA KA
GERANFRERARE o 2R Sproa ERFRFRE AN R AT L
H % (greedy method) » A8 ##4 sk > W L M E R KX A FRAER R4
16 s A B A X 4] WG RE o

R EZ
REPBIMBERIXGAHARAFARE AR B UE FI B A #RR
ik B MERIXANFELARFLEL  AMGARFRAGKE
HomRABIMERBHEN AR LATH KRB RRF
Bl RAEERLYER o

(i) L BN B R WA R |
FBMEFI R ERILRBCSD FHRM BB R TR A -2 8k
T o HRMAKHWES > TAHUZEHRKEYWARRSF  cHAEEF—MER
BOERMRARAEHEREAN > A AR T RRERBRKRGH > LM
HEFHFSERAGRAINERRXEF | F B &N &R BA (muldistage
decision process) & & 1% 1t /& B (principle of optimality) ©

HAERASGERAINE ARTABEPITHERG T REZH/HIHK
B F4% o FsbAR LA DeRose iR X FEFA LM RG] AR TARAA K
SOMERBER A 0 R P BT o
= . BERHIALER AR

(1) BB B
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318 £ 4 B AT R & IBM/ATH 18 A B A% £ 4 B TURBO PROLOG # /& #
o #| Al TURBO PROLOG #j external databaseH 8t » A AR AE L — BN 18
FAE c FRWBAARRAFIXRFLHFN(F AT XFAG ERREK]
4o FRGRB > A G[FAFXFGHRRER[E T #HLI[10] 66 B R
o At iE s IR ERANFRSE 0 ALK ERAFKc027418 o SHEE Y
FRIOKRBFEGREES  Flknk— o

AAEFXREEWFTAFTXHAGHERRK] ERBREEZH > &3t H
—BEEFAET BAHAERGUWEF > T HSFARLBREE o 3k
—EHEFHABFAEORE -2 EFHE EEH 208@FE £
FEFTRAYOEBFARAR c KMBEREEFNGRRARM 12 H
BT EHE099 e SHBENFAR  RKBIARNBERFEE fl ki =

RGWRRAEH MBRRE —EEREMNE R~ DE -~ BXFH30
EHEEAR BNAKANFA TG CEMNKTHERATRAHING11E
X F 0 4306918 % F B o ARBHHSURBEAAIE# > FREKRS
o BEBER o

HAFRERAABRRFTELYTRE s EERA AR E X LT A
B © % (Recall) & %5 #E % (Precision) B BT AW A EZE R KR o W RS R &
EAMBASEREM ALBFGEREP MBETFIMA LU — 8
HGEPAM > Bl B & E_POM/p 5 Myak &=-POMp o

AV BOEERBAEF L EHEERAS IR ETUARTAKLEAL S
Ro RHBFHTER95.97% BT+ 3 & £ (EAEYFR/ ARG AFR) o
EEANTAHBELAKRALANER A5 VLB REHEY o AHTREE
91.83% By M A R EEWF R/ AR W AFAR) c FEHERAREFAINELE
fi> RHETFHTRAED389% N EEE c FWMAIRERFI RIw=c 2wt
BEBOEHBREBUE—F 54
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B #Sproar-Shih# A A R F R ik —FHAMFAME E T AR ESR
P AMF G —FHEANER c EATRFAG TR T B —F3
1131218 > R &R HE T 851054218 > B E £93.19% © d £ H B U384
M P s XA A —F3 1075518 0 AT BT 4845 89 3 H 1054218 > H Ak
& 598.02% © MR X A ¥k B o

ARG FENRE BATEHRLYGTAS A D RC7AFHRMX c B %
A TRUBO PROLOGR# B oy A R > Bk R EH B2 Z AR
BT FAHETRERELRE

)R

ATFTHRMBABZERF  HE - BEFHERYF T oG EHFER
ZRBERNEF c GRAERTNER BEVGHRBEESLTE

)@z HA E B B REA (-2)
QKB AE T M AR A& (-14)
G BB A A ER ORE G-10)
(4) B Kk BB RE N A | (j-10)
(5) Hii B AE EBE XH K BE (1-4)
© M BB AN && KX (a-1)
7) # W B WM B E (-14)
®) TR A EIf W K W E (1-4)
O B & W FX K B 8 AH (g-1)
(10)fR B! /e s fE AL BR REBED K % (-2)
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- BEEKEZTH K

2= RERAESH K

L 3.3 Lt G B S AR S fa
1 8097 0.99 2018
2 39054 1 16791
3 8046 2 5929
4 4723 3 3078
5 263 4 1949
6 71 5 1365
7 12 6 970
8 8 7 770
9 1 8 642
o it 60275 9 497
10 3%
11 ~5 | 3909
50 ~ 54438 | 1967
A=z HMERLER
BRss| s A ATHimis BRI as CRE RATH MUY DA T H3 w £ o A FEus
a-1 4314 2741 2867 2643 243 9.42% | 92.19% | 94.37%
b-1 5122 3201 3464 3137 346 95.32% | 90.56% | 93.24%
e-1 3178 2332 2463 243 206 9.18% | 91.07% | 93.52%
g1 4457 3201 3305 3104 205 96.97% | 93.92% | 95.40%
j-10 3361 237 2372 2140 236 95.66% | 90.22% | 92.98%
14 ¥R 2734 2800 2666 146 97.51% | 95.21% | 96.29%
12 3588 132 2554 295 284 94.37% | 89.86% | 92.08%
| 1-3 3950 2720 2937 2517 412 9.54% | 85.70% | 89.57%
1-4 4709 3333 3466 209 260 96.28% | 92.50% | 94.48%
1-8 3582 2546 2628 2469 160 9.98% | 93.95% [ 95.28%
p-1 2876 2104 2155 2053 126 97.58% | 95.27% | 95.62%
o3 | 43000 29671 31011 28476 2633 95.97% | 91.83% | 93.80%
Bex -D/B
HHEE-D/C
FEHE -1-E/A
# @ HFafReE RRARA-F5
SR AR H#ARKRFY S 646K R E ﬁiﬁﬂ%}l‘tﬂﬂwﬂ 3
HEGR | —RHEH #AN L% ¥R W E A ZX T L | fivlpiy | o3 | [ d k| w R
a-1 21 51 0 18 8 98 | 2043 | 2741 [o06.42%
b-1 17 54 0 59 24 154 | 3137 | 301 [95.32%
e-1 47 2% 0 0 16 80 | 243 | 232 [96.18%
g-1 2 2 14 25 14 97 | 3104 | 3201 |o6.97
j-10 29 14 0 21 B 97 | 2140 | 237 |os.66%
j-14 25 17 1 10 15 68 | 2666 | 2734 [97.51%
1-2 5 8 1 %8 25 137 | 205 | 2432 Jos.3m
1-3 8 18 7 151 19 203 | 2517 | 2720 [92.54%
1-4 8 % 3 64 23 124 | 3200 | 3333 [96.28%
1-8 18 17 0 23 19 77 | 2460 | 2586 [96.98%
p-1 1 20 3 3 13 51 2053 | 2104 [97.58%
o 3t 212 273 29 47 209 1195 | 28476 | 29671 [95.97%
ot | 0.71% 0.92% 0.10% 1.59% 0.70% 4.03% | 95.97% | 100.00% 95.97%
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&5 FHRKUEH

(i) 8 & % (ii) ¥ * &

B R & AT (KM E TR E @ ¥ R & | MBM S| KA THI R a4 ¥
a-1 1284 48 96.26% a1 1268 R 97.48%
b-1 1509 102 93.24% b-1 1432 25 98.25%
el 6% 41 94.11% e-1 678 pX] %.61%
g1 1054 64 93.93% g1 1004 14 98.61%
j-10 993 63 93.66% j-10 945 15 98.41% | |
i-14 1023 - 45 95.60% Ji-14 988 10 98.99%
1-2 989 %3 90.60% 1-2 »21 25 97.29%
1-3 1012 169 83.30% 1-3 865 2 97.46%
1-4 1163 & 93.12% 1-4 1106 pX] 97.92%
1-8 915 35 %.17% 1-8 890 10 98.88%
p-1 674 0 95.55% p-1 6e3 14 97.87%

4 11312 770 93.1% &3t 10755 213 98.02%

WFESGRYRETE>ARR F—HARABAAF R R EEG
K FHRBFARK e F_RAGARERIGRI > RERBEY G TE
FREBFEHER c B— P S HHARBANRBEHEHAWT !

1. AR EEIAEER
SRR AR XA B L2090k > HELMERFARKYI7% ©
MBE#EnEBEFERAENFAW=-CC,.C)°L T aELFERMA
I W,=(C,....C), W2=(C,, >....C_) © |
%2R PW)>P(W)*P(W,)» RAEETRAREW > AFFREF W, IW, 0
BARARXEOUEH RARLEEFAGRN TR LI A HOEH
ToolFHIsho Hlde ! Hlaa,2-e0
RAFHBETERFAIACLSELAF  BREALEZTRAERE
Ao mBERFAPHHIVEF X EFHS T ELEHR £
~BREFHACFIRLBEEHEEW
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ETEREGVATRAE  TREFNLEZHRT EEHFALL
HAHANZREAEAEH - B R TRAEERFAERRGY KA B
A EHTRAT BT o |

(i) R Z 3 R P(W)<P(W)*P(W,) * RSB ARFHEFAWIW, RIEEK
FWo ERHEEH T AEFECHFARKK LR EHREH o
#lde . B 6] (3,4) °

EEBHASWUAR FAXTHEFERAANAE LTS
o FHMMWFRAMIETRS - LEF ALY

ABI GG TR EF > BHREYERLR"FT+F" o |y R
ARR S E R B — B 0

BRUIGOHER  RAZBELZRRFRRGASAFHEZR
B THMRERMB  FRATARBRAERFRARS 4 FHH
BroRSGRTARMATEIR - MALERGRARKBREEAREY
BERE S DBRAZREGEFA > AR AKX THETHEER o

@B EmBEEF N — B EFW=(C,C,...C) * W, BW, R W &4 8 — 3]
%5 B W,=(C,p..C)* W,=(C,p..C) © T RW F 4, &4 5% — fa 9
£ * W,=(C,,...,C) * W,=(C,,}>....C,) > T ELP(W,)*P(W,)>P(W)*P(W,) *> & &
T HARFWIW, > fIEW,IW, o 8w iE A 8 BT 3 & R & W,IW, 38 5
A 43R o
ALEREEARMAELNER KEGBAB—H oWt a0 B
AEEFEB BAHBEBRANERERR G ARG EGgK R
BRERNFARZTEAFARBAE AR AL EXRIZHALY o
AB ] S) B b IHIREI" A ERGERG B HRAIE LR EHT
BREASB L HARAEFH —BEFLERYBERFTX > Thin
AFRGREHABRERMBE T c FAR —&FLF] I "dH" £ Va
(8RR &) » "RAEANd: [BFRF)] > "R £vh: [FKE
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RESHEHF)] > " RPe: [WHREFTERIZLBEGEM B LY
ZEM]c BR A G F LB RAME H 7> P(VaNd) <
P(PelVh) * A THFME AR HEAAG FF > AR TRERBEH

oy W % o

2. [ Rk W R e WS R

ShEUSESRAE R S B A 986k > #9452 dnshiRe3% > B AL AR ¥

Boo M BESRYFAR THBAB=ZKRH  HEAF BF - HEAEL

BEL AT SR % o

() M6+
HERBASNER BTESARAERAFA R BHEA
RAMER ERFRAF (2 RENNHZR > HEFAR G HE
EAEMRAFELSTANEA c ZLT AR AEL AR AGHS
#F A B & A ¥ (pure compound) °c ER M EFA T LS H M EH
R B AHRRAEHFE B RN K — & H4ES F (general
compound) * & Rldm R & & T 4£ — 18 & W F 3 & > L4 B 4539 (pure

word o FERAERT AN ARE HEFZRAGRTEAZLZE R

St A AL LB B — R SHE T o P SFE AT o
MEFANFRAARLAFAZTRA > FTRERA TARY R — &
BAEHBYER > ETHEARBOCSAHEF TN —RMRE o 4]
GO ER"RALT  AE "X "R AEAORFARGAL R
M| E Q) B E AL F BE"E REMHEFAFTHA
% o 4
HEOF e RRFSCEEAFARARBNFARIRGHERF
Q2R B A —RAMEF 0 273ERBARMEF o (FHREL TS
HE-EARGZEINTEFAETRG - E—ERAEF  REARF R
SHEBFEYRAE RFBBEMEFAETHTR o)
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BEAETBRTY22BHER > E2RARXETHY071% > TH 5B
- ERT A AEAMBYRANRYBHE
FBENERAEEBRSERBERA .

1| MEFNEREARLERBENFA TS BE NI RET 0o
2PEHERBAMEEZIARALCE IS A —EREFAERGHELE £
TERARE S8R o
BRAMEFAIREELRFARITSEY  AMHA Lot EF £
FFPHAERGHBA—EHE  FALFERRYFATS K o
FFEm o BAEREAMEFAFTAETNEFEIRS B REFTIH
LENFEA ORI AE T ERREEAGFAETAENSH
KEZEABEHMEFEZ A —EMEo

(i) & A 3

FERBFAEAARGEE A MRFARARE HERFAR
XA FEFEERLEBFIARTHRERR - H g0 Ak
FE4hik o B ERMIE A WHRA 29 o

(ii) .8 ~ALRFL

RHELAIBFAAALE REFARFAARNFE > BNAFTA XY
FETARBHHR - HHUOERBEER - 2EEANEAS%AL
ERABARR WAL REEELFSNETH > R BEF o35
AR E BEEHFARFAEETORERERL TR
S RFEFTLER > XA 4728 > 45 2R X T H81.59% o
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LAFEMEF RO ENRE  HERAFENETERM > A BEW M
EAERE o FR LR THARRMIAMENFERSN » H—RHHFER
FTHRESKAAFART c LAESHBRALBH  BARSELE -
~ M BETRARPEOARKEAFTEN c ERRE—ERR &
REFXFARGEARALFEFTERE - ARHARCEBRA > bR AR
FHRARSH BEREFHEBF ARG o ()Y REAFHER
BEEME > RAMALFYG A AL ARAFMN

QBB ALMANFAR  RUCOEMAAR BREAHSHHBRAB A
WETF R BT Rk R o Bl RBEE TR HARL » ZABLEA
HEHFAT kR BEAREALSH > RRERFATER o LFHEER
HEFER > TRAASFFAEFRLAFNEPHALFA L > @&
AR c BHALLBENEAT  YXFARELERNGZETAALR
AR RA o Bk RAEWHEZXE AEAMEGRA > XM
AR BB XA HRE S RFE Mok o

BV XFSHE P WALRREFIA LT EXRAFRYKAKEE
2P BAKSITERTYRL > LRBEE LK 6 5L AT S EH
RoBHMEBRTHIOZNTHAN HEZEFR2 N A XHEERRE
W o A BEREN F o

ABFRGHBESFANRBE RAA — WL o Hlim" B F £ &
"BRIFEDABRARKBOFEANEFA ST EARLIRYREAR
BB TREALTRGEE  SHEREASGANERY THALAY
FAER AR H - BAFTAFTEAR—ARAECYFALH EEER
FRBOHJ WRARATERZAURBIMEHAAT  RBAGTHELAR
FEF O LRBRARXEFTERBE T ARBEMERET LR o

il ot
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BWIMERAET XM A LT RTUEAR TRAREIEBERL LA
G RE—BHEXEYTEFAKHBEREST % o

MEFTETARFNDETREAGAER S SHORAR  Hib g T8y
k@ BEAHATRNMR  EREAREN T HBHAEE > I 7
SRR TR ARk B B LRI — 5 AR R > R ¥ Byl o

ARKRMEMEDREBRX ¥ U GTFRAELFANRE > LAAA
M AR T 8 & R Bh 5 3 A A A 4G H1 B o

= &)

AXH %1352 B A €8> 3 F % INSC80-0408-E011-07 » 3 s B 3t o
EBRYTHAERANTHFAETH RO AR TEANEA BT BB IEZIRTE
FHE o BHRLBRYTHRAERE N ARTHN T AR L L A
FE o FXKETHEFRNMATRMNAMSE LY F S ER > BERRE
NNAFEEHENES ARER¥ S EHE - -RAFEAEHHEALR
BALARIE s £ —Hf P&t o

Z2EZEH

M X FPXEFAYHE ALTHAX BLEF L EHETEBE
%% » 1983.

[21BRFfE ~ BRIEE ~ ARBER > P XEGIH O E-BFRBA > RS
TR-86-004 * ¥ R I > 1986.
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[3] C.K.Fan and W.H.Tsai, 1987, "Automatic word identification in Chinese sentences
by the relaxation technique," Proc. of National Computer Symposium, 1987,
pp.423-431.

A ERF > FAFT XFYBRRE > S E BB 1975,

[S]A 4E » b B 369 Uik > F X K& A » 1982

[6] DeRose, S.J., Grammatical Category Disambiguation by Statistical Optimization,
Computational Linguistics 14, 1988, pp.31-39.

[7]1 Dechter, R. and ]. Pearl, Network-Based Heuristics for Constraint-Satisfaction
Problems, J. of Artificial Intelligence 34, 1988, pp.1-38.

[8] Mackworth, A.K. and E.C. Freuder, The Complexity of Some Polynomial Network
Consistency Algorithms for Constraint Satisfaction ~ Problem, ]. of Artificial
Intelligence 25, 1985, pp.65-73.

[9] Richard Sproat and Chilin Shih, A Statistical Method for Finding Word Boundaries
in Chinese Text, Coumputer Processing of Chinese & Oriental Languages, Vol. 4,
March 1990. . :

[I0] = R EFEMARIRE T T RARMN > ¥ X BT FH b & 33 F 4 > 1990.

M FRAREFEF I X BRI A BEGARS T HHRE
T0002 » 1989.

(RRARF - BRBTHHRSAFPETHH 765 2B ARETRBX

% 19875 415-422 K.

AR BB RE

a-1. % iﬁ’?‘*ﬁ ﬁﬂ#ﬁ%’
T EE#R F9AK80.1.19.
B EF4R % 104K 80.1.19.
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IR % 2K880.1.19.
b-1.# %
¥ BB £ vk 80.1.13.
TRAFHR % —580.1.13.
T HEHR F =M 80.1.19.
g-1.F B HA R
HARNRA ®AF K% HIMP743-P748
el RXHFESGEAREE
CALLFEB R BR P130-151
-l & RS A B AR
HETHLE H&HEKP20-P27
-14.5F £ B it R
LIE 2.8 3.EMF BRAIHK
[-2. 3 3 35693 P.193-P.200
3.3 EME70H  A|FFIRE P49-P.59
l-4. ¥ sE728) # K45 P.177-P185
-8 B4 TR EHE WRFEF @M B P24-P31
p-lLERFEARBEREREAN XHEREH2
oL ¥ T P192-198

G RN, HGR Brown Corpus)
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HE{EP XEFHLEERE R %
ACTOA: Automatic Chinese Telephone Operator Assistant

sF 5
REMEBEEREBEHARN

%5 =

EEABRENRRAEED, EESATHRNVEATLR, H—1E
AZABHE OB RATE, SHOAGLHER, ALEHLH
BEEUEDAEBERABEEALE—HIMER, (b2 ACTOA 44
HIE& 18 B o ARSI A 88 ELSCF % O\ BY ACTOA R L RIRBHIAE,
B W DEHMBESAN THSIHE)  HF BB S
FEBEWER) , MHEHAS, X2 ARARER-

1. 8§ 7t

ERARENRNAEGT, EREAUNROBEBALR, H—E
AEZHBH MM NT , BHMEBSASRRTEBMAXNET R
BEEME, BEBRSBMANNFTRIIAESE X BB —RIIF . HRLE
BMEBBNTHFEE, X+2oHBEIWKR, TAERIERERN, EHERE
RRETHFFECEZRH aEBITIRA , ITERE X AT EZH 7 #
WG, MAMAZEABERSHE, REAIHMELCKN KT TIH
BREMERE, EREEFYEHCIRBREHRE, HATERERE
ROBREE, HRAMEIBRBENEE TE, DERBEBERSFEH
HENERE, PRAXEUAINSR (HEREZSEE) KT, H
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WES LN EFEHED A KRR SEGEN L—HFNEHR, LE
ACTOA (Automatic Chinese Telephone Operator Assistant) AJXRfR EH o

EEFCROEEEHMEMART, EAVUHBENXRBARE
#, AIEEEENREAR (WMBEHET) , AI—EBRAENORET, %
KA EEWMOHEMEEES KB, ik, —ERFEME#RIRINRTHR
MRk, ALAREEZEST MUHR BEF, CEEAFEEEYX
H, UZBENRBANEEIDR, REEEYRINESHIMELRRK, 3
M2s TEEERACHERMWEB L%, - MELRKET, BRES
BHNMZETHROERNE A RRIDOBER o

ITER, BARAESREFTANSEEGNENARARNEL, &
NEHELERAZSAWHATEONERNEZSI XK L, WGUS[] »
TEAM[2] v LUNAR([3]+ LADDER[4] FICIDA[S] % M AR R E B
R ENEE, WSAMFIPAMI6,7]. EXL 4%, BT TEAM#E R
Fal$#&¥E, (transportability) 7t , MEARFENHAIZ L

GUSE—MLL TIEZEE# ) (frame-driven) HIH E 4%, TiERM
FEHEBUBREBESEANEXHGE, BEEAHITHR. EA%T, @
AN EZEFH "B MK L] (transition-network grammar) fmr
B3 1 (chart) EEE DT EE, EAZESEE, BXH THBED P (case-
frame analysis) o GUS HfSROJIEEAR — & T2 F RX By (mixed initiative) A
Hit, BREHESEENISHAKRHE.

TEAMEL TBEM K 1 (logical form) B EBEERENANX, BLH T
AR AT | (schema translator) B EE XN BB KER E X KEH
Bo EFERENEAKEBERBSEE NI TH/ME, WK THE.
(ellipsis) 0 T 48 ¥ 1 (reference) MO HIR B B o

LUNARF| FH T B8 ¥ #8 ) (Augmented Transition Network,
ATN) BithEi A, EEEL T ZEHZ X EZEFE S ) (Meaning Representation
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Language, MRL) fiif B A Z R Xo EF AU FHEESEENEZER
B, BEBUMESBRONE, B RERIE—KENES

LADDER{E F M gBZE 5BiA 1 (semantic grammar)o &= sk ATEH
I FEEE R LR g, MERmERA, UEs SR FEBNTR. &
LADDERA % H, RE THENEKMEAE, CHLUSRERINOY
B2, fFRBEXHMNE.

CIDAEIRI R U 2% AN, E—HEPXNEFEREHRTHE %
Mi8lo ELXBMATBEGE, BAMH "UPROZRERSVGFELSEE
i1 (Head-Driven Phrase Structure Grammar, HPSG) InLAgI#r, BELE &
IS (complex feature structure) ({ BT TR 5 HR, CIDA
By MEBIERR %231 (contextual interpreter) fI FH T AL BB 1 (rule base)H
H AR TR (dialogue base) MEIE P, MEBHMGEE. B
A BRI E, RIRSTSHRIEHE,

SAMFIPAMAI A T & #1281 (conceptual analyzer) EEAE [ & +H
K FZ 31 (CD representation) o Ell B 3R % 5 A A B & » SAM FIPAM i
REBIEMEANDNDH, ASHHBOUEBEAE, GBSO &
Y ERERE, SAM{ER TBIA ] (script), PAMBIFI B T & &1, (plan)
M THE, (goal) » KREMME,

ACTOATEERE S REMIFTHEHRIE 20BN HEER A, &
AR FEHEETESERK, EELER 28 8, EZ2ROMmH,
RMLLER, —{BHsE, FEXFH ANFLIHBACKSPACE®E Bt TEE
ERERET, mAEMERNAL, HHEHZARENEE, & ACTOA @
bR By & KRRE -

ERBEHRDIE, HREWHRTTEXR, HEFKMEACTOAR
KR UXXMRAAES, WEBECREIIEE, BT8R "BEX Y
RN BRI AR, , RTWHEASBI XA TSI, Hek 870
EX%, Fll, SR—EFHKE EHRINEFRHEEAR.
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ACTOAMI % EERBEMEL Fion, AFERHADR, 71 & 5 HH B /Y
STHRMED, HEZB THMETFL%) , HTAIR "TEEERFRE .,
BEEERFLAEX M4 TEIERER M TEAEEAR) REF %
o BAWMARNXXYES M xEHEHE , BRPXRE, ZBE
iy WSOk, EETHRE; ZBEREFRPHRFBEEZAN EXRH
MY, MBS LRSS BHENES YERENEH S REBER
MHFEREMEER LA, EYELEBELERENEZSEF. EHL %
o, HEERIAIER TEE 28 (contextual parameter) , Heft M & E
A8 HENERER, THEEMRERETHIEEEEZH

ANE2HINMBACTOAR R EITRE N HH#E s E3 &N 4 AcCTOA
MERFAREAPHER; F4HERESTERT AL B5HR
BIRERN DN BRI EERERRER G M -

2. 2% HFHEEKX
21 %51k

BHENTHFKRESRKEMBOMAIEMENSAR, TR TR
TTAL y TR v I THAKITHEMR) F=8, HPET
EHASRITHBERBEIIGNELR, BRESFHOANESEMERE XX,
H\EERN, HARERE ACTOA% KA REHESEE.,

SHFEITANEET, s RNRESEEEKDI. ZEARMEAZY
W B, MERBEEE: SRFEAEESFANE NG, EMHE
K EH, SEBLARBEAFGHAE, S THENEE,
BT REEKRZ2S, WEZAHM, MHBAEREZR ik B F
E¥E, Z2HMEACER BEREBYE, HaBUERHENIIE,

HARTEHEENRERRBEESE, ¥ ERBIFACANE 7 # %
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WHESER, FREABA

EANRIHMA

v

PRk

|
RS

v

g2t

Eﬁg R
I

FHE R
v

B Hras \

I
RRERR

v

R E

R ﬁﬁ%gﬁ
. 1 il
ABREHHER EARA
Htﬁﬂﬁ‘“rb Y

BRI A
| B EE R I 7
v L&
EHHERE |
5[
ﬁﬁﬁ*ﬁ ﬂ%ﬁﬂﬁ

v

BEHELR

v

GRS  BE . REHEYE

B1. ACTOA 4% K3
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W, EMARTME, NEEREEAH; NENHEXNEHAFTASE
¥, BErAESHEARD, hiEBBENEIT. BRIb25F, ACTOA M i& it
—H TR NThiE. RANGHRMTI RS AEALERE, i
EFXAEFREHASZS BN ESE, FmikE, EHBIAFRENDH
L, EEARXULRTEARZS AL —EIERENER . ACTOA FF iR 4t
HIEEBEIRBERIThAE, ER{CuIMEMREECERFTENS#E, AL
B — oA ‘
R LRI, BRIMi& ACToA B 12 HERITHRE S FR[E 2 o

% % B T

T O BHMIAZ 7548, 20 EENE
O UNBBEFTHNBENE

EEFolis O HMEIAFESL Mk EVIREE

B R R

WA SEE LUK

24 P ot B 5

W EEIRE

M BRI E

O i KPR hE

[0 O OO0

MRRRER E

[B 2. ACTOA H9% %5 Thhk

22 HEFEHEK

ERBHEWER, FRERRNBEREENZEANNREGE A AE F
PRk, A D AR ER SR M BEARNIESA A A ENYEE
B, Bi&%REATARREAITHRE, MUK ~ o8, FTREH T HEEE
K1 o EEMAH TS B0, RMELER BEHEHOANZ

FiaaR) TEEEN) e - THENEESD, HEMNELT/ER
XEAANERE (PINBEEEEESH) EANMHERENER
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BHEEBRNES FFRETSREEETHRNEERE,

AmAb—BHE, BUUAGREYEE, KHABIYE TEEEHN
HEI>H=87, X2 'HEHRH#AG L B2, HRZE "TIREHE |
Bo, &2 TERL 87

FHEHREN ) BoNEEERANEEMHBIRNFNELTES
ERRIEERRENER, HKERTHE Tk, v TEEHBEREHEEN
BEMNAE ) SFUERNTDTFISH, THEEREH ) BottTURERE A
FrZRHBCHEH) BUF. EAXNBBHGSERABI®R, BEYEHR
EANTHSEHOBDL-— - TIRBHEE ) 80. 'RBYSE, B2 H
EAREER, BERBETARENAE, ZHEEATA, DRFEHD
B, RIMHBEENHE. TARHEKRE ER2%&, FEZAEFU
Pt - FEATHB > RTEE. THRE) B0 TE. ES T
RBHG ) 2%, KEBEERYHENRE, FAURSRN, AUGEREEE
ERm, M FTER) v TRE—HMBIETL Fo

TH®REEMEROYHEER T —@EEF, Op XK 48 H#{H ¥
& Cus (IR E A9, HAF THEEHREH L 987 U T->1 21,
Herymo B TIREYHE 82, THR) B70%E.

Hig1: Op: HtFFT o

_)
-> Cus: A\, IXFARART
- Op: o
Cus: A\, RIAIREBRIERE2STIFR 4 7
Op: 2578 7 :
- Ding-T (B EME BRI ERER, 7ERNSE, )

ACTOAtrL B —1f8 MEMIRBHEEMA L , AN THEHERR
DRAERBIMANXT, EAREBNEBHIRIGEENITEH, Hilie 2
REEBEEAFBMAXDNER. IRE LRI FHHEXACTOA 9% 4
IHE, EAFTRETE ACTOANE R S1H v kbW, WE3FIn.
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EAFRE0H v RO A ]
ACTOARY E &

1. fEHA EARBEAAERA

2. KE EAFIBRE A PR HE R
3. RER BE IN; A S Yk TN

4. REIREE Bl : 4RIF

5. RHEEY Bl MBS

6. REBHRE gl REBE

7. BEER fl: AWEREME

3. MEWBEEX Bl B SERERE

9. HEEY Bl : BRI — F 4RI b bt
lugxwwia Bl : AR

11. 3&34 &l 3t AR

11%%H Bl : BB —MEITET

13. $7 6% gl HREE, ROET

14 FBR gl : BR

B 3.FAFTSE DY ACTOARER R\ B Hl

B3, H=HEHSNEMNSMOREE; 45 HER " H&E
HREkp s 6-10HKR TIREBEHE ) €E Hermile THEREE) o

3. HBFERHK

HETFAEH TRUNERRE) « TEHHEEME) 1 TS o
B HR. HRALEFEANERESARERRERTY, BRFE
IR XEA, MAALERPFXRBERE, WRRAAETEHNT
W, BEEHEMSON, EEYFRIFRERR

MAR PR, ACTOAFIRRERZE + 70 OBLIM AT, B
SFZRIOEE KiZ Sy REMN AERETMIER L TENG
Fo KUBMBSGEMRUEF BT IRRNBA Y, 2 —H RH¥H
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THE, ME, BEREHRIBANXT, AREMERET, BEHR
IR, Hit, BENFATE, 2R MEETRNRR RTNEE
A, UEARENHE, —ROZBEITARLERBZLEATK, BTl
KEFETIERE—-ROFBEN, RENYFRSHH

3.1 &

ACTOAY 33 $#% 3 B2 MICRO ELI B9 =7 8 % 3\ 8 {U[7], #B H& TEST»
ASSIGN\ NEXT-PACKET¥# %5/, ARIAIZE, ACTOARKFRIZ, HM
A T ADD-PROP45 18, HHWERTHRAARABTXRHR T Ko ACTOARYFH
HEBME4 FRo

(def-lex Wy
(W11 (... ((Win (($ ( (TEST..)
(ASSIGN ..)
(ADD-PROP ...)

(NEXT-PACKET ...))))) ... )))
(W21 (€ .. ((W2m (& - )N-.. M)

4. ACTOA Wy THK 1

TEE4 Hy, Wor Wity Wiy =W KEFX—EHN+DEFZER B
iy Woy Wary W BI@—EBEM+) BEFFERAEE, MUAW,%ad
ME—EFE, MUASRRANER. HRF—EHATREEIHEER,
K EHFSIEREHE, HTESTEEE R —BEHRKL, WRET
[y ASSIGNFTADD-PROP, AR E—EZEER, HHEMEHEBZE, WA
—EEEI DT R, —EANEE SR I AEE—RE
R ARRRE, MECSEN AR eHHERETZHNAET R
£, DVEABTCREFADMNANSA, NEXT-PACKETRIRMETEEhfE, HT
t?, 2 B TEST+ ASSIGN v ADD-PROPv NEXT-PACKET %K, € —HEWE
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IR

ACTOA 93 LB MICROELIF 4 B — B KIZE B2, ACTOA i
FEHA T&HK EBESAE, MEBERHEED TP TsHAFE M T
ERE AR GE R o BA TTERTED (*0A6*62 *0A4*0A3 *0A6%62) HI
F¥E) (*0A6*62) %6, EMIFAHERMES@Q Fim. 'EARTEL £
M REDFHOMEE, BEARBEEARE, EFEACTOAREES T
ESMEER) s M) RAEEEEHmE, EERENERLEAR
BREEZEPHEHTE, TURS TER#EW GINESHRE) « TEHRFE
W, (EERACHKE) « TESRFES (RELERE)  TEHRE
1 (GEHEIEEE) « B TEBBG) (BaMEER) %

HIACTOARRE KEMNHTFRE, LHEABIE, TAZHEH
FEBHATF, REANESERIAKEEERASRRE. b r&%%
1 (*0B4*58 *0B8*0BY) ##l, EAWRRLIEHM AR UL R EE
WEBHES, BTHOTFRREMFAREREHFAZSN, EREHMAEZ
T, BEAERBRTREAEE—-HNRE. Bsbo)c '#K, NHEEE
#, KW *query_type* REEBEBH.

3.2 Brad

me—HAEAETBEENENMN. ERXHE, EFguREH, FE2
NEH; BEREDPXE, AFFEFALR#, LEETFH, BEF
ZHER—EAEYFNERERANEE, AEHPXHFHIHZ
B, RDAAGHBFHUE, BOFIR - LHEHENZEEMN. FTFH
MWEBRZ), BEaEANTEETRR " HHEHET X L (structural
approach) F1 MT#EF#EAI TR (statistical approach) RIHE[11]o

SERUENARNEERHA L TEEBEA (heuristic rules) {8 23 E 5
SR, BROBBEIE: "TREAEREH) v THAEABFANSSE
REEEHANGES) F. UTHBELEEK, B6, A TEL, (WA
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(a). (def-lex *0A6*62
((*0A4*0A3
((*0A6*62
(($ ( (assign *job_type* 'intent_to_switch
*cur_part* 'location)))))))
($ (assign *cur_part* 'location)
(next_packet
( (test (equal *stus* 'speaking))
(assign *stus* nil))
( (test (equal *stus* 'meeting))
(assign *stus* nil))
( (test (and (equal *word* '*end*)
(equal *job_type* 'question)))
(assign *job_type* 'intent_to_switch))
( (test (and "(equal *word* '*end*)
(equal *mode* 'negative)))
(assign *job_type* 'status_setting)
(add-prop *cur_role* ((person status (-)))))
( (test (equal *word* '*end*)) \
(assign *job_type* 'status_setting))))))

(b). (def-lex *0B4*58
((*0B8*0B9
(($ ( (test (equal *query_type* 'addr))
(assign *job_type* 'question)
(add-prop *lab* ((query lab addr (ADDR_NO NIL)))))
( (test (and (equal *cur_part* 'person)))
(assign *job_type* 'question)
(add-prop *cur_role* ((query person tel))))
( (test (equal *cur_part* 'location))
(assign *job_type* 'question)
(add-prop *cur_role* ((query location tel))))
( (test (equal *cur_part* 'lab))
(assign *job_type* 'question)
(add-prop *lab* ((query lab tel))))
( (test T)
(assign *job_type* 'question)))))))

Bs5 (@ TEARTES v T7E) UFEEEE ©O). "# k) NHEAHER
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F) BE (—EP) B, WL SRTRESH (B, XASH
TR Be, HEY TRESESELL, Bl TRELK, TEB {
v Bbs R o EESBRENBEARASHRYHAT, BEHRAEEM
. b TERREEREE, A6, KELRNERE, HANE R
Z {(Ey & 28F Ry BEE) @%Eﬂ*ﬁ)?i,’:xmo

G MM RAMAANGEN, ERRBERNSN, RRES
U REANAE, BES TR EENE R RE12], ERHRLAR
HBSARE S, MERENSTR—&, RSERER, DEERUA T
EAEERTERE, EROEES, REANASRMATES LY
MBHWY, DRBMANERE.

3 A1 25 42 1 BABL AT 2 E (rule-based) BIBF BB R 11], 1 11988 T 4% /9
EROGEEENAFAEGERERRR AR, SRS ERNS
F, MRS EESHNEESFIRBR, BRER : —EE B
S GUALEE. BE BEEEAMFARE,

ACTOA WA HEEREFHHTH (BRBMENANGE) , BXF
B, AR AEEEAGEESRTY TRABRER,) « TRE
SHANGCERBASANGS SERNEREN, SR+ RF.

33 U HABZBHRILANIME o &

ACTOA WIS oA AR fIE I EE, RUSHEEZML 5
r, EETHEZER. EHFNWEEF, ZEANBAXITREEE ZHEYK
&, LA TEE8 008 , #E. A6, FHEEST THEEKR) T HH
) MEmES, TEEBEET, IA—-RAFEROFR, BED
ARE—-EREENRES, MEEEEMSNEERSNRRFAENE
£ WA LR, MWSHWE, LAATEESH, FiLIACTOANEI S5
MTHRUGAMBERSE. Mo HBAIRE mﬁﬂxﬂﬁM%%,
mEe AT o
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ﬁ)\;ﬁﬁﬂ ﬁ“ﬁ%ﬁj’f kil w270 P71
BIh
:Pﬁﬁfﬁ AT ASSiGN e
#1147 ADD-PROPHSHE
HY 4§ NEXT-PACKET
LHEREETER

B 6. RS0 #r 88 RIGRTE « BHBT A & S AV BA £

34 HEFER

ACTOARHFHRBREHAFRERYMS Y FARRKIIAN T HEAH
By REGABMHBEN - ERBEBEER . OFARNERUSIIRE
3y MEAREKNARTIZEHEEZAEBD, AERIANKEENE B
i, HHEEBOHER, Bit, ELARBEEALXE TR #
Hiv FIEBAKRIEN (X)) « FAERIGARK, BWaRHt—
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CHFAOHBANENR, TAR BEE, EERBERF-BER T
A RAF LR /6, HFRRHEMT ¢

(lastname (0B3 5C))
(firstname (0A4 OAF OBA 61))
(department (OB8 OEA OBO 54))))))

(switch (coll ((person

He, TEM S Eswitch, Z A KBIA B Fcoll, [ lastname »
firstname #1department #EFFEERE o

ACTOARIBB I F Al wEEGH . REER, WE7 Fir.

SHEE B FREGE
BAER o ((person (lastname (0B3 5C))))
of5 ((person (firstname (0A4 OAF 0BA 61))))
OEHA ((person (department(OB8 OEA 0BO 54))))
B A RKE O LI ((person_(status_(-))))
R E R OFHZE ((loc (name (OBC 76 0A4 4C 0AB 0C7))))
O&&A ((loc (department (0B OEA O0BO 54))))
Q4301F ((loc (room _no 10CD)))
MR OXAE ((query (person (tel))))
AR
4 [ th B 0B 55 OXihiE ((query (loc (tel))))
SRR
S RIm A R OBFHRE ((query (person (status))))
L1
38 B2 BT A R OFEE ((query (lab (status))))
L3
HREENRE OB AN ((query (tel (status (noans)))))
g
I ERY) O 1R ((query (lab (affair (affair_class7)))))

[E7. ACTOA RIS FFEE A HIEBEH hEER
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4. EEERFA%
41 FBIERER

BERERFEBETHERREHERETNESR, B TADLERE HMH
SBEGy TENEERN,) v THEREEH F=EHMENHER.

411 AREREAMISES

AENEREIRERRBEMEE. #RERNBIN ERIRE 4
wiy BARREH —-EAR, ERERGEHNVEET, EATRROAR
ROEERSHE, Hit, MAHRHEAREFENARZ - EERMIR
i, BPEU—26lF, RAULLAEHAREENEREELTK.

HiE2 HEEs
Op: WiFFT Op: W FFR
Cus: A —THREEEZNEFZHER Cus: BHH9 R 4t
Op: {2 AYEEEE 908
Cus: AR AR {8 325 4k IE Op: &&hH
Op: 90X Cus: IBEEEMFEREKR
Cus: RERAZ D (RABRBEER)
Op: 907
Cus: 907
Op: &

Cus: it FERTE

HE2MEE3 T, FARRIABEZENREE, WEH "y KRig
B, B8 T, BRREM, MEEIN i, MIBEERE. &
ACHEHENBERIAE : —BOFTHEREA, XeR—EHA®,
SARUHBEREHENEN, &1l, 2AERFACHEFIRERTR
2, FEPERAL (ASHds) NER, EMEEATBENER
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EHE4 B, BRABERERALEKRY, 751 EHEH %R E B
Flo EXEAB—RERKE, SHEREARMLBHAAS s EREHFRE
KRB, B AHEHME, MU TEANIEIRY) HSXARMBHHER

HESEENRE : BB RNEEREF BORAE, EET —
EHAcBNAR, SEFRHBAKR, BENEHOAS, B £
TENACERRERE.

EECRNACZE, 2KLABBOAIXINES, IXARESR
WS MEES. BG4 6, TAFTRE-WPR TEAL MEAF
AE—AWPR TERH,, BEHR, RERK TEAEZTKHAS o

Hig4 ¢ HiEs
Op: WFFFR Op: WP
Cus: 35— THABME £ X By EaEH R Cus: FF XXX
Op: AR—{EERFIAY Op: #kHABAz
Cus: BHE Cus: ¥ &
Op: i Y& G2 900
Cus: K igHIIE
Op: 907

Cus: AR W R — T L KB 3 4t

4.1.2 REIHE &K

BHEZHRAIBHTHFREHBMSPIRIANAN B #1ER
Blo BBERIUSPHSABLRE, NAHR, BRIEEHEMARR
EDAERL, HENFTENREEH.

ALFEHERC 3HE B IEBENEERE, BRTHEE
BT EH I, HeRBRENB SR, BLFAEEEANITREZ
B SE AR o
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4.1.3 ¥ &5 B 55 045 B

EHGEHEET, KEHASHOAE, FELEHERE, GEHE
RIE, ERREN—FTIUEHA - S4B TBODTF, WEBEES
B, NILHGBREMNGBOEMATIE D FEACTOAR, HFHIRE
EH—EBBEERNMYEREAHER, MESZRENVEFRER L2
BREBRMBFBRAOELR,

KBEEATRERNLAHE, 2KFROERSBNHEZR A ERA
Mo Hltn, EHMEPTREE M{LBERK, RELATHEZAPTRHHE
FIFABAE & (AP M4 S MEGHMNEE, ERMBHE
—EHELTEHAHER A EBERERKE, EATULAR Y 78 =X
HEEBEREE, FRANGN, BREHANGTAEARE, EHEFRSHY
DR . HEERIARFET — st e, 460012 ERAE % 5% P HE &
FEBRBER 0.

RBZBRBBMHBEE L, 2K EE - EESEREETHER
& :

i 85 3 51 /Y & B
m#zEe, EARGTHRE, BEBNTHEARK T8, 907

WEHEHR A
mMHE7, EAHHESRBRERFEREER. BEXPENYF
H, EALRBHAHZOESR, BEEHEFRETTNZHEE,

oo ] 3 5% 09 47 RS
MHES, BAHEALPER, Mk ML, ®EE ik,
fHH9Z TAPT#ibE) o

w9 [ 25 T 19 45 %
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mEE2, FARD CBBEREME , SHEDEEARTLEOT
& o

R 8 EY R
mstEE, %A M EREH D IR, BRED —ME{CHIKE.

#ih6 : : 57 ¢
Op: WI#&FR Op: WHZFR
Cus: A EEH Cus: 35 P — T &1 tH 88 B9 5B 58 & 3R
Op: iKY EEE 908
Op: R EFHRERSET Cus: A/ ABJ LI HRE—T
Cus: #E 907
H58 ¢ #i59 :
Op: WIHFR Op: WZEFT
Cus: Wt PG Cus: {R¥F IRBENFLER
Op: & Op: 2
Cus: R &R B E Cus: FREITETE 703
Op: ¥ HY

Cus: FR #b i JE Cus: BEEHE

42 HEHXBREHELER

HEB AP AR, BAXTBEER - ESHIEEMLHES, I
AR EESHER: MEYSHALIERHERSF, BokKTRR
BETHEEFEEN , BRTBREEZ Y, RHBESFK, BIUYER
B, LRIEBEEZS), SEN AT EERELAGKREESTRNG
. HYACTOA LRFEABTA—BRIESN, ARASTERE—LE
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HETTRERS , KIEHRELERSR, ACTOANM: K5 EBE:E £l 4248
EEENEYHSX, MEAEHRIE

mEs , HiREZEHEAP U OHERE, i, SERIEH T
Bl 4 1 (qlab_addr_script)y Entry_Conds Init_Action v Rule_Packet ¥
Exit_Cond ZAEEBIAFTAEL K o

(def-script qlab_addr_script
(Init_Action
(assign *lab_pointer* 0 *lab_flag* T *expected_part* 'lab))
(Entry_Cond
(and (member *job_type* '(question what unclear confirm null nil))
(Rule_Packet
((cond (member *job_type* '(null confirm)))
(action (oprepeat 'T '(*lab_pointer* (COUNTY TAU_YUAN)
(TOWN YANG_MEI) (ROAD MING_CHU)
(SEC THREE) (LANE 551) (ADDR_NO 12)) 'S0)))
((cond (or (null *inlab_addr*)(member *job_type* '(what unclear))))
(action (oputter *lab_flag* '((0 OUR_ADDR BLANK)))
(oprepeat 'T '(*lab_pointer* (COUNTY TAU_YUAN)
(TOWN YANG_MEI) (ROAD MING_CHU)
(SEC THREE) (LANE 551) (ADDR_NO 12)) 'SO)
, (assign *lab_flag* nil)))
((cond (equal *inlab_addr* *lab_addr*))
(action (oputter 'T '((0 YES)))
(assign *inlab_addr* nil *lab_pointer* 6)))
((cond T)
(action (oputter *lab_flag* '((0 NO COMMA OUR_ADDR BLANK)))
(oprepeat 'T '(*lab_pointer* (COUNTY TAU_YUAN)
(TOWN YANG_MEI) (ROAD MING_CHU)
(SEC THREE) (LANE 551) (ADDR_NO 12)) 'SO)
(assign *inlab_addr* nil *lab_flag* nil))))
(Exit_Cond *ending_mark*))

[E8. FiB% 62 58 Y A i # bk 69 3 55 B A
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Entry_Cond ZH 3ERIAMA D, FLREE MAHES AR T T
BEFHANGIES 5 nit_Action R BB BIIE, 765 B B 5 B 4 55 3
175 Rule_Packet ZH HRIAMEDL, H—MBAFER, 55— EHAU
B MEf RO TEE) , HMRREHRTAKERREY B, o
E W REMMED. RF, SEROEERENEENALS
SRR OIS 16, 6 RN R (U FHEE B AW, E#4T5 Exit_Cond
7E $117 Rule_Packet HIHIME — B ML, FIRBIRARE ML Y
A, RMAT—EBAID,

M RS SR A Y, EHIE R AN B % 1 B
0 TR o HE %7 5 390 S S0 56 B A M Bnery_Cond, B AR,
BBIE R A, BENAEHRAL: SRARRY, Y%L S0
#147 Init_Action FRule_Packet, $A/THI&SRATRLE I 71 HHI% 5
#%, BIE Exit_Cond, BRERZHEHNACHRA L, XREHAEHT 4
% o

AR Entry_Cond 22y HEBE I
R

v
R EhRIABEFB1T Init_Action

#X Y
B 7~ H Z el €4—— #1T Rule_Packet

&

Y R
B, Exit_Cond |22 g 5[ 13 5 5 B4

xmbl

HRT# %

B 9. FE B Ee A= 23 #0355 B A RO BA £
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5. ABBAERD N

E—EEwERET, AU, FHANAYFIGEEREERN
B ERUHENHEEARE, T I FHNERSEERELXNE
B MBRACTOAGEHRMAG A%, IFNWERELIFZERD, THEHE
HE) NEREXT BREHE—HYEARNERIKE

ACTOA B —EHEEE AR EEENHFB LK, B—RNBFEF,
BE—EXSZEEIEE, FREEESHEHXEBE. EBHNEESR, ¥
AMRUAZEDFESEREEEIRAEZNEN, MHEEIOFR, A
TRRA KGR TFIHFREBEETE ) WAL CBURELR, EEER
BT, EAFBRNEF By FIRSEREBHENAIRRG, HIEH
RARRBE—HYF, XARREASEZAEKFEE, TREXEHE
HENSER: A%, ZATRDFHREENASRIEHBENER LK
EREE, NEAKRBELESE ; XE, #HRAEGHE, TERKeH
AR REABEREE, EEEBRET, REEFNUFHEIRAE
ik i3 2

RIBI ERDHT, KPR YHEARTRELENSER KW ERE R,
—ERHFER, P—HARHEER . HFBRELEHEABMAX
H, AAKEEABHCORATHRSFANER; HERRUZE
EREEEEEENER. BIoMBHAPT U FERMEEF RAAE
RYIE ZREA % o

HWFER HEEE R
0 0
0 X
X 0
pa X

[ 10. ¥ 55 7 W F /8 R 1 8 56 8 R W] AE RYIE ZREA
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HEE10 ¢ HiE1

Op: WfFERR Op: HWFZFR
Col: L3KE, ZFRIZFERMEAY XML X Cus: L81E A\ FB 1 8 Xgnd; X0 8 55 5%
Op: YRF{TEER? R AR R HI3E
Col: fEYBEEZD? Op: FHERVEEE?
Op: {H9E 52 908 Cus: B
Col: B# - Ao Op: R BEER908
Op: AEE® Cus: 908 W 344t

Op: &

Cus:

Op: XEBH

Cus:

Op:

UaHFRBRESE, HERREBNERAN . EREYEHBE
H, % SEFBERMRBAEATROS, UREETTERENE S,
NEHRASEHEY T AEETERRT, REERATEHIRNEY,
MR AREBESHALE, UAYS0IET, SRYESHEE; 3—&
BER, EAFRDTFHIEENASRIEE BN ERLEE EMH,
ME4 SRR EBE, Y51 RE—EHAT, APy hwlesm
RAMERERODTNAETEENEY

EHEILE, Toos MMM, BETEA THESHMEKE, 1 TR
HHE ) MEES, MAKEETHE. HFASRELBERAZA HE
%, REAEILEEEY. HHEEA THERCSBRE, nEEEE
BHE#Ro

8% ACTOARY 263 HBI R Ed, HFEBRNYFEFRIGEBRHE
T AG B BT L GRS B, BURS B 1o BB W40, RS 263 HEI
Hih, ACTOARIH SEBHIEEMER 97.72% o
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AFER HEGER 55 EE [Ehadsr
0 0 252 95.82 %
0 X 0 0
X 0 5 1.90 %
X X 6 2.28 %
I 263 100.00 %

B 11. $ &8 o 5 718 R A0 H 58 G R I IE 3R 51 L FT AG 18 800 EL AR B 4%

6. 5Bk TR I

AXfH—EUXFRMEANG BESCPCEFEREE A ROIRE
MENBELGR, B BN ETANZEAABENAGEHRN; &
ERAEATHRG TEF N CREMANEEN G 0 REE. I
A BMERAEN TRSoHEHE) I FNPRER . HEUIWE
&y THRERER) , THHEHLS, IRtEETAREFTEENE
EMEROMNE, tRETRRIG &

BEAAKORGHAEMIERN KB T/F, F—EHENRST
SR, BAERMMIMEE . ACCOANF REERFAED TP H
FPo 0 TRAMEFARNZEEERK) , EEGHANTHSLRBTIHE,
EREFHENEOALRMIENFARE, AWELKPOHRANR
R, SERIIMAR SR BSABHEATENYAMER, FIk—E%E8 %Y
s HBMANTEHEHLER. HR, #RMSoMBEERBIIWA X
), MEELEHRENTHERER, B2, THEBEASESEHERRE
ERREHERE IR

FREEBRRE, EREERGUBTRARNES B KHE, 2
HRBERERNEEE, REMBEEHRE 8568 RXBRMRE E
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A, DER—ESER%, MnBERABEI4ERBE A KO
B, BERMARKHYBERG M.
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AXHXBEREEERBEHAAPSOFEIE GFHE XK : 80312)
FEHRESRERIMERRZ—. BRBEXMBEHNK L& L EIFT
R’y EEARATHEHEEIFARFLE L ATEEDHEHE £
FARBRAELTHFREANTETRNBSALELHFIXR, FHRH
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Lexicon-Driven Transfer In English-Chinese
Machine Translation

Chung-Teng Sun and Jyun-Sheng Chang

Department of Computer Science
National Tsing Hua University
Hsinchu, Taiwan 30043

Abstract

This paper identifies the major differences between English and Chinese due to lexical
idiosyncrasy and describes a proposed mechanism for bridging the differences in the
generation phase of an English-Chinese machine translator. The method involves
uniform intermediate representation for clauses and noun phrases, a minimal set of
transfer operations and an active bilingual lexicon that encodes the needed transfer.
Using the method, we are able to deal with lexical idiosyncrasy in both languages in a
modular and efficient manner.

1. Introduction

Much effort has been devoted to research and development of machine translation since 1950s
(Slocum 1985). Howeyver, the quality of the output produced by most machine translation systems
is not high enough to have any marked effect on translation productivity.

A machine translation system produces a variety of expressions in the target language, including
good, fair, and poor expressions [Tsutsumi, 1990]. To improve the quality of translation and get
the good sentences which can be easily understood or postedited, the following major functions
should be implemented with great care.

1. Selection of equivalents for words;

2. Reordering of words; and

3. Improvement of sentences styles.
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In this paper, we will propose a practical way of designing a generator in machine translation
system that bridges the differences between English and Chinese languages. Using this generator
we hope to achieve the above functions and improve translation quality.

1.1 Rule-Based Machine Translation

Modern rule-based machine translation systems use either transfer approach or interlingual
approach.

Transfer approach is characteristic of a system(e.g., TAUM) in which the internal
representations of a grammatical unit (e.g., sentence) in analysis and synthesis are different
depending on the source and target languages. This implies the existence of a third translation stage
which maps one language-specific representation into another : this stage is called Transfer. Thus,
the overall transfer translation process is Analysis followed by Transfer and then Synthesis.
Interlingual approach is characteristic of a system (e.g., CETA) in which the internal
representation of the source language input is intended to be independent of any language, and the
same representation is used to analysis the source language and to synthesize the target language
output [Slocum 1985].

The differences between two languages can be classified into two kinds
(1) syntactical differences: the general differences in word order.
(2) differences that are caused by the idiosyncrasy of individual words in the two

languages.
As for the syntactical difference, various systems use different approaches to deal with them. The
transfer approach uses structure transfer rules to express the differences. The interlingual (or pivot)
approach use a non-syntactical representation, and provide mapping mechanisms between syntax
and the representation, so the differences can be resolved via a language independent
representation.

We are currently developing a machine translation system that uses a mixed approach. On the
syntactical and semantic levels, it is interlingual and on the lexical level it takes the transfer

approach.

1.2 System Model
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In this paper, we concentrate on the generation process of our MT system. The generator consists
of two phases: the lexicon-driven transfer phase and the surface generation phase. The
first phase deals specially with global reorganization of intermediate representations in order to
bridge the differences caused by lexical idiosyncrasy between source and target languages. The
reorganization includes structural and lexical transfer. Currently, transfer is done sentence by
sentence, using only information from sentential analysis. No analysis and reorganization on the

discourse level is performed. The system overview is shown in Figure 1.

English Chinese
Generation
Source Target
Analvsi LR. ) . LR.
nalysis — Lexicon-driven [ —» Surface
transfer Generation

LR. : Intermediate Representation
Figure 1. system outline
This paper focuses on the problem lexical idiosyncrasy. Our approach emphasizes the role of
lexicon, and in particular, it shares the idea with [Tsujii, 1990] which proposes that the bilingual
lexicon play the central role in the transfer phase.

1.3 Paper Outline

This paper describes research from continuing previous works on Chinese sentence generation
[Kuo 1989, Chen 1990 and Liao 1990] and focuses on the following:

1. Adding lexical transfer phase before sentence generation.

2. Designing a bilingual lexicon which controls the transfer by means of ncceséary tests
and actions.
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3. Rewriting the driver in Prolog, making various changes in the input format and

extending the Chinese systemic grammar

In the following, we will concentrate on the first two areas. The rest of the paper is organized as
follows: Section 2 identifies the most prominent lexical idiosyncrasy between English and Chinese.
Section 3 describes our proposal for resolving these differences in order to obtain fluent target
Chinese text. Section 4 compares our approach with previous works and summarizes the paper.

2. Differences between English and Chinese

In discussions on the differences caused by lexical idiosyncrasy between English and Chinese, it is
necessary to consider the differences in the ways people recognize things and express their ideas
about them. It is observed that there is a difference in viewpoint [Wu, 1990] between English and
Chinese. So we sometimes have to restructuring them to give an appropriate translation. Each
language also has its own specific word constructions, which are used to express specific
meanings. These specific constructions can not be directly translated into other languages. We will
describes the differences caused by lexical idiosyncrasy and specific constructions caused by target

words in following two subsections.
2.1 Structure Transfer Caused by Lexical Idiosyncrasy

Most contrastive linguistic analysis of English and Chinese are quick in pointing out that the most
prominent difference is in the way that nouns and verbs are used. In English, every sentence has at
most one finite verb, so for complex information to come across, most of the information has to be
expressed in terms of nouns. This explains the abundance of English nouns. There are more nouns
than verbs and a verb can turn into a nominal counterpart through inflexion transformation. On the
contrary, Chinese sentences are common to have more than one verb, and for this reason, verbs
abounds in Chinese [Chen, 1988]. Consequently, the most appropriate translation of an English
noun often turns out to be a verb in Chinese. Some English verbs turn into other parts of speech
other than a noun, such as adjective or adverbs in English. However, because of heavy reliance on
verbs in Chinese, the most suitable translation is again a verbal counterpart in Chinese.

The following are some examples of structural transfer due to translating an English noun into a
Chinese verb. In each example, the first sentence (a) is the source English, the second one (b) is
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the direct translated Chinese sentence without any structure transfer, and the last one (c) is the
Chinese sentence generated with structural transfer.

(1-a): He pretended illness yesterday. (2-a): He is a good speaker of English.
(1-b):HE R AR ZETR © (2-b): e R MBIF 4 R 32 RE o

(1-c): B R AR 5T o (2-0): fRB S HAFRIT o

(3-a): New Lab animals reduce testing of drugs on humans. (4-a): I have a severe headache.
G-b): FHeg KBy ik v AA R LEWRIBRER o (4-b) & # WA AVERHG o
G-o): F ey K aEy ik v EA S LBAERTEY) o (@-c): £ BRFESERE o

(5-a): The arrival of a train at the station. (6-a): He quits the job surprisingly.
(5-b): KEERYHEES 35 (6-b): f 3 ARZREItIRE 4 T4k o
(5-c): KEEEREES 36 (6-0): fe M4 THEDARZRE ©

(7-a): He is talkative. ‘ (8-a): This sentence is untranslatable.
(7-b): 4t % R RAREHY 0 (8-b): 33 18 &) T — MILEHEFAY o
(7-): { AR BIES o (8-0): & 18 &) FHEIEMEE o

English prepositions sometimes are best translated into verbs in Chinese. For instance,

(9-a): in uniform (10-a): in hat

(9-b): _ (10-b):_

(9-c): B4R (10-c): ®tg-+

(11-a): by train (12-a): a path by the river
(11-b):_ (12-b): _

(11-c): MA %k & (12-c): A8 %

(13-a): a telegram with bad news (14-a): a man with glasses
(13-b):_ (14-b): _

(13-c): W=l R B (14-c): SR 45849 A

Because the different way that verbs are used in the two languages, even when a verb is translated
into a verb in the target language, there could be incompatibility in their argument structure and that
calls for some kinds of structural transfer too. For instance,
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(15-a): we shall give special consideration to your opinion. (16-a): this surprised everybody®.

(15-b): &AH- -1 8 & UAFRIER o (16-b): iz MEMEX K ©
(15-0): ARSI BRIk 9% R, o (16-0): ik RIM o
(17-a): he skied twice this year. (18-a): they lived a happy life.
(17-b): 4.4~ REFN o (18-b): A BETREEAVETE o
(17-0): 4 AR FRRS © (18-c): i TEISRIREE o

We have described some types of structure differences caused by lexical idiosyncrasy. Generally,
the major structural changes are caused by the differences in part of speech of a equivalent concept
in the two languages. It is clear that if we can deal adequately with these structure differences, we
can improve translation quality considerably.

2.2 Lexical Influences on Construction of Target Sentence

Individual words can sometimes influence the selection of structure in construction of a target
sentence. The lexical influence on constructions is complex, including wide-range and local-range
restructuring. The following are some examples of lexical influence on sentence construction.

2.2.1 Lexical Influence on Order

The selection of a target word may influence the order of phrases in a sentence. For example,

(19-a) She sang sadly. (20-a) She sang that song well.
(19-b) Jo A 3678 © (20-b) Jp 4B 37 3678 AR oK ©
(19-b) g kg F R 4 o (20-c) 4678 AR B FrG - RHF o

Both (19-b) and (19-c) are appropriate translation for (19-a). But for (20-a), (20-c) is appropriate
while (20-b) is not a good translation. This is because there is the adverb fg4F unlike 43k,

must locate after the verb in Chinese.
2.2.2 Lexical Influence on Selection of Sentence Construction

The conceptual content of a lexical item may determine the structure of the target sentence. For
example,
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(21-a) That book has been stolen (23-a) That book has been stolen by him.
QL-b) RAZHET © (23-b) A ERMEMT ©

(22-a) That book has been published. (24-a) That book has been published by Tsin-Hua bookstore.
Q2-b) AL HIRT o QA-b) AR ERFEE /LI ©

The bei-construction (3 5 &) in Chinese is used essentially to express an adverse situation, one in
which something unfortunate has happened, and also express disposal. That is, the bei sentence
describes an event in which an entity or person is dealt with, handled, or manipulated in some way
[Li-Thompson, 1982]. So we must check adversity and disposal features of each verb to decide

whether to use the bei-construction. For example, since the verb publish in Chinese is not a
adverse verb, (24-b) is the shi-de-construction (F - #4- 4] ), not the bei-construction.

2.2.3 Lexical Influence on Lexical Selection
The selection of target words may influence each other. For example,

(25-a) That book is not valuable.
Q5-b) AT LA KMo

There are four negative forms in common use in Chinese: <. %] . ;4 . ;4 #& . The scope position and

form of negative particles in Chinese are decided mostly according to the features collected from
the analysis phase. But there are words such as valuable in (25-a), Chinese counterpart "4 {§ {4 "
carrying the head " ". In this case, the negative form is ";§ #". Other example is interesting and

HEE
These cases can only be handled appropriately using a bilingual lexicon.
3. Lexicon-Driven Transfer

This section discusses the main idea of bilingual lexicon-driven transfer, and show how our
framework treats structural changes caused by lexical idiosyncrasy described in Section 2.

3.1 Main Idea about Lexicon-Driven Transfer
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We propose to resolve the structure difference in translation due to lexical idiosyncrasy according

to the following considerations:

1. The transfer needed should be captured in the lexicon..

2. The intermediate representation should encode a clause, a verb phrase and a noun phrase as
similar as possible so that easily interchangeable.This idea is similar to [Allen 1987] which propose
that the logic form for NPs that describe events should be virtually identical to the representation of
sentences that describe event.

3. The set of transfer operations should be kept minimal for simplicity and efficiency.

The intermediate representation has three layers: event, entity, and lexeme corresponding to the
syntactical structures of clause, noun phrase and word. The lexeme layer is atomic containing only
the target word while the event and entity layers share the same structure with a head and various
thematic cases and modifiers. The head of an event is of course the main verb and that of an entity
is the head noun. And to operate on this representation, we proposed four basic operations for
encoding transfer:

1. Raise : a constituent in the intermediate representation can be raised one step up the
constituency structure without changing the slot names (functional role) of its subconstituents.

2. Modify : the slot name of a constituent can be changed into another.

3. Insert : a constituent of any slot name can be inserted on the same level of the lexical item being
considered.

4. Delete : a constituent can be deleted from the intermediate representation.

3.2 How to Deal with Structure Differences

Following are some examples which show what structure changes caused by lexical idiosyncrasy
between English and Chinese languages have been done using these four operations.

3.2.1. Raise operation
Example (2-a): He is a good speaker of English.

The source intermediate representation using Direct Acyclic Graph (DAG)notation is shown in
Figure 2.;
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cat

event [transitive] he is

entity  [indefinite]

Figure 2. DAG of He is a good speaker of English
The linear format of representation is the following:

[cat : event, features : [transitive],

agent : [cat : pro, lex: he],

head: [cat: bv, lex: is],

theme:[cat:entity, features:[indefinite],
mod:[cat: adj, lex: good],
head:[cat: n,lex: speaker],
theme: [cat: n, lex: English]]].

If we generate a Chinese sentence, using this intermediate representation directly, we will get
&% B4 &y 3 35 3 %".That is an inappropriate sentence in Chinese. To get the appropriate
sentence, we need to raise the noun phrase to the verb phrase position, resulting the DAG in Figure
3 as the target intermediate representation, with Chinese lexical item inserted in the DAG.
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.cat features

[transitive
post_mod] %

event

entity %%%

Figure 3. DAG of 4,3 %35 32 3R 45
The corresponding linear form is

[cat : event, featureé : [transitive, post_mod],
agent : [cat : pro, lex: 4&)],

mod:[cat: adj, lex: {R4F],

head: [cat: v, lex: 3&],

theme:[cat: n, lex: 3£ 3%]].

Using this target representation, we can generate a fluent Chinese sentence. The crucial point is that
how and when we can raise Figure 2 to Figure 3 to get suitable target intermediate representation
and then generate a appropriate Chinese sentence. Let us consider, for example, some possible
lexical entries for the noun "speaker" :

lex(speaker, hn, [human],[head_of(theme),is(head_of(sentence):cat,bv))],
[delete(head), raise(*)],3%) .

lex(speaker, hn, [human], [head_of(theme_mod)], [raise(*),insert_f(theme,transitive),
modify(theme:cat:entity, theme:cat:event)],3£). :

lex(speaker, hn, [inanimate], [], [], =k{s\)

Six arguments in each lexical entry are (1)English word, (2)part of speech, (3)semantic attribute
list, (4)condition test list, (5)transfer action list and (6)Chinese word. When we unify the first
lexical entry of "speaker”, the condition list, [ head_of{theme), is(head_of{sentence):cat, bv))],will
be instantiated. If the logic form satisfies this condition list , that is, "speaker" is the head of theme
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and the car of the head of theme is bv, we then execute the action described in transfer rule list,
raising theme to upper level of DAG and automatically replacing the original head of sentence with

I|%.ll .
Example (2'): We consider him a good speaker of English.

The source DAG is shown in Figure 4.

cat featur

event [transitive] We consider

cat

him theme

[indefinite,
nond_rel]
cat

entity

entity [definite] speaker good  English

Figure 4. DAG of We consider him a good speaker of English

It is like above example (a), we execute the raise operation. But in this case, when we raise "2&"
up to clause level, it can not replace the original sentence head "3% & ", because "3 &" is a verb
with substance unlike "is". So the right thing to do seems to be raise the np containing this lexical

item to a clausal level, by changing the cat slot from entity to event and inserting transitivity in the
features slot.
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event

[transitive] &{r‘j ) % cat
featy

event [transitive,

‘post_mod] % %% ﬁ.ﬂ— %%

Fig 5. DAG of 41138 5% 538 33 43
3.2.2. Modify and Insert operations
Example (16-a): This surprised everybody.

The source DAG is shown in Figure 6.

cat featutes ~ Caufal-agent experiencer

event [transitive]  this surprised  €verybody

Figure 6. DAG of This surprised everybody

The equivalent Chinese lexical item for "surprise” is " - - - E &", so the "{#" need to occur

before the experiencer role. Let us consider the lexical entry of "surprise”.
lex(surprise,v,_,[],[modify(head,head’),insert(head,"{# ")1,& ¥ -
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Executing the transfer operations described in Transfer-list, we will get new DAG shown in Figure
7.

cat featufes  caupal-agent head

experiencer

event ltransitive]

i

(£ XK E%

Figure 7. DAG of it Xk RE &

3.2.3. Delete operation
Example (18-a): They lived a happy life.

The source DAG is shown in Figure 8.

cat [ feann theme

event  [tramsitive] they live

entity ife happy

Figure 8 DAG of They lived a happy life
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Live in English is transitive while "# 3" in Chinese is intransitive, so the "life" must be deleted in

target DAG. So the lexical entry of "live" is as follows:
lex(live,v,_,[is(head_of(theme):lex, "life")],
[raise(theme:mod),delete(theme),modify(f:transitive,f:intransitive)]

A7),

Executing the delete operation, we will get the new DAG as Figure 9.

cat featur] mod

event [intransitive]

ed EE Rtk

Figure 9. DAG of 441 & 7613k Pe 4

3.2.4 Relative Clauses

Many relative clauses begin with a relative pronoun. The relative pronoun can acts as the
subject or object in the relative clause, which always influences the translation of a sentence. In
following, we will discuss the translation of relative clauses using the proposed mechanism. We
will consider the two kinds of relative clauses, defining and non-defining relative clauses.

3.2.4.1 The translation of Defining Relative Clauses
Dcfining relative clauses explain which person or thing you are talking about. For example, if you

say 'the teacher’, it might not be clear who you mean, so you might say, 'The teacher who taugit
me English married yesterday'. In this sentence, 'who taught me English' is a defining relative
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clause. Defining relative clause is a kind of quantifier, so the whole sentence should be translated

as BAXEXGABEER » EREHKRT

3.2.4.2 The Translation for Non-defining Relative Clause

Non-defining relative clauses give further information which is not needed to identify the person,
thing, or group you are talking about. For example, 'The teacher, who taught me English, married
yesterday' should be translated as 'FR{E K Ff » R &K XX » EAE T Here 'who taught me
English' is only the added information, so we can take advantage of the topic-comment
construction of Chinese, treat it as a comment in Chinese sentence and place it after the
topic/subject.

Another important issue is the translation of the relative pronoun itself in non-defining relative
clauses. For example, 'T like English, which is an interesting language' should be translated as
"REBA X ) EXEMAABRES . The relative pronoun 'which' refers to the preceeding

object 'English' and often appears in non-anaphoric form in Chinese.

3.2.4.3 The Informations in Lexicon

We can then encode the above informations about the translation of relative clauses in lexicon as

following.

lex(who, ip, _,[1,[1,3)

lex(who, p, _,[with(d_rel)],[delete],_)

lex(who, 1p, _,[with( 1 ,subj)],[delete,modify( 1 ,comment),raise( 1 ),
insert_f( 1 ,topic)],_)

lex(who, 1p, _,[], [modify( 1 ,comment),raise( 1) ], ~(1 :head:lex))

The "1 ' sign means the upper level (parent node) of current node.
By these lexical transfer rules, the following English intermediate representation can be transferred

to appropriate Chinese intermediate representation and then turn into suitable translation. For
example:
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[cat:event, f:[transitive],
agent:[cat:entity f:[defining(non-defining), (subj)],
head:[cat:n,lex:teacher],
mod:[cat:event, f:[transitive],
agent:[cat:rp,lex:who],
head:[cat:v,lex:teach],
receipent:[cat:pro,lex:I],
theme:[cat:n,lex:English]]],
head:[cat:v,lex:marry],
time:[cat:n,lex:yesterday]]

cat feafures

event transitive

entity [defining teacher
(non-defining),  cat
(subj)]

cme

event (ransitive who English

Figure 10. The DAG of English relative clause
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cat fea

entity defining % FF
cat,

event (ransitive

cat
entity non-defining % B

event transitive

H & %X
Figure 12. The DAG of Chinese non-defining relative clause

3.3 How to Deal with Special Constructions

In addition to processing structure mismatches problem, our lexical transfer rules in lexicon can

also deal with lexical influences on constructions that we described in Section 2. To consider the

sentences (19-a), She sang sadly, and (20-a), She sang that song well, the default structure

building rule in our Chinese systemic grammar specify that the adverb should be located before
verb, such as sentence (19-b),b & 4% H.*g 3. But this default rule is not suitable for the case of
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(20-a), because (20-b), k4R 45 1,78 %, is inappropriate. Let us consider the lexical entries for the

adverb "well™:

lex(well,adv,_,[], [insert_f(post_mod)].fg43).

The condition list is empty, so the transfer action in transfer rule list will be fired, inserting feature
post_mod in current level in DAG. Using this new DAG to generate Chinese sentence, we will get
modifier into the right position, such as (20-b), j g & *g /F &5

Similarly, Let us examine the sentences (21)-(24). Whether an English sentence with passive voice
should be translated into bei_construction in Chinese or not is determined by the attributes of the
Chinese head verb. So the lexical entries for the verbs "steal” and "publish" are as follows :

lex(steal,v,_,[with(passive)],[insert_f(bei)].4y).
lex(publish,v,_,[with(passive),has(agent)], insert_f(shi_der), & ig).
lex(publish,v _,[1,[1, Bg)-

As we mentioned in the previous section, since the verb "#y" has the attributes of adverse and
disposal, we will generate bei-construction (3 5 4)) for the passive sentence.

Besides structure changes caused by lexical items, selection of suitable target words has been
problematic in MT. For example, the negative forms in English can be translated into different
target expressions, sometimes depending on the target word of what item be negated. So we need a
lexical transfer rule to decide what negative form to use in surface genération phase. Consider the
lexical entry of adjective "valuable" :

lex(valuable, a, _, [with(negative)],[insert_f(mei)], 45 {§ 1) -

In the surface generation phase we will generated ";X" as default negative form based on the
syntactic and semantic analysis on the word "valuable". But the equivalent Chinese word
containing the head "4, so it is necessary to replace "J<" with ";§ " in lexical transfer phase,
otherwise, the negative form is inappropriate in Chinese.

4. Conclusions

4.1 Summary

210



Existing transfer-based MT systems, deal with all the differences of the two languages in one
complex transfer phase [Chen 1988 b.], In this paper we present an approach that only deal with
lexical idiosyncrasy using an active bilingual lexicon in transfer, to minimize the complexity of the
transfer unit and ease the task of retargeting of a translator. It is a mixture of the interlingua and
transfer approach [Tsutsumi 1991]. Let us discuss the advantage of this approach over the
conventional transfer method in the following.

Our idea is similar to [Alonso, 1990], in making the intermediate representation as universal as
possible based on case grammar [Fillmore, 1971],[Tang, 1975],[Huang and Wang 1988_]. But this
representation deviates from the interlingual approach in that it does not include a universal
representation for lexical items [Nirenburg 1990]. For the characteristic of Interlingua, our system
guarantees the independence of analysis and generation grammars, which is a basic requirement for
practical multilingual MT systems, and at the same time, minimizes the size and complexity of the
transfer modules, by using a bilingual lexicon.

Using this approach, we intend to achieve the following goals:

(1) The transfer module for a language-pair is reduced to the bilingual lexicon. The global
syntactical reorganization is dealt with using a generator with an explicit grammar of the target
language [Kuo 1989 ,Chen 1990 and Liao 1990].

(2) The source language analysis module is target-language independent.The analysis module
produces an intermediate representation as output which is as interlingua as possible.

(3) The target language generation module is based on an explicit grammar which is completely
source-language independent.

4.2 Future Work

Our system can be improved in the following respect:
(1) Extending the scope of the grammar : The grammar used in our system does not have a
very large scope. We feel that the inclusion of the following is most urgent in improving translation
quality:
1. Interogative sentences: Question word questions.

A-not-A question.

Particle question.
2. Serial verb construction.



3. Nominalization.
Besides, some existing parts should also be extended, such as arrangement of various cases in
different type of sentences and selection of conjunction.

(2) Implementing macros in transfer rules : we can further define macros to represent the
relative tests and actions for transfer. It can minimize the size and ease the maintainence of the

transfer modules.

(3) Using corpus to train transfer rules : we plan to use a large English-Chinese bilingual
corpus to train transfer rules stochastically. In this way, we hope to ease the work of analyzing and
formulating transfer rules between these two languages.
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Abstract

This paper describes a method for the generation of a coherent and
continuous Chinese text from an inference tree. We argue that it
is important to include information of rhetorical relations as part
of the knowledge representation scheme in a rule-based expert
system shell, in order to facilitate text 4generation of the

inferred relationships. Applying the Rhetorical Structure
Theory (RST) defined by Mann and Thompson([5,6], a set of rhetorical
relations for Chinese rule-based inferencing is proposed. We

observe that the rhetorical structure for an inference tree will
be transformed after the inference tree is reasoned(or proved) by
an expert system. Rules governing such transformation are derived.
We also give an algorithm that can systematically generate multiple
sentences of coherent Chinese text on the basis of the transformed
rhetorical structure involving conjunctively and disjunctively
conjoined constituents in Chinese.

1. Introduction

Natural language text generation (NLTG) can be viewed as a
decision process, which determines what information to
communicate, when to do it, and which syntactic structures and
words might best express the author’s intent. Generally speaking,
NLTG can be divided into two stages, the strategic stage and the
tactical stage (7]. Given a set of communicative goals, the
strategic stage determines the content and structure of the
discourse. At this stage, relevant information to be included in
a text is determined, discourse strategy to control of the order
information in the text is selected, and focus mechanism isused to
monitor the progress of succeeding utterances so that the text can
be easily understood.



On the other hand, the tactical stage uses a grammar and
dictionary to realize in some natural lanquage a single utterance
produced by the strategic stage. An utterance can consist of one or
more related propositions, which, in turn, corresponds to one or
more simple sentences(or clauses) in the text. It is recognised that
generating multiple sentences for a text is far more difficult than
that of a single sentence, as the text generator must tackle such
problems as pronominal reference and the use of conjunctions in order
to produce a coherent and rhetorically sound text.

This paper addresses the tactical problem in Chinese text
generation, where an utterance is represented by a proof tree of a
rule-based expert system, as defined below.

Generally speaking, an expert system is a computer program that
is capable of reasoning and arriving at conclusions based on the
knowledge it possesses. A rule-based expert system represents
knowledge in terms of facts and rules. Facts are permanent or
temporary knowledge that is unconditionally true. On the other hand,
rules represent knowledge in a form that can be used for inference.
Specifically, in a rule-based system, knowledge is represented as a
series of "If-Then" rules based on propositional or predicate logic.
In this paper, we are interested in two types of rules, namely, the
AND rules (Conjunction) and the OR rules(Disjunction) as shown below.

Q M Pi AND P,
Q :-= P, OR P,

Rules can be combined with facts to deduce new facts or arrive
at conclusions. This process is known as inference. We can view
an inference as a process of constructing a tree structure whose
nodes are the clauses used in rules and whose branches are arrows
connecting the clauses. When an AND rule is encountered, we have
an "AND node". Otherwise, we have an "OR node". The branching in
such a tree reflects the structure of a set of rules used in an
inference. The tree so constructed is referred to be an AND/OR
inference tree.
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Fig. 1 shows an AND/OR inference tree (IT) for a set of rules
in a knowledge base of some expert system.

W
W:-2Z2ZO0RV
Z :-= XBAND Y
Y :=Q
v V :- U
U :~ R AND S
U
*
R S

Fiqure 1

A proof P is an association of either the value True (T) or
False (F) with each node of IT in such a way that all the rules in
IT are not violated. A proof tree is an inference tree with an
associated proof.

Our problem is to derive an algorithm that generates a paragraph
of coherent and rhetorically sound Chinese text for a given proof
tree. Our concern in this paper is not on how to generate an
isolated Chinese sentence[2]. Instead, we are mainly concerned with
clause concatenation, conjunctions and related issues of form and
function in generating multiple-sentence Chinese text [1,6].

2. RST Analysis of AND/OR Rules

2.1 Review.of Rhetorical Structure Theory
Rhetorical Structure Theory (RST) provides a theoretical basis

for computational text planning and generation [5,6]. RST describes
a text by assigning a rhetorical structure to it. Specifically, a
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rhetorical structure represents a text as a tree, whose terminal
nodes represent independent clauses appearing in the text, and
non-terminal nodes represent instances of rhetorical relations, also
called "schemas”, which indicate how a particular unit of text
structure is decomposed into other smaller units. Fig. 2 shows a
generic rhetorical relation.

Relation
Name

i —

Nucleus Satellite Satellite

Fiqure 2

There are two or more text spans covered by a rhetorical
relation. The text span pointed by a vertical line labeled with the
relation name is called the nucleus, while the other spans are
called satellites. A rhetorical relation can be symmetric or
asymmetric. In a symmetric relation, functions of all the spans are
of equal importance, but in an asymmetric relation, one span is more
essential to the text than the other. The prominent and essential
core span is the nucleus, and the other spans the satellites. The
identity of the nucleus is part of therelation definition.

As pointed out by Mann and Thompson [6], the set of rhetorical
relations is reasonably stable for any particular purpose, and they
are, to certain extent, language-specific and culture-specific.

2.2 Rhetorical Relations for Rule-based Inferencing

As pointed out in Section 1, we are interested in two kinds
of rules in a rule-based expert system, i.e. the AND rules and the
OR rules. Without loss of generality, we assume that the rule body

of an AND/OR rule consists of no more than two predicates.

To define a set of rhetorical relations for AND/OR rules, we
propose that each rule should be represented as a two-level
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rhetorical structure as shown in Fig. 3.

Pianzheng
Q
Lianhe *
P1 PZ
Fiqure 3

In Figqg. 3, the wupper rhetorical relation corresponds to the
logical implication in a rule, and the lower rhetorical relation
corresponds to the conjunction or disjunction of the two predicates
that constitute the rule body. The set of rhetorical relations that
can be wused in the former shall be called Pianzheng relationship
( {RIERBA{% ) and those used in the latter Lianhe relationship ( &

BAfR ) -

Pianzheng relationship for a rule can be one of the following
rhetorical relations:

1. Sufficient condition ( {REXFBH{% ) : This rhetorical relation
applies to a rule whose body is the sufficient condition of its head.
In Chinese, this relation is indicated by a pair of discontinuous
constituents in a conjunction, e.g." I8 ..... FHF .....".

2. Necessary and sufficient condition ( {E{4Ri{% ) : This
rhetorical relation applies to a rule whose body is both the
necessary and sufficient condition of its head. In Chinese, this
relation is indicated by the discontinuous conjunction, e.qg.

A eeene Foaennlt

Both of the above rhetorical relations are asymmetric relations,
where the text span corresponding to the head of a rule is the
nucleus, while the other span corresponding to the body of a rule
is the satellite.
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On the other hand, Lianhe relationship for a rule includes the
following rhetorical relations:

1. Disjunction ( ##EBH{% ) : This rhetorical relation applies
to the rule body of any OR rule. This is a symmetric relation. 1In
Chinese, this relation is indicated by the discontinuous conjunction,

e.g. "ERFE e HEF ....".

2. Conjunction ( ¥ %IBA{% ) : This rhetorical relation applies
to the rule body of an AND rule, where the two constituent predicates
are semantically related. This is also a symmetric relation. 1In
Chinese, this relation is indicated by the discontinuous conjunction,

€ege "B coveer —FE eoeeee"s

3. Progression ( JRMERH{R ) ¢ This rhetorical relation applies
to the rule body of an AND rule, where the two constituent predicates
are semantically related but one is more prominent and essential than
the other. This is an asymmetric relation. 1In Chinese, this relation
is indicated by the discontinuous conjunction,

e.g. "N e HH cee..l".

To facilitate text generation, each AND/OR rule in the knowledge
base will be associated with two tags, denoted as {TAGl, TAG2}, where
TAGl indicates Pianzheng relationship and TAG2 indicates Lianhe
relationship. If the rule body has only one predicate, TAG2 will be
left blank.

2.3 Rhetorical Structure for Inference Tree

It is a straightforward procedure to construct a rhetorical
structure for an inference tree. Every node of an inference tree
always corresponds to some AND/OR rule with an associated rhetorical
relationtags, {TAGl, TAG2}, as discussed in Subsection 2.2.

Starting at the root node N of an inference tree, we replace N
by the two-level rhetorical structure shown in Fig. 3. The upper
vertical line is labeled with TAGl and the lower vertical line TAG2
of the rule corresponding to N. The nucleus span of the upper
rhetorical relation 1is labeled with the head of the rule, which is
the same as the predicate associated with N. The two spans of the
lower rhetorical relations are connected to the 1left daughter and
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the right daughter of N. The rhetorical relation indicated by TAG2
must be used to determine which daughter of N 1is connected to the
nucleus span and which to the satellite span. Then, consider the
left subtree of N, followed by the right subtree of N, using the
same procedure above to replace their root nodes by the appropriate
rhetorical structures. This procedure continues until all the nodes
of the inference tree are exhausted.

3. Rhetorical Structure Transformation

Given the following rule with the associated rhetorical
relations:

Q(X) := P;(X) BND Pg(X) { Sufficient condition , Progression }

Let P, stands for the clause " I #FEAETLMALSL "
P; stands for the clause " iR B HH(LIEE » ,
Q stands for the clause " BEWA/LFEKRIL " .

Furthermore, assume that X stands for some country.

Using the proper Chinese conjunctions for the associated
rhetorical relation, we can generate the following text from the
above rule. Note that in all the texts followed, conjunctions that
are used to link clauses within a single sentence or across multiple
sentences are underlined. How the texts are generated will be
discussed in Section 4.

ME—ERENERAELSZHANL, MBRSBEMACREE, BRZEE
ERAICRERT) ©

It is known that P, and P; for country A are both true. Aafter
inferencing, it is deduced that Q is also true. This inferred result
can be stated by the following text:

AEARZNMERAESZHAN, MEREBMCEE, RLUARE
ERNILREKI ©

The rhetorical relations associated with the above text stated

in the same format as a rule should be { cause and effect ( X B Ei{%
), progression }. .
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On the other hand, if it is proved that P, is true while P, is
false for country B, we can no 1longer use the previous rhetorical
relations to generate an easily understood text. Instead, the
inferred result should be generated using another rhetorical relation
combination{ possible effect( s SRK R RBI{% ), concession( E*IBI{FZ )}
so that proper Chinese conjunctions and order of clauses can be
determined. Note that since the premise of the rule is found to be
false, we can infer that the conclusion is probably false. The

generated text is:

REBEFKEKFESEMARERE, B, RRABRAEZHANL, BEER
ERNMCRRLATERL) ©

From the above discussion, we observe that : (1) Rhetorical
relations are essential to select different conjunctions for clause
linking and to determine the order of clauses in the text generated,
and (2) the rhetorical relations associated with a rule can be
changed after that rule is reasoned by an expert system.

3.1 Transformation of Rhetorical Relations

In the previous subsection, we have observed that the
rhetorical relations associated with a rule will be transformed
after that rule is reasoned by an expert system. The rules governing
such transformationare described in Table 1 and 2.

after Satellite Satellite
before is true is false
sufficient cause and possible
condition effect effect
necessary and premise and premise and
sufficient condition condition
condition

Table 1 Transformation rules for Pianzheng relationship
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after If P, and P, If one is
are both true true and the
before or both false other is false
disjunction conjunction adversativity /
concession
conjunction conjunction adversativity /
concession
progression progression adversativity /
concession

Table 2 Transformation rules for Lianhe relationship

In Table 2, if the truth values of P; and P, are different, the
transformed rhetorical relations, namely, adversativity ( ###TEH{% )
or concession is applied to the whole rhetorical structure of a rule,
not only the rule body. Furthermore, there is a mutual duality
property between this pair of rhetorical relations as discussed in
the following subsection. ’ ‘

3.2 Transformation Rules for concession and adversativity

Concession and adversativity are good examples that different
text can be generated for the same piece of information. These two
rhetorical relations occur when, after reasoning, the truth value of
P, and P, are found to be different for an AND/OR rule. The
rhetorical structure of the inferred result can be represented in
one of the two forms shown in Figq. 4.

Choosing which rhetorical structure of Figq. 4 depends on

whether the rule is an AND rule or an OR rule, as well as the truth
values of P, and P;, as shown in Table 3.
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Pianzheng adversativity
e I ——— ]
P1 P.l
concession Pianzheng
Pe Q Pe Q
(a) Rhetorical structure (b) Rhetorical structure
with concession with adversativity
Fiqure 4
Rule Type P, P, 0 Rhetorical Structure
AND F T F Use Figq. 4(a)
AND T F F Use Fig. 4(b)
OR T F T Use Fig. 4(a
OR F T T Use Fig. 4(b)
Table 3
Example 3.1

Given the following rule with the associated rhetorical
relations:

Q(X) := Py (X) OR Py (X) { sufficient condition, disjunction}

Let P, stands for the clause " T.&B@& "
P, stands for the clause " #{E{% "

Q stands for the clause " 4 iE/KUEW] LIHEIF S K "
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Fig. 5(a) shows the rhetorical structure for this rule, and the
corresponding text generated using the appropriate conjunctions.

After this rule is reasoned by an expert system, it is
discovered that P, is true and P, is false. Using Table 3, we can
transform the rhetorical structure of Fig. 5(a) to that shown in

Fig. 5(b) or 5(c).The texts for Fig. 5(b) and 5(c) are also given.

sufficient condition

_—— =
Q
disjunction ’
text: IIRNFT RS, REWHEIE,
— = R A 18 AR HE W] LIME R & K o
P1 P2

(a) Rhetorical structure for an OR rule with text

cause and adversativity
effect
J 7\____ A-—
P, P,
concession cause and
effect
I e
P, Q P, Q

text: B TR&, MILUMEMES text: HRWMENE, HEILRS,

&, BB AR LM RS PRV IS KB SR T LAME R
PN K o
(b) Transformed rhetorical (c) Transformed rhetorical
structure with concession structure with adversativity
Figure 5
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3.3 Rhetorical Structure for Proof Tree

Using the transformation rules developed above, we can generate
many different rhetorical structures ( accordingly, generate
different texts) for the same inference tree, each corresponding
to a different proof. Further, even for the same proof, the
rhetorical structure generated is not unique. This non-uniqueness
property is due to the followings. Firstly, for any symmetric
rhetorical relation, we can randomly select one clause to be the
nucleus and the other to be the satellite. The resulting rhetorical
structure will be different.

Secondly, as discussed in Subsection 3.2, we can select either
~concession or adversativity to express an inferred rule. This

non-uniqueness property of text generation allows us to select a text
to be generated according to designated optimization criteria, or
writing styles. Text selection and optimization will not be addressed
in this paper.

We adopt the following deterministic top-down procedure to
transform a rhetorical structure for an inference tree, given a proof.
Starting at the root of the rhetorical structure, every step of the
transformation takes a two-level rhetorical structure, corresponding
to a rule in the original inference tree, and applies to it the
transformation rules presented in Subsections 3.1 and 3.2. The
transformation should preserve the structure of the original
rhetorical structure as follows: (1) If the transformed rhetorical
structure includes the concession or adversativity, then the
satellite span in the bottom 1level of the original rhetorical
structure will become the satellite span in the top level of the
transformed rhetorical structure. (2) For the other rhetorical
structures, the transformation should preserve the original identity
of nucleus and satellite spans. See Fig. 6(a) to 6(c) for an example.

4. Chinese Text Generation for Rhetorical Structure
4.1 Rhetorical Relations and Chinese Conjunctions
Two or more simple sentences (or clauses) can be linked to form

a compound or complex sentence by means of suitable conjunctions. Let
x and y be a pair of discontinuous constituents in a conjunction, and
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necessary

and
sufficient
,.—”’x
Q
conjunction
_ |
sufficient sufficient
/—\
P 1 P 2
disjunction conjunction
—
R, Rg Rjs Ry

Fiqure 6(a) Rhetorical structure for an inference tree

premise
and
condition
Q
conjunction
cause and |- cause and
effect effect
T~
P1 P2
conjunction conjunction
=
R; Re Ra R,
Fiqure 6(b) Rhetorical structure for the inference tree

shown in Fig. 6(a) with an associated proof =
{(Rs,T), (Rg,T), (Ra,T), (Rq,T), (Ps,T),
(Pz,T), (Q,T)}
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adversativity

=l

adversativity premise and
condition
Ry Q
cause and possible
effect effect
[ o —
Ry P, Ry
concession
— T~
Ry Pg

Figure 6(c) Rhetorical structure for the inference tree
shown in Fig. 6(a) with an associated proof =
{(Ry,F), (Reg,T), (Ra,F), (Re,T), (P(,T),
(Pz,F), (Q,F)} :

A and B be two clauses. Then, to join A and B together, we can use
either one of the following two formats:

Format 1: xA, yB
Format 2: a, yB

In Format 2, there is the omission of the first discontinuous
constituent in the conjunction, associated with the first clause
(which is wusually the satellite span in an asymmetric rhetorical
relation ). Generally speaking, with few exceptions, it is
grammatically incorrect in Chinese to omit the constituent associated
with the second clause (which is usually the nucleus span). Omitting
both constituents will wusually make the meaning of the resulting
sentence logically ambiguous.

Mapping from the rhetorical relations discussed in Section 3
to their corresponding Format 1 or 2 of the generally paired
conjunctions are given in Appendix A. Note that this mapping is
a one to many mapping.

228



4.2 A Chinese Text Generation Algorithm for Rhetorical Structure
A rhetorical relation (RR) can be represented by:
RR_Name (Satellite, Nucleus).

A rhetorical structure (RS) can be defined by its root
rhetorical relation, whose two spans are themselve s rhetorical
structures. We denote the rhetorical structures connected to the
satellite and the nucleus RS_Satellite and RS_Nucleus respectively.

Therefore,
RS = Root_RR_Name ( RS_Satellite, RS_Nucleus)

This definition of rhetorical relation can be applied
recursively until a terminal node is reached. 1In that case, the RS
is set to be the clause p associated with that node. Furthermore,
if p is assigned a truth value according to a given proof, then the
RS is set to be p (for True) or -p (for False) accordingly. For
example, the transformed rhetorical structure shown in Fig. 6(c) can
be represented by:

RS1 = adversativity(adversativity(-R,,cause and effect(R;,P,)),
premise and condition(possible effect(-Rj;,concession(R4,-P:)),

-Q))

The above list representation for a rhetorical structure will
be the basis of the following text generation algorithm.

1. The 1list representation is processed in a left-to-right
order. Scanning from the left,when the first relation is encountered,
its relation name is used to search the conjunction table shown in
Appendix A. If the first argument of this relation is a simple
predicate, then a Format 1 conjunction pair is selected, otherwise,
a Format 2 conjunction pair is selected. Note that the first
constituent of a Format 2 conjunction pair is always absent.

2. Drop the relation name and the corresponding parentheses.
Append the first conjunction to the first argument(i.e. the satellite
) of this relation, and the second conjunction to the second argument
(i.e. the nucleus).
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3. Punctuations are assigned according to the following rules:

a. If the first argument is a clause, then insert a comma
after the first argument.

b. If the second argument is not a clause, then insert a
comma after the second conjunction.

c. Insert a fullstop after the second argument, if no punc-
tuation has been assigned to this position.

4. Repeat Steps 1 to 3 until there is no more relation name and
parentheses left in the generated text.

Using this algorithm, we obtain the following text for RS1.

B9 -Ri, {HE, AR Rer FTLMNIR Pro AW, HF -Ra, Hitk,
B{# Ra, KIE{HIR -Peo HILHESR Qo

5. A Method for Chinese Text Generation for Inference Tree

To generate a coherent and rhetorically sound Chinese text for
a given proof tree (i.e. an inference tree with an associated proof),
we have to carry out the following steps:

1. Generate the rhetorical structure for the inference tree.
2. For each terminal node ( corresponding to a predicate of
the inference tree) of the generated rhetorical structure, associate

its corresponding truth value from the given proof.

3. Transform the rhetorical structure with the associated truth
values to a new rhetorical structure using the transformation rules
discussed in Section 3.

4. Generate a Chinese text for the transformed rhetorical
structure using the algorithm presented in Section 4.2.

We use the following example to illustrate the above method for
Chinese text generation:
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Example 5.1

Given the following three rules and their corresponding rule
texts.

rule 0: Q :- P, AND P, { necessary and sufficient condition
, conjunction }

RE%X—-EASHES, W EEEE, I T\mEHASHE -

rule_1: Py, :- R, OR Rg { sufficient condition, disjunction}
MR—-EAREZESR, XEFLEH, BRMUSHS o
rule_2: P; :- R; AND R, { sufficient condition, conjunction}

WME—EARERE, LK, B RMBBHEE o

Fig. 7 shows the inference tree for the above rules. We are
required to generate a paragraph of Chinese text for the following
purpose.

BEHE=RF, EALEE, REEE, KX, FHRYPR=ZMARK

To denerate the required text, we have to carry out the 4 steps
shown above.

1. The inference tree is replace by its corresponding rhetorical
structure shown in Figq. 6(a).

2. According to the requirement stated above, the inference tree
is reasoned by the expert system and the following proof is obtained.

Proof = {(R,,T), (Re,T), (Rs,T), (Ra,T), (P:,T), (P,T), (Q,T)}

3. The rhetorical structure of Fig. 6(a) is transformed to a
new rhetorical structure shown in Fig. 6(b).

4. The Chinese text generated for the transformed rhetorical
structure is as follows.

SRR T AR, LFLEN, RIS o BB, i—HEREHEE,
—HERE, EMMEFEE o HILHERMERIARKE -
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Q : X BEH ABGEK
P, : X Sug Pe 3 X fRyfz£

R : X BJH  Re : X MEEM  Ra: X WHME R : X kg

Fiqure 7

Example 5.2

For the same inference tree shown in Fig. 7, we are required to
generate another paragraph of Chinese text to describe the

followings.

EHMEMKE LR, FLEH, ARE, KX, FHUUFHMHRR -

To generate the required text, we carry out the 4 steps as
before. )

1. The rhetorical structure of the inference tree is the same as
before.

2. According to the requirement stated above, the inference tree
is reasoned by the expert system and the following proof is obtained.

Proof = {(RilF)l (Re,T), (R3,F), (Rle)l (PIIT)I (PZIF)I (QIF)}

3. The rhetorical structure of Fig. 6(a) is transformed to a new
rhetorical structure shown in Fig. 6(c).

4. The Chinese text generated for the transformed rhetorical
structure is as follows.

BERFINEAE LR, HE, ARFERLEE, MUSHINRE - R, HRA
f)\dl;gf;%, R, BifEfhZRZE, EXKIKDERAZE - BROBFLFES
& X
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6. Conclusions

Traditional study of knowledge representation emphasizes the
impact of a representation on the process of inferencing, and
disregards its effect on text generation. However, as pointed
out by Mann and Thompson, "the relations of RST reflect a set of
distinct kinds of knowledge that are given special treatment in text
generation. It is therefore essential to represent these in the
knowledge notations underlying a general text comprehender or
generator." [6] Therefore, we propose in this paper a way of
including information on rhetorical relations as part of the
knowledge representation scheme in a rule-based expert system shell.
By means of this rhetorical knowledge, this paper describes a method
to generate Chinese text for proof trees which are the results of
inferencing carried out by a rule-based expert system.

This study is the outgrowth of a research project which attempts
to design and develop an automated Chinese text abstraction system
(ACTAS) using a human-machine co-operative approach [8]. Inshort,
ACTAS operates according to the followings. Information concerning a
designated text is first digested by ahuman informant, who will then
interact with ACTAS by means ofanswering a series ofquestions, which
ACTAS automatically generated, with the assistance of a domain
knowledge base and an inference engine, in order to acquire knowledge
on the significant facts and the flow of argumentation in the
original text. This acquired knowledge, or the abstract of the
original text, is represented in the form of a proof tree in ACTAS.
This proof tree is then transformed into a paragraph of rhetorically
sound and easily understood Chinese text using the wethod presented
in this paper.
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Appendix

A. Conjunction Table

Note that

only

selected conjunction-pairs are included for

each rhetorical relation in the following table.
exhaustive listing.

This is not an

Rhetorical Conjunction-pair
Relation Format - Remarks
1 2
. LIS i S
sufficient
condition 1 183 Bk (a)
®E it
necessary = g
and
sufficient 1 i) ¥ (a)
condition
B A X
) 3P Fr LA
WS i
cause
and — i (b)
effect
2 - | #m
- LB
1 BERR AR
premise ——— B HESS
and
condition 2 —— u] B
—--- B 2
. e SR HE
Bt SR SR
adversat-
ivity - B2 (c)
2 —- | nm
- e
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Rhetorical : Conjunction-pair
Relation Format ) . Remarks
A& LRSS
HER )
concession 1 F;E B
B 13 94
% 9% T
Bx T 3z
1 —75W | B
conjunction — -
. ——== [F] B¥
——== ik
disjunction - il il
2 ——== ®E
. AR LN mA
T~ R HE
progression ——— AE T
2 ——=- HERN
o ThER
Remark

(a) This rhetorical relation will not appear in any transformed
rhetorical structure.

(b) Possible effect will use the same conjunction pair, except
that the clause of its nucleus span should include such adverbs as X

ﬁl k;ﬁl FIﬁE, é’y—’iﬁ etc.

(c) The clause of the nucleus span of the Pianzheng relationship
that 1is coupled with this rhetorical relation should include such
adverbs as R, B etc.
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ABSTRACT

This paper presents a design and an implementation of a unification grammar for
Chinese. Furthermore the Chinese grammar is designed as a reversible grammar which
serves both parsing and generation. The Chinese grammar is developed under the system
of Trace & Unification Grammar that compiles the grammar into an efficient parser and
an efficient generator. The implementation shows that a set of Chinese grammar rules
used for parsing and generation can be stated elegantly by the unification. Some examples

illustrate how to formulate Chinese sentences by reversible grammar rules.

KEYWORD: Chinese grammar, Reversible grammar, Unification formalism.
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1 Introduction

During recent years there has been a growing interest in NL systems that can be used
for both parsing and generation. The ideas of a unification grammar that allows for a
declarative description of language have made it possible to use the same grammar for
both tasks. The main goal of designing a grammar then is to describe a relation between
normalized (semantic) representations and language strings. If a grammar can be used in

both directions of parsing and generation, we call it a “reversible grammar”.

This paper discusses the design of a Chinese reversible grammar and describes its
implementation in the system ”Linguistic Kernel Processor” developed by Siemens AG,
Corporate Research [3]. It has been tested as one component of a machine translation
system ”Multilingual Conversation Interpreter” which translates dialog-style texts between
any pair of languages among English, German, Chinese and Swedish [2].

The reversibility of a grammar requires consideration of two aspects. One is the different
procedural interpretations of a grammar in parsing and generation. This can be handled
by a mechanism which automatically associates a control interpretation with each of the
two opposite directions of computation (see [12], [11], [3] for detailed descriptions). The
other one is a way how to formulate a natural language sentence by a grammar so that
the grammar can be used both in a process of parsing and in a process of generation. This

paper focuses on the second aspect of designing a Chinese grammar.

The mechanism with which the reversible Chinese grammar is written is the ”Linguistic
Kernel Processor”. It provides natural language grammar writers with a tool for design-
ing a reversible grammar, which serves for both natural language sentence parsing and
generation. The formalism adopted by the “Linguistic Kernel Processor” is a variant of
Unification Gramimar combined with "movement rules” based on Government & Binding
Theory, called “Trace & Unification Grammar” (TUG). A set of Chinese grammar rules
written in this formalism are stated declaratively as context-free productions and PATR-II
style feature equations. Countext-free productions describe the surface structure of Chi-

nese language strings. A mechanism of "movement rules” is built into production rules to
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specify discontinuous dependencies within a language string. Feature equations specify a
relation among features of phrases within a production. Unification is prescribed as the
sole operation on the feature equations to make a bi-directional computation possible. The
equations play roles both in composition of a semantic representation of a phrase from its
children during parsing and in decomposition of a semantic representation of a phrase into
its children during generation. The mechanisms of feature typing, mixing of attribute-
value pairs and Prolog-terms uniﬁcatiom macros, and general disjunctions combine with
feature equations to increase flexibility in information-combining and information pass-
ing, as well as syntactical and semantical composition and decomposition. The written
Chinese reversible grammar is then compiled by the system into a LR parser [13] and a
semantic-head-driven generator [10] to enhance the dynamic performance of the parser
and the generator (See [3] for details of the introduction.) In the following chapters, we
will first give a description of the TUG Formalism, then describe the basic features of the
Chinese grammar and finally give some examples of paraphrases generated by the system

for Chinese sentence inputs.

2 The TUG Formalism

The design of Trace and Unification Grammmar has been guided by the following goals:

e Perspicuity. We are convinced that the generality, coverage, reliability and develop-
ment speed of a grammar are a direct function of its perspicuity, just as programming
in Pascal is less error-prone than programming in assembler. In the optimal case,
the grammar writer should be freed of reflections on how to code things best for pro-
cessing but should only be guided by linguistic criteria. These goals led for example

to the introduction of unrestricted disjunction into the TUG formalism.

e Compatibility to ¢B Theory. It was a major objective of the LKP to base the
grammar on well understood and motivated grounds. As TUG was originally ap-

plied to German and most of the newer linguistic descriptions on German are in the
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framework of GB theory, it was designed to be somehow compatible with this theory

thougl it was not our goal to “hardwire” every GB principle.

e Efficiency. As the LKP is supposed to be the basis of systems for interactive usage
of natural language, efficiency is a very important goal. Making efficiency a design
goal of the formalism led e.g. to the introduction of feature types and the separation

of the movement rules into head movement and argument movement.

The basis of TUG 1s formed by a context free grammar that is augmented by PATR 1I-style
feature equations. Besides this basis, the main features of TUG are feature typing, mix-
ing of attribute-value-pair and (PROLOG-) term unification, flexible macros, unrestricted

disjunction and special rule types for argument and head movement.

2.1 The framework
As a very simple example we will look at the TUG version of the example grammar in [§].

% type definition

s => f.

np => f(agr:agrmnt).
vp => f(agr:agrmnt).
v => f(agr:agrmnt).

agrmnt => f(number:number,person:person).

number => {singular,plural}.

person => {first,second,third}.
% rules
s ---> np, vp |

np:agr = vp:.agr.
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vp --=> v, np |

Vpiagr = v:iagr.

% lexicon

lexicon(’Uther’,np) |

agr:number singular,

third.

agr:person
lexicon(’Arthur’ ,np) |
agr:number = singular,

third.

agr:person
lexicon(knights,v) |

agr:number = singular,

agr:person = third.
lexicon(knight,v) |
( agr:number = singular,
( agr:person = first

; agr:person = second

)

agr:number = plural

There are two main differences from PATR 11 in the basic framework. First, TUG is less
flexible in that it has a “hard” context free backbone, whereas in PATR 1II categories of the
context free part are placcholders for feature structures, their names being taken as the
value of the cat feature in the structure. Second, TUG has a strict typing. For a feature

path to be well defined, each of its attributes has to be declared in the type definition.
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Besides defined attribute-value-pairs, TUG allows for the mixing of attribute-value-pair
unification with arbitrary structures like PROLOG terms using a back-quote notation. This
can be regarded as the unificational variant of the BUILDQ operation known from ATNs. As
an example consider the following lexicon entry of each that constructs a predicate logic

notation out of det:base, det:scope and det:var.

lexicon(each,det) |
det:sem =
‘all(det:var,det:base ->

det:scope)

The usefulness of this feature for the construction of semantic forms will be shown in

the section on the Chinese grammar.

TUG provides templates for a clearer organization of the grammar. The agreement in

the above mentioned grammar might have been formulated like the following;:

agree(X,Y) short_for

X:agr = Y:agr.

s ---> np, vp |

agree(np,vp).

TUG allows for arbitrary disjunction of feature equations. Disjunctions and Conjunction
may be mixed freely. Besides well known cases as in the entry for knight above, we found
many cases where disjunctions of path equations are useful, e.g. for the description of the

extraposed relative clauses!.

114] describes our processing technique for disjunctions.
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2.2 Features

Features are defined at the beginning of the grammar. Features of a noun phrase (np) can

e.g. be defined as:
np => f(semantics:sem, class:npclass, cmw).

By this definition, a noun phrase has three features. The feature semantics carries a
semantic representation of the noun phrase. The feature class indicates a user defined
semantic classification to which the noun phrase belongs, which helps to disambiguate
syntactic structures of sentences. The feature cmw specifies that a designated classifier
(see the discussion of 3.2. 1) is required by the noun phrase. Strict typing is used for the
definitions of semantics and class. In operations on features, values of semantics and class

are restricted to be an element of the pre-defined set sem and npclass correspondingly.

Features are used in grammar rules. The symbol ¢ “:?? is used as an infix operator for
feature indexing. For example, np:class should be read as a value of the feature class of

the noun phrase np.

2.3 Movement rules

Besides these more standard UG-features, TUG provides special rule formats for the de-
scription of discontinuous dependencies, so called “movement rules”. Two main types of
movement are distinguished: argument movement and head movement. The format and
processing of argument movement rules is greatly inspired by [5] and [6], the processing of

head movement is based on GPSG like slash features.

2.3.1 Head Movement

A head movement rule defines a relation between two positions in a parse tree, one is the

landing site, the other the trace position. Head movement is constrained by the condition

)
P
o



that the trace is the head of a specified sister (the root node) of the landing site?. Trace and
Antecedent are identical with the exception that the landing site contains overt material,
the trace doesn’t. Suppose, that v is the head of vk, vk the head of vp and vp the head of
s, then only the first of the following structures is a correct head movement, the second is

excluded because np is not head of vp, the third because antecedent and trace are unequal.

] [s’ v [s [vp
vk ... trace(v); ...1...1...1...]
[¢ np; [s ... [vp trace(np);

vk +-- v ...1...7...]
e np; [s ... [y
vk ... trace(v); ...J...1...7...]

To formulate head movement in TUG the following format is used. First, a head defi-

nition defines which category is the head of which other.

v is_head_of vk.
vk is_head_of vp.

vp is_head_of s.
Second, the landing site is defined by a rule like
s’ -=-=> v+s |

To include recursive rules in the head path, heads are defined by the following head def-
initions. In a structure [y D, ... D,] D; is the head of M if either D; is_head_of M is
defined or D; has the same category as M and either D; is_head-of X or X is_head_of D;
is defined for any category X.

Head movement rules are very well suited for a concise description of the positions of

the finite verb in German (sentence initial, second and final) as in

I}

2Here, “head of” is a transitive relation s.t. if x is head of y and y is head of z then x is head of z.
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Hat; der Mann der Frau das Buch gegeben t;?
Has; the man the woman the book given t;

Der Mann hat; der Frau das Buch gegeben t;
The man has; the woman the book given t;

... daf$ der Mann der Frau das Buch gegeben hat
... that the man the woman the book given has

All that is needed are the head definitions and the rule that introduces the landing

site?.

2.3.2 Argument Movement

Argument movement rules describe a relation between a landing site and a trace. The trace
is always c-commanded by the landing site, its antecedent. Two different traces are distin-
guished, anaphoric traces and variable traces. Anaphoric traces must find their antecedent
within the same bounding node, variable trace binding is constrained by subjacency, e.a.
the binding of the trace to its antecedent must not cross two bounding nodes. Anaphoric
traces are found for example n English passive constructions
s [ip The book of this author]; was read t;] whereas variable traces are usually found
in wh-constructions and topicalization. Similar to the proposal in [5], argument movement

is coded in TUG by a rule that describes the landing site, as for example in

s2 ---> np:ante<trace(var,np:trace), si |

ante:fx = trace:fx,

30n a first glance, one might be tempted to consider head movement. as a speciality of German syntax.

This is not necessarily true, as it can e.g. also be used for the description of English Subj-Aux inversion.
Peter has been reading a book
Has; Peler t; been rcading a book

As to Chinese syntax, the existence ol head movement remains unclear at the moment.
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This rule states that np:ante* is the antecedent of an np-trace that is dominated by sl.
This rule describes a leftward movement. Following Chen’s proposal, TUG also provides

for rightward movement rules. A rightward movement rule might look like this.

s2 ---> sl, trace(var,np:trace)>np:ante |

ante{fx = trace:fx,

The first argument in the trace-term indicates whether the landing site is for a variable
(var) or for an anaphoric (ana) trace. Other than head movement, where trace and
antecedent are by definition identical, the feature sharing of argument traces with their
antecedents has to be defined in the grammar by feature equations (ante:fx = trace:fx,
...). Furthermore, it is not necessary that the antecedent and the trace have the same

syntactic category. This is important for e.g. the rule for pronoun fronting in German

might which can be stated along with rules like the following;:
spr ---> pron<trace(ana,np), s |

The current version of the formalisms requires that the grammar contains a declaration on
which categories are possible traces. In such a declaration it is possible to assign features

to a trace, for example marking it as empty:
trace(np) | np:empty = yes.
Bounding nodes have to be declared as such in the grammar by statements of the form

bounding_node(np).

bounding_node(s) | s:tense = yes.

“The notation Cat : Index is used to distinguish two or more occurrences of the same category in the same
rule in the equation part. :ante and :trace are arbitrary names used as index to refer to the two different

nps.

246



As in the second case, bounding nodes may be defined in terms of category symbols and
features®. Typical long distance movement phenomena are described within this formalism
as in GB by trace hopping. Below is a grammar fragment to describe the sentence Which

books; do you think t; John knows t; Mary didn’t understand t;:

bounding_node(s) .

bounding_node(np) .

sl ---> np<trace(var,np), s
s --=> np, vp |

s ---> aux, np, vp |

np ---> propernoun |

np ---> det, n |

vp --=> v, si1 |
vp ---> v, np |
trace(np) .

The main difference of argument movement to other approaches for the description of
discontinuities like extraposition grammars [7] is that argument movement is not restricted
to nested rule application. This makes the approach especially attractive for a scrambling

analysis of the relative free word order in the German Mittelfeld as in

Ihm; hat; das DBuchy keiner t; 1, gegeben t;. The usefulness of this feature for the

description of Chinese is described in [5] and [6].

3 Description of Chinese

In designing a reversible grammar, it is important to find an adequate description of

linguistic knowledge that we would like to use for both parsing and generation. To accom-

SCurrently, only conjunction of equations is allowed in the definition of bounding nodes.
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plish this, it is necessary to have a grammar formalism be completely declarative and its
interpretation order-independent. On the other hand, grammar rules should be tailored
accurately, not only to provide large coverage for a sentence analysis but also to restrict

overgeneration of language strings.

Concerning the Chinese language, its sentences are less structured than those of western

languages. There are no relative pronouns or inflections. Sometimes, an active sentence
‘

and a passive sentence may share the same surface structure. Compare the following two

sentences:

1. The English sentence “I walked.” has a Chinese sentence equivalence:

wo zou le.

“I walk”
2. The English sentence “The book is bought.” has a Chinese sentence equivalence:

shu mai le.

“book buy”

In these two sentences, correct constructions of the syntactic trees and the semantic repre-
sentations are mainly derived from the lexical semantics within the sentences. Word order
in a sentence can be very flexible, though the average length of a sentence is shorter than
that in western languages. An object without any inflected marker in a sentence is dislo-
cated frequently. To disambiguate syntactic structures and to build up correct semantic
representations, semantic information in lexicon and word orders in sentences play very

important roles.

In the Chinese grammar, features and feature structures are defined for each phrase.
They carry necessary syntactic, semantic and pragmatic information for parsing and gen-
eration. These features are instantiated or passed through feature equations. Furthermore

those feature structure are composed or decomposed level by level by feature equations.
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3.1 A semantic representation

In our Chinese language processing, Quasi Logical Form, which is a contextually-sensitive
logical form language [1], is chosen for the semantic representation of a sentence. Several
sentences with different surface structures may be mapped into the same semantic repre-

sentation. For example, Chinese yes/no questions appear regularly in different sentential

forms:

e ni mai shu ma?
*you buy book”

e ni mai hu mai shu?

“you buy not buy book™

e ni mai shu bu mai?

“you buy book not buy”

e ni mai shu bu mai shu?

“you buy book not buy book”

In the analysis, the samne semantic representation is produced from any of the above four
sentences. In the generation, all of these four sentences are produced from the semantic
representation. A tendency in the analysis of sentences is to discard some information
which is not related to syntactic and semantic representations. In the above case, informa-
tion about certain sentential style in a Chinese question is ignored while the information

is necessary to designate whicli one of the above should be generated.
3.2 Selected examples

3.2.1 Classifiers

In Chinese, when a quantity word is used to describe a quantity of a noun, a classifier which
is also called a count measure word must be inserted in between the quantity word and

he noun. For an English phrase “one book”, its Chinese equivalency is “yi (one n shu
tl F English pl book”, its Cl | “ ben sh

249



(book)”. Here, ben is a classifier associated with a quantity word for describing a quantity
of the noun “shu” (book). For another English phrase “one car”, its Chinese equivalency
is “yi (one) liang che (car)”. Here, liang is a classifier associated with a quantity word for
describing a quantity of the noun “che (car)”. Classifiers vary with nouns. Each classifier
has to match the noun which a quantity word modifies. A selection of a classifier is not

determined by s surface structure of a phrase, but by a lexical item of nouns.

The following fragment of grammar rules is used for parsing and generating a noun

phrase with a quantity modifier.

np ---> cmwp, noun | (1)
cmwp:form = noun:cmw,
np:sem = Cmwp:sem,
cmwp:restr = noun:sem.
cmwp ---> quantity, cmw | (2)
cmwp:form = cmw:form,

cmwp:sem = ‘qterm(quantity:sem,cmwp:restr).

lexicon(yi, quantity)| quantity:sem = 1.

lexicon(ben, cmw) | cmw:form = ben.
lexicon(shu, noun) | noun:sem = shu,
noun:cmw = ben.

Two points can be observed from the fragment of grammar rules.

1. feature passing and equality testing:
In order to enforce a semantic restriction upon a classifier and a noun, we use the
equation “cmwp:form = noun:cmw”, which checks whether a value of the feature form
of cmwp is the same as a value of feature cmw of noun in rule (1). The value of the
feature form of cmwp represents the value of the feature form of cmw. It is defined in
the lexical item “lexicon(ben,cmw) | cmw:form = ben” and is passed to cmwp through

the equation “cmwp:form = cmw:form’’ in rule (2).
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2. classifier generation:
Since a classifier is not coded into the semantic representation, a classifier generation
can not be done with the input semantic representation. The solution in the fragment
of grammar rules is to use lexical information. A value of the feature cmw is found in
a lexical item of noun after the noun is selected. It is then passed to cmw through the
two equations “cmwp:form = noun:cmw” and “cmwp:form = cmw:form”. Some values
which are discarded in a process of parsing but are useful to select a lexical item in

a process of generation can be recovered correctly.

3.2.2 Topicalization

An usual word order of a Chinese declarative sentence is similar to that in English,
that is, subject-verb-objects. Quite frequently, an object can be topicalized. The
topicalized object is preceded by a syntactic marker “ba” (“ba” is called a “virtual
particle” in Chinese) and is placed between a subject and a verb. The English

sentence “I have bought a book.” can be interpreted as:

e wo mai shu le.

(usual): subject_verb_object

e wo ba shu mai le.

(topicalized): subject_ba-object_verb

Overgeneration may arise. The problem is that an object topicalization sentence
is allowed when the verb in the sentence has two objects or an adjunct such as the

’ is not

particle “le” (completed). For instance, a topicalized sentence “wo ba shu mai.’
adequate in daily dialog except in a Peking opera. To overcome the overgeneration, a
feature is set up to detect an appropriate form. The following fragment of grammar

rules shows how the feature play the role.

s -=-> np, vp. (1)
vp ---> db. (2)
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vp ---> ba, np<trace(ana,np:np_trace),db | (3

db:weight = heavy.

db ---> v, np | (4)
db:weight = v:weight.

db ---> v, np, np | (5)
db:weight = heavy.

v ---> verb | (6)
v:weight = light.

v ---> verb, le | (7
v:weight = heavy.

Here, a left movement rule gives the landing site of the np in rule (3). The similar
treatment of the movement transforination has been proposed in [6]. An interesting
point in this grammar rule is that the same movement rule used for parsing a ba-
structure sentence is used for generating a surface structure of ba-sentence. In order
to overcome the overgeneration mentioned above, the feature “weight” is created in a
verb phrase. A value of the feature “weight” indicates the adequate surface structure
that should be generated from a quasi-logic form. When the value of the feature
“werght” is “light”, the possibility of generating a ba-structure is eliminated. Only
when the value of the feature “weight” is “heavy”, a ba-structure can be derived from

an internal semantic representation, that is, a quasi-logic form in our grammar.

4 Using a Paraphraser for grammar testing

In the above system, the declarative content of the Chinese grammar is shared by
both the parser and the generator. The Chinese grammar is compiled dually into a
] . _ _ .
parser and a generator automatically. The parser transforms a Chinese sentence into
a quasi-logic form which we use for our internal semantic representations of languages

in our machine translation system. The generator produces a Chinese sentence from
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a quasi-logic form. We define the predicate paraphrase(X,Y) to show the reversible
computation. The first argument X of the predicate paraphrase is bound to an input
of a Chinese sentence. The second argument Y of the predicate paraphrase is any
output of a Chinese sentence generated from the quasi-logic form to which the input

Chinese sentence is transformed.

?- paraphrase([’wo"~’,’ke"yi’,’bangzhu’,’ni~’,’ma’],0).

SEMANTTIK:

ynqg (ke3yi(bangzhu(qterm(qcat(-,-,ex,sg) ,X, [event,X]),
a_term(ref(_,th,perspron,1,_,sg,_),Y, [personal,Y]),

a_term(ref(_,rh,perspron,2,_,sg,_),Z, [personal,Z]))))

0 = [’wo~?,’ke"yi’, ’bangzhu’,’ni"’,’ma’];

0 = [’wo~?,’ke"yi’,’bu‘’,’ke"yi’, bangzhu’,’ni~’];

0 = [’wo~?,’ke"yi’,’bangzhu’,’ni"’,’bu‘’,’ke"yi’];

0 = [’wo~’,’ke"yi’, ’bangzhu’,’ni~’,’bu‘’,’ke"yi’,’bangzhu’,’ni~’];
no

This example shows how the sentence

¢ wo keyi bangzhu ni ma?

“Can I help you?”

is analysed and is generated from its semantic representation. The generator enu-
merates all possible paraphrases that are covered by the grammar for one semantic

structure.

5 Conclusion

We have discussed some issues in designing a reversible grammar. We have shown

how a reversible Chinese grammar can be designed under the formalism of Trace
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& Unification Grammar. The examples illustrate how some Chinese language phe-
nomena can be handled by the Chinese grammar. There are about one hundred
grammar rules in our current Chinese grammar. It takes 0.2 to 1.2 seconds to parse
and generate a sentence up to 10 words. The result shows that a reversible Chinese

grammar not only is possible but also performs effectively in practical applications.
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ABSTRACT

Phrase structure grammar is one of the most important components in a syntax-oriented
parsing system. However, constructing an adequate PSG is an arduous task. Either the traditional
linguistic approach or the fully automatic inference approach has encountered several difficulties.

Thus, a human-machine cooperative method is suggested in this papér as a better approach.
A statistical tool, Log-Likelihood Ratio, is proposed to enhance the productivity of human
grammar writers. The Log-Likelihood Ratio of co-occurring tags is automatically computed
by the computer to indicate the strength of linear association. The task of linguists is then to
verify the relevance of groupings based on their linguistic knowledge. The advantages of this
approach over other methods are pointed out, and the actual procedures are illustrated by a pilot,
experiment of constructing a Mandarin PSG. The experimental result shows the feasibility of
the proposed approach.

1. Introduction

In a syntax oriented parsing system, parsing usually amounts to consulting a phrase structure
grammar (PSG, hereafter) to check the well-formedness of the input strings and to generate
their corresponding syntactic structures accordingly. Thus, PSG is one of the most important
components of the whole parsing system.

However, constructing an adequate PSG is an arduous task. Traditional approaches resort
only to linguists’ own knowledge, and therefore are extremely labor-intensive and prone to in-
completeness and incoherence in practical large-scale systems. Recently, owing to the advance
of computer technology in providing cheap and fast computational power and the increasing
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availability of machine-readable corpora, corpus-based statistical approaches are gaining preva-
lence in the community of computational linguistics. Plenty of systems propose to use statistics
in their researches, including lexical analysis, category disambiguation, semantic models etc.!
However, as for PSG construction, there are still no satisfactory methods available, neither
traditional nor statistical.

Thus, a statistical tool, Log-Likelihood Ratio, is proposed in this paper to provide clues
for linear association and enhance the productivity of human grammar writers. This approach
intends to incorporate statistical information and linguistic knowledge in order to benefit from
both the simple, objective, consistent characteristics of statistics and the better deductive power
of ready-made linguistic analyses.

In the next section, two previous approaches of constructing a PSG are presented. Their
advantages and drawbacks are demonstrated in detail. Then the Log-Likelihood-Ratio statistic
is introduced. A fully automatic approach based on a so-called Generalized Mutual Information
will also be discussed, with its shortcomings. Finally, the proposed cooperative approach will
be presented. The actual procedures will be illustrated by a pilot experiment of constructing a
Mandarin PSG. The experimental result shows the feasibility of the proposed approach.

2. Previous Approaches

In this section, we will describe two extremely different approaches of constructing a PSG.
Their advantages and drawbacks will be discussed in detail.

2.1 Relying on Linguistic Knowledge Only

This approach has been traditionally used as a dominant way for constructing a PSG. In the
initial phase, the cost of this method is minimal, because no collection of a large machine-readable
database or preprocessing of the database is needed. A few linguists can build a preliminary PSG
of a language in a relatively short time, by incorporating the ready-made theoretical linguistic
analyses of this language. Since well-known linguistic analyses have gone through rigorous
argumentations and been well-tested by lots of empirical data, they provide much insight about
the language and their descriptive power is relatively strong.

However, theoretical linguistic researchers are apt to focus their attention on theoretically
interesting phenomena and sweep the residual problems under the carpet. Unfortunately, theo-
retically interesting phenomena do not necessarily correlate to frequently occurring phenomena
in real texts. Thus, although many aspects of grammatical structure are well-known and un-
controversial, authentic material still includes massive amounts of phenomena which have been

1 See [9], [12], and [16], etc.
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ignored or have not yet received consentient linguistic analyses. Especially in a language like
Mandarin Chinese, where the linguistic phenomena are poorly studied, the contribution of the
ready-made linguistic analyses to the construction of a Mandarin PSG is even more limited.

If ready-made linguistic analyses offer no guidance to the construction of a PSG, linguists
have to work based on their own linguistic knowledge. In most cases, linguists start with a small
set of data which is the basis for the first formulation of the grammar. Then, they gradually
expand the data under consideration, using new data to test their original hypothesis and make
decisions among competing analyses. The grammar is under reformulation until it covers most
of the sentences in consideration. This method works well in theoretical researches or for small
scale systems. However, when the set of data has been enlarged to thousands or millions of
sentences, human simply can no longer successfully handle all the trivial linguistic phenomena,
let alone the complicated interrelations among rules. Consequently, a purely linguistic approach
to grammar construction arouses several problems in large scale systems.

Firstly, the PSG constructed in this way is prone to errors of omission. Human is not good
at managing massive amounts of data. Without the help of the computer, linguists may ignore
many trivial phenomena they do want to cover, and occasional mistakes are also inevitable.

Secondly, no simple and objective measure of the data is available for linguists to make
tradeoffs between the coverage and the efficiency of the PSG. Ideally, a good PSG should define
the class of "all and only" well-formed sentences of the language. But since authentic language
is much more complex than theoretical linguists’ descriptions commonly imply, this goal is hard
to be achieved in practical systems. It may be clearer from what Sampson says : " If the
activity of révising a generative grammar in response to recalcitrant authentic examples were
ever to terminate in a perfectly leak-free grammar, that grammar would surely be massively more
complicated than any extant grammar, and would thus pose correspondingly massive problems
with respect to incorporation into a system of automatic analysis."? That is to say, attempting to
construct a grammar accounting for all constructions in real-life texts is not feasible. Thus, some
"omissions” of data are required. Most practical NLP systems will define the subject domain
and style for their input texts and evaluate the importance of each construction according to the
frequency of its real occurrences. If certain constructions have few occurrences in their domain,
they will be discarded to avoid causing extra-complication of the system. However, without
statistical information as a reference, the tradeoffs are difficult to be made.

Thirdly, linguists in this way do not have a general view of the linguistic phenomena
involved during the process of grammar construction, and therefore modification shall very
likely have to be made on preceding decisions if new data triggers new arguments in favor of a
different solution. But without an objective measure of the real coverage of the PSG, grammar
2 See [12], Chap. 2, 20. '
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writers cannot predict the actual influences caused by the meodification of rules. Back-and-forth
modifications are therefore hard to be avoided because linguists cannot guarantee their successive
alterations of the rules lead to a global enhancement of the whole system. Consequently, the
revision process will be full of back-and-forth operations, and it would be hard to imagine how

the process should ever be concluded.

2.2 A Fully Automatic Approach Based on Grammatical Inference

Opposed to the purely linguistic approach mentioned above, a fully automatic approach based
on grammatical inference has also been proposed. The principle of grammatical inference is to
extract a grammar from a set of sentences, i.e. the sample or the learning set, which generates
a set of sentences containing the sample. This procedure is an important subject in the study
of syntactic pattern recognition because of its automatic learning capability. Several algorithms
have been proposed and discussed.> Potential engineering applications of grammatical inference
include areas of information retrieval, translation and compiling, and artificial intelligence, etc.

Generally speaking, the inferred grammar is a set of rules for describing the given finite set
of strings from L(G), the language generated by G, and predicting other strings which in some
sense are of the same nature as the given set. A model for the inference of string grammars
is shown in Figure 1. A set of sample terminal strings {x;} is fed into an adaptive learning
algorithm, represented by the box in Figure 1, and a grammar G which is compatible with the
given strings is obtained from the output.*

{xi)

Inference
sample

Algorithm

Grammar G

sentences

Figure 1 grammatical inference of string grammars

Thus, it is possible to directly infer a PSG from a set of sample sentences. In doing
grammatical inference, the most popular method is to deduce the grammar in Chomsky Normal-
Form. The Chomsky Normal-Form Theorem states that every context-free language can be
generated by a grammar in which all productions are of the form A — BC or A — a. Here A4,
B, and C are variables and q is a terminal. By the strategy of grammatical inference, a grammar
with Chomsky Normal Form can be automatically inferred from the sample corpus.

At the first step, a set of sentences is selected as the corpus. Then, the corpus is tagged
with lexical categories to reduce the number of terminal symbols of grammar rules. Finally,

Detailed discussions on grammatical inference can be found in [11].
4 See[11] and [17].

260



the inference algorithm is performed by the computer to automatically infer a grammar from |
the tagged corpus.

This automatic approach has some advantages. Firstly, since the inferred procedures are
performed by the computer, it can be proved that the inferred grammar will perfectly cover all
the sentences in the sample corpus.

Secondly, a fully automatic approach can reduce human intervention to a minimum. As
humans are recognized as the most precious, yet most costly, resources in NLP systems, reducing
human intervention will greatly enhance the cost-effectiveness of a system.

Nevertheless, this approach has several serious drawbacks. Firstly, since the the automatic
construction of PSG does not take semantic relevance into consideration, the constituents
constructed in this way are just ad hoc groupings which may not correspond to any traditional
semantic concept. For many applications of NLP, such as text understanding and machine
translation, semantic interpretation is an important process after syntactic parsing. Thus, the
mismatch between the automatically-trained syntactic model and the traditional semantic model
will cause difficulties for human linguists to attach semantic information to the syntactically
analyzed structures.

Secondly, since the syntactic grammar inferred by automatical procedures is dramatically
different from that of standard linguistic researches, the inferred grammar will not be able
to couple with existing linguistic theories and thus to take advantage of the achievements of
linguistic researches. As mentioned previously, most of the linguistic analyses are well-motivated
and well-tested. They are valuable resources for related researches. Thus, it is a mistake to
overlook the value of linguistic information and adopt a thoroughgoing automatic approach.

Thirdly, it is clear that the choice of the initial sample is critical in this approach. If the
sample is too small, since all the rules are acquired exclusively from the corpus, the grammar
may not be able to account for phenomena outside the sample space. But if the size of the sample
is large, the number of inferred rules may become astronomically large and greatly increase the
complexity of processing.

lll. Using Log-Likelihood Ratio to Construct a PSG

As we have discussed, previous approaches for constructing a PSG have encountered several
serious problems. Thus, a statistical tool, called Log-Likelihood Ratio, is proposed in this section
to fertilize the construction of a PSG.
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3.1 What Is Log-Likelihood Ratio

Log-Likelihood Ratio (LLR, hereafter) is a statistic measure of word associations. It
compares the probability of a group of tags to occur together (joint probability) to their probability
of occurring independently.

The bigram (with window size of 2) LLR, also called Mutual Information in the literatures,
is computed by the formula:’

LLRy(z,y) = I(2;y) = log, TD(xP)(i—’Z)(y)

where x and y are two tags in the corpus, and LLRy(x, y) (or I(x; y)) is the bigram Log-Likelihood
Ratio (or Mutual Information) of the two tags x and y (in this order). P(x) is evaluated as
the relative frequency of the number of occurrences of x with respect to the number of total
instances of singletons.

If there is a genuine association between x and y, then the joint probability P(x, y) will
be much larger than the chance P(x)xP(y), and consequently LLR(x, y) >> 0. If there is no
interesting relationship between x and y, then P(x, y) = P(x)xP(y), and thus LLR3(x, y) = 0.
If x and y are in complementary distribution, then P(x, y) will be much less than P(x)xP(y),
and thus LLR2(x; y) << 0.

3.2 An Automatic Approach Using Generalized Mutual Information

In the past few years, Mutual Information has been used in many areas of natural language
processing, and has shown its success in different applications.® Recently, based on so-called
Generalized Mutual Information (GMI, hereafter), an automatic constituent boundary parsing
algorithm has been developed, which can derive a syntactic (unlabelled) bracketing for input
tagged texts. In this approach, the tag sequences are processed using an n-ary-branching
recursive function which branches at the minimum GMI value of the given window. Besides,
for exceptional cases, a distituent grammar is constructed to specify a list of tag pairs which
cannot be adjacent within a constituent.

Unfortunately, this approach has some drawbacks. Firstly, the formula of the GMI is not
theoretically well-supported. It is heuristically expressed as a weighted sum of the Mutual
Information based on the substring of the given context.’

Secondly, as mentioned, the bracketing of sentences in this approach is majorily determined
by the value of GMI. A local minimum suggests the place to bracket. But this way of constructing

For more details, readers are referred to [9].
For example, [6], [7], [8], [9], and [18] have shown that Mutual Information is helpful in their researches.

7 Tnterested Readers are referred to [2] for more details.
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constituents still deviates from that of the standard linguistic researches. Conventionally, linguists
determine the constituency of words not only by the strength of their linear co-occurrences, but
more importantly also by their semantic relevance, or their substitutability and movability. It
should be noted that tags in the same constituents should have higher GMI, but tags with higher
GMI do not necessarily imply they are belonging to the same constituents. For example, verbs
and determiners frequently occur together in sentences, thus the GMI for verb-determiner pair
will be relatively high. However, linguists will never group verbs and determiners into the same
constituent because they do not correspond to.any semantic concept and do not act as a unit in
syntactic operations (€.g. movément). Although the distituent grammar is constructed to make up
this shortcoming, the adequate list of distituents is hard to be defined and is nevertheless source
of inaccuracies.® As a consequence, a cooperative approach which incorporate both linguistic
knowledge and statistical information is proposed in this paper to construct a PSG.

3.3 A Cooperative Approach Combining Linguistic Knowledge and LLR

This approach combines the advantages of the conventional linguistic knowledge-based
method and those of the corpus-based, statistical approach. Firstly, a corpus with lexical tags
is still required. Secondly, the LLR of co-occurring tags is automatically computed by the
computer. The task of linguists is then to decide whether the linearly highly associated tags
are belonging to the same constituents, or to highly associated but distinct constituents. That
is, the grouping of tags indicated by the computer is further confirmed by linguists’ knowledge
about the syntactic constituency.

On the one hand, the advantage of incorporating linguists’ knowledge about constituency is
to eliminate the drawbacks of the automatic construction of PSG, so as to couple the syntactic
model with traditional linguistic analyses.

On the other hand, the advantage of using LLR is manyfold. Although the strength of linear
co-occurrence does not necessarily correspond to the membership of syntactic constituents, a list
of co-occurring tags with their statistical LLR is extremely helpful for grammar writers.

Firstly, the list focuses grammar writers’ attention on really occurring phenomena. Thus,
the PSG constructed in this way will not result from abstract invention of examples, but from
quantifiable facts in the real corpus.

Secondly, the list provides an overview of all the distributional phenomena involved before
linguists start to write the PSG. The list of all co-occurring tags can prevent linguists from
committing manual omissions or errors. The relevant statistical information equips linguists
with a simple and objective measure. The values of LLR highlight the strongly associated tags,

8 The distituent grammar in [2] contains only four rules of two tokens each. And these distituent rules do not

remain accurate in every pass (or level) of construction.
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providing a good set of candidates to form constituents. The values of probability (count) enable
linguists to focus on phenomena which are statistically significant (i.e. with frequent occurrence).

Thirdly, when corpus are enlarged, the tag sequences and their LLR can be automatically
reconstructed and compared with the old ones to show what new phenomena need to be handled
in the PSG. If some modifications of rules should be made, the influences of modifications can
be predicted from relevant statistical information of relevant tag sequences.

This approach, of course, may have some weak points similar to those of other corpus-
based approaches. Firstly, the deduction power of the PSG will be poor with a small corpus.
However, with the increasing availability of machine readable corpora, this kind of capability
can be easily improved by enlarging the corpus. Moreover, if there are indeed well-known
linguistic phenomena which fail to occur in the small corpus, it will be adequate for linguists to
add the corresponding rules to the PSG in order to increase the descriptive power of the PSG
in testing sets. Since the orginal set of constituents has been confirmed by linguists, the manual
addition or modification of syntactic rules is easier to be accomplished.

Secondly, the manual category-tagging process is still too time-consuming. However, with
the aid of computer tools, the tagging process can be more conveniently and systematically
undertaken.’ Besides, once the tagged corpus is constructed, many useful models can be trained
from the same corpus.

IV. Incorporating Linguistic Knowledge and Statistical LLR

In this section, our proposed cooperative approach will be illustrated by a pilot experiment
of constructing a Mandarin PSG. The actual procedures are demonstrated as follows:

4.1 Constructing a Tagset

Appropriately classifying the lexical items and constructing an adequate tagset are important
tasks for the whole tagging process. However, owing to the brevity of this paper, we will not
pursue this issue any further, but simply present our tagset in the Appendix as a reference.

4.2 Tagging the Corpus

The sample sentences of this experiment are selected from computer technical manuals. In
order to retrieve syntactical LLR from this corpus, all the sentences in this corpus have to be
preprocessed. A tag will be associated to each word, representing. the category (part of speech)
it belongs. The LLR will be computed from the tag sequences thus obtained.

% For example, the stochastic tagger proposed in [6] is an automatic tagger.
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4.3 Bootstrapping

Because tagging the corpus is still a time-consuming task, we decided to start our pilot
experiment with a relatively small database (2,000 sentences). In order to reduce the estimation
error for sparse data, a statistical method, called "bootstrapping", is applied before LLR is
computed.!® The bootstrapping method calculates the statistics over much more samples of data
created by resampling from the original database. Each sample is taken independently from the
original sample in order to be fair or representative of the population. In this experiment, 20,000
sentences were randomly drawn with replacement from the original 2,000 sentences to form a
new database. During the sampling process, each sentence has equal chance to be selected. The
new bootstrapping sample ( with total number of 20,000 sentences) serves as the database for
LLR calculation.

4.4 Calculating LLR from the Corpus

After applying the bootstrapping technique, the LLR of tags is automatically calculated with
three different window sizes. The window size parameter allows us to look at different scales.
Enlarging the window size enables linguists to build constituents with more elements. However,
for the sake of reliability, the larger the window size is, the larger the corpus must be. To be
compromised with the size of our database, the window sizes we chose in this experiment are
2, 3, and 4.

The formula of bigram LLR has been presented in section II. Intuitively, the original bigram
LLR measure can be regarded as a measure function for a hypothesis testing problem of two
events. The probability in the numerator corresponds to the event that the observed (z,y) are
generated by a random source in which z and y are generated as an atom. The probability
in the denominator, on the other hand, corresponds to the event that (z,y) are generated by a
random source in which the generation of z and y is independent. By the same argument, the
general n-gram LLR measure can also be treated as a measure function of a hypothesis testing

problem. The numerator corresponds to the hypothesis that the observed data (21, z2,- -, z,) is
generated by a source in which (z,z2,---, 2, ) is generated as an atom. And, the denominator
corresponds to the hypothesis that (2,22, --,z,) are generated by the other sources in which

the sequence zi, z2,...2,, is generated in coincidence. The formulas with window size of 3 and
4 can thus be defined as follows:

Pp(z,y,2)

LLR3(z,y,2) = log, Pr(2,0,2)

10 Readers are referred to [10] for a review of the nonparametric estimation of statistical errors.
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Pp (w,2,y,2)

LLR4(w,2,9,2) = logy 750 = =5

where Pp(x, y, z) is definided as the probability for x, y, z to occur jointly, and Py(x, y, z) is
defined as the probability for x, y, z to occur by chance. That is:

PD ("Evy’z) = P(w7y72)

Pr(z,y,2)= P(2) x P(y) X P(2)
+P(2) % P(y,2)+ P(2,0) X P(2)

Similarly, the formula for Pp(w, x, y, z) and Py(w, x, y, z) are shown below:
Pp(w,z,y,z)= P(w,2,y,2)

Pr(w,z,y,2) = P(w) X P(z) X P(y) x P(2)
+ P(w) X P(z,y,2)+ P(w,z) X P(y,2)
+ P(w,z,y) x P(z)+ P(w) X P(z) x P(y,2)
+ P(w) X P(z;y) X P(z2)
+ P(w,z) X P(y) X P(z)

We can interpret P; as the chances that (z;,z9,---,2,) is generated by sources which
happen to be able to generate the n-gram by chance.

After computation, the number of patterns obtained with window size of 2, 3, and 4 is 451,
1893, and 4828, respectively.

4.5 Veriflcation of the Relevance of the Groupings by Linguists

Once groups of tags have been attested with LLR, linguists will use their linguistic knowledge
to decide whether these groups really form constituents or not. The information obtained in the
bigram model is presented in two different forms. One is ranking the tag pairs containing the
same first tag (T1) by the value of LLR, called Bigram LLR Form 1. The other is ranking all
the tag pairs by the value of LLR, called Bigram LLR Form II. For illustration, part of these
tables are shown in Table 1 and Table 2.
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Tl T2 Tlent | T2ent | T1-T2_cmt P(T1) P(12) P(T1, T2) LLR(T1, T2)
d cl 6299 7480 3221 0.0201 0.0239 0.01028 4.420385
d q 6299 5844 863 0.0201 0.0187 0.00276 2.876390
d vr 6299 270 15 0.0201 0.0009 0.00005 1.465989
d nc 6299 72194 2110 0.0201 0.2305 0.00674 0.539350
d a 6299 2390 12 0.0201 0.0076 0.00004 2001918
d vi 6299 7171 34 0.0201 0.0229 0.00011 -2.084581
d d 6299 6299 13 0.0201 0.0201 0.00004 -3.284553
d adv 6299 16187 12 0.0201 0.0517 0.00004 4761671
d w 6299 13532 10 0.0201 0.0432 0.00003 -4.766245
d vn 6299 9 9 0.0201 0.1131 0.00003 -6.307170
Table 1 A part of the Bigram LLR Form I
(Ranking tag pairs with the same first tag by the value of LLR)
Tl T2 Tlent | T2ent | TI-T2.cent P(T1) P(T2) P(T1, T2) - LLR(T1, T2)
q cl 5844 7480 4241 0.0187 0.0239 001354 4925447
vp P 1275 12892 1275 0.0041 0.0412 0.00407 4.602633
vxnp P 1488 12892 1469 0.0048 00412 * 0.00469 4.584093
d c 6299 7480 3221 0.0201 00239 001028 4420385
vov np 1073 7403 479 0.0034 0.0236 0.00153 4239375
, cjs 16556 10964 6239 0.0529 0.0350 001992 3428368
w vov 13532 1073 407 0.0432 0.0034 0.00130 3.134185
np w 7403 13532 2417 0.0236 0.0432 0.00772 2917841
a am 2390 21415 1210 0.0076 0.0236 0.00386 2.888484
d q 6299 5844 863 0.0201 0.0076 0.00276 2.876390

Table 2 Top ten tag patterns in Bigram LLR Form II
(Ranking all the tag pairs by the value of LLR)

Table 1 provides an overview of which tags may accompany which tags in the corpus, and
equips linguists with associated statistical information. If necessary, linguists can make tradeoffs
between the coverage of the grammar and the efficiency of the system by consulting the joint
probabilities (or co-occurrence counts) of tag pairs. When the value of the joint probability is
small, which means the real occurrences of the tag pair are few, it will be relatively adequate
to ignore the distribution of the tag pair in order to reduce the complexity of the grammar and
simplify the processing of the system. This table is also helpful for identifying errors in the
tagged corpus or finding some important phenomena which have been overlooked by theoretical
studies.

Table 2 can focus linguists’ attention on strongly associated tag pairs which are more likely
to be combined into constituents. To indicate tags with genuine association, patterns with LLR
less than 1.0 are automatically discarded. Furthermore, because LLR becomes unreliable when
the real occurrences are few, patterns with joint probabilities less than 0.0005 are also ignored.

Besides, according to linguists’ intuition, certain constructions will more naturally be ana-
lyzed as tri-branching or quadri-branching instead of bi-branching. (e.g. the bi-transitive con-
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struction). Thus, the trigram model (with window size of 3) and quadrigram model (with window

size of 4) will serve as convenient guides for linguists to construct constituents with more than

two members. Since the list of patterns obtained in trigram and quadrigram models is too long
(1893 and 4828 respectively), thresholds are also set on LLR (1.0) and joint probability (0.0005).
The number of patterns thus obtained is 78 and 60 for trigram and quadrigram models respec-

tively. These patterns are also ranked by the value of LLR. Top ten tag patterns in the trigram

model and the quadrigram model are shown in Table 3 and Table 4, respectively.!! It is clear

that many meaningful groupings do appear in the top of these tables.!? So, these LLR tables

provide valuable clues for linguists to form constituents and help making the analyses quicker

and more accurate.

T1 T2 T3 T1-T2-T3_cnt P(T1,T2,T3) LLR(T1,T2,T3)
{ ne } 5832 0.018619 4.582876
\ ne \ 877 0.002800 4.469508
} cjs 1885 0.006018 3.232748
\ N cjw 656 0.002094 2.950891
p nc vxnp 726 0.002318 2.883788
d q cl 744 0.002375 2.774897
P nc loc 202 0.007030 2219192
adv vp P 389 0.001242 2200802
np w P 724 0.002311 2.082381
P K vxn 240 0.000766 2.057487
Table 3 Top ten tag patterns in the Trigram LLR Table
(Ranking all the trigram tag patterns by the value of LLR)
Tl ‘T2 T3 T4 T1-T2-T3-T4_cnt P(T1,T2,T3,T4) LLR(T1,T2,T3,T4)
\ nc \ Gw 293 0.000935 3485713
P ne vxnp P 726 0.002318 2462845
np adv vn ctm 1105 0.003528 2417586
vxnp p nc loc 363 0.001159 2413632
\%% p nc vxnp 284 0.000907 2.397562
{ nc } . 2086 0.006660 2354226
q o vi am 412 0.001315 2148030
} , cjs wn 1353 0.004320 2132438
vp p nc loc 240 0.000766 2.055334
vn { ne } 3352 0.010702 2.018944

Table 4 Top ten tag patterns in the Quadrigram LLR Table
(Ranking all the Quadrigram lag patterns by the value of LLR)

11

qutation marks """ and "] ", respectively.

12
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The tag "\" stands for the Chinese punctuation mark "~", and the tags "{"

For example, d-q-cl is a good candidate for forming a quantifier phrase.

and "}" stand for the Chinese



After having checked over the tag patterns, linguists pick out groups which should be treated
as constituents, and assign phrasal tags to them. A substitution tool will automatically replace
all the relevant tag patterns with new tags, or automatically locate the relevant tag patterns for
linguists to confirm the substitution. Then LLR is computed again with the newly changed corpus
(with new phrasal tags), yielding new LLR tables. In this experiment, we firstly constructed the
quantiﬁcatidnal phrases (Q1, consisting of ”(d) (q) (c1)"), the low level coordinate phrases, and
substituted "{ nc }" with NO. Part of the resulting new tag patterns in different n-gram models
are shown in Table 5, Table 6, and Table 7.

Tl T2 Tl cnt T2_ent T1-T2_cnt P(T1) P(T2) P(T1, T2) LLR(T1, T2)
cl 281 417 271 0.0010 0.0015 0.00098 9.323793
d cl 296 417 146 0.0011 0.0015 0.00053 8.356441
NJ ctn 3894 205 141 0.0141 0.0007 0.00051 5.613008
vp p 1275 12892 1275 0.0046 0.0465 0.00460 4425786
vxnp p 1488 12892 1469 0.0054 0.0465 0.00530 4.407246
vnv np 1073 7403 479 0.0039 0.0267 0.00173 4.062527
vnp p 259 12892 163 0.0009 0.0465 0.00059 3.7157706
adv vns 16209 222 175 0.0585 0.0008 0.00063 3.752262
, cjs 16485 10945 6233 0.0595 0.0395 - 0.02249 3258835
VNO Q1 496 10467 148 0.0018 0.0378 0.00053 2.981671

Table 5 LEVEL II Top ten tag patterns in Bigram LLR Form II
(Ranking all the tag pairs by the value of LLR)

Tl T2 T3 T1-T2-T3_cnt P(T1,T2,T3) LLR(T1,T2,T3)
cjs vv VNJ 342 | 0.001234 3.253585
NO , cjs 1922 0.006936 3.062737
vp P No 229 0.000826 2.838479
P nc vxnp 726 0.002620 2.829509
p NoO loc 419 0.001512 2.738720
vV vnv np 230 0.000830 2.688979
adv vp 206 0.000743 2.271391
P nc loc 2202 0.007947 ’ 2.178622
P nc vxn 240 0.000866 2.095507
vn NO . 2086 0.007528 2.085268

Table 6 LEVEL II Top ten tag patterns in the Trigram LLR Table
(Ranking all the trigram tag patterns by the value of LLR)

Linguists then check the new tag patterns to look for higher level constituents. This procedure
is recursively applied until there is only one phrasal tag (S) left in every sentence. A complete
PSG for this corpus is thus obtained.

When the size of the corpus is small, many constructions may not be included in this
corpus. Thus, they will fail to appear in the LLR tables. However, if linguists are aware of their
importance in the applicational domain, and there are indeed well-justified linguistic analyses
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Tl T2 T3 T4 T1-T2-T3-T4_cnt P(T1,T2,T3,T4) LLR(T1,T2,T3,T4)
NO - \ cjs VNJ 193 0.000697 3.424608
adv vp p NO 149 0.000538 2.573180
p Q1 nc vxnp 141 0.000509 2.434070
p nc vxnp p 726 - 0.002620 2.374187
vxnp p nc loc 363 0.001310 2.335425
VNJ nc , adv 232 0.000837 2.284488
w P nc | wvxop 284 ©0.001025 2.257929
np adv vn ctm 1105 0.003988 2.233253
vn NO . cjs 1885 0.006803 2.184932
vp p nc loc 240 0.000866 1.975087

Table 7 LEVEL II Top ten tag patterns in the Quadrigram LLR Table
(Ranking all the Quadrigram tag patterns by the value of LLR)

for them, it will be convenient for linguists to directly incorporate the existing analyses into

the PSG. The descriptive power of the PSG for testing sets can be enlarged by incorporating

linguistic knowledge in this way.

V. Conclusion

This paper discusses several methods of constructing a PSG, including the purely linguistic

approach, the purely automatic approach, and the proposed human-machine cooperative ap-

proach. The advantages of the proposed approach over other methods are briefly summarized

as follows:

1.

The corpus-based statistical approach focuses linguists’ attention on authentic material
instead of invented examples.

The LLR tables equip linguists with an overview of the distributional phenomena involved,
preventing linguists from committing manual errors or omissions.

The LLR statistic highlights the strongly associated tag sequences, providing a good set of
candidates for forming constituents.

The statistical information provides an objective measure for linguists to make tradeoffs, and
enables linguists to focus on phenomena of statistical importance rather than of theoretical
interest.

When modifications are made, the tagged corpus and the relevant statistical information can
be automatically and systematically reconstructed.

The syntactic model can be coupled with traditional semantic models.
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7. The grammar is able to incorporate achievements of linguistic researches.

According to our experience in the pilot experiment, the LLR statistic really helps making
the analyses quicker and more accurate. As most of us believe, human grammar writers could
do a better job if they had access to better tools. LLR statistic is suggested in this paper as
the right tool.

271



REFERENCES

[1]. Anick, P., and J. Pustejovsky, "An Application of Lexical Semantics to Knowledge Acqui-
sition from Corpora,” Coling 90, vol. 2, 7-12, 1990.

[2] Brill, Eric, David Magerman, Mitchell Marcus, and Beatrice Santorini, "Deducing Linguistic
Structure from the Statistics of Large Corpora,” Proceedings of the Third DARPA Workshop
on Speech and Natural Language, U.S.A, 1990.

[3] Brown, Peter F., John Cocke, Stephen A. Della Pietra, Vincent J. Della Pietra, Fredrick
Jelinek, John D. Lafferty, Robert L. Mercer, and Paul S. Roossin, "A Statistical Approach
to Machine Translation,” Computational Linguistics, vol. 16, 79-85, 1990.

[4] Chao, Yuen-Ren, A Grammar of Spoken Chinese, Berkeley: University of California Press,
1968. '

[5] Chinese Knowledge Information Processing (CKIP), Kuo2 Yu3 De0 Tsi2 Leid Fenl Shil
(Shioul Ding4 Ban3), Nankang: Academia Sinica, 1988.

[6] Church, Kenneth, "A Stochastic Parts Program and Noun Phrase Parser for Unrestricted

Text,” Proceedings of Second Conference on Applied Natural Language Processing, Austin,
Texas, 1988.

[7]1 Church, Kenneth and Patrick Hanks, "Word Association Norms, Mutual Information, and
Lexicography," Proceedings of ACL-27, Vancouver, 76-83, 1989.

[8] Church, Kenneth, William Gale, Patrick Hanks, and Donald Hindle, "Parsing, Word Associa-
tions, and Typical Predicate-Argument Relations," Proceedings of the International Workshop
on Parsing Technologies, C.M.U, 1989.

[9] Church, Kenneth, William Gale, Patrick Hanks, and Donald Hindle, "Using Statistics in
Lexical Analysis," in U.Zernik (ed.), Lexical Acquisition: Exploiting On-Line Resources,
Hillsdale, N.J. Lawrence: Erlbaum Associates, 1990.

[10] Efron, Bradley and Gail Gong, "A Leisurely Look at the Bootstrap, the Jackknife, and
Cross-Validation," The American Statistician, vol 37, No. 1, 36-48, 1983.

[11] Fu, King-Sun, "Syntactic Pattern Recognition and Applications,” Englewood Cliffs, N.J.:
Prentice-Hall, Inc, 1982.

[12] Garside, Roger, Geoffrey Leech and Geoffrey Sampson, The Computational Analysis of
English : A Corpus-Based Approach, London: Longman, 1987.

272



[13] Hopcroft, John E. and Jeffrey D. Ullman, Introduction to Automata Theory, Languages, and
Computation, U.S.A.: Addison-Wesley, 1979.

[14] Hsu, Yu-Ling and Keh-Yih Su, "Criteria for the Classification of Lexical Categories in a
Syntax-Oriented Parsing System," Proceedings of ROCLING I, 215-227, 1988.

[15] Hsu, Yu-Ling and Keh-Yih Su, "Lexical Categorization in a Syntax-Oriented Parsing Sys-
tem," In preparation.

[16] Su, Keh-Yih and Jing-Shin Chang, "Some Key Issues in Designing MT Systems,”" Machine
Translation 5, 265-300, 1990.

[17] Tou, Julius T. and Rafael C. Gonzalez, Pattern Recognition Principles, U.S.A.: Addison-
Wesley, 1974.

[18] Zernik, U. and P. Jacobs, "Tagging for Leaming : Collecting Thematic Relations from
Corpus”, Coling 90, vol 1, 34-39, 1990.

273



APPENDIX

The tagset used in this experiment is listed below (punctuation marks are not included).
Readers are referred to [4], [5], [14], and [15] for detailed discussions on lexical categorization.

3 3k b e 3k 3 e 3k ok e ke Sk e ok sk sk ok sk e ok ok sk ok ok ok sk ok

nc : common nouns

np : proper names Or pronouns

d : determiners

q : quantifiers

cl : classifiers

p : prepositions

loc : locatives

ref : reflexives

vi : intransitive verbs

vn : verbs followed by a single nominal argument

vnn : verbs followed by double nominal arguments

vs : verbs followed by a sentential argument

vv : verbs followed by a verbal argument

vp : verbs followed by a prepositional phrase argument

vr ;- verbs introducing an obligatory relative clause

vns : verbs followed by nominal and sentential arguments

vnv : verbs followed by nominal and verbal arguments

vnp : verbs followed by a nominal object and a prepositional clause argument

vxn : verbs preceded by a preposed nominal object

vxnn : verbs preceded by a preposed nominal object and followed by a second object

vxnp : verbs preceded by a preposed nominal object and followed by a prepositional
phrase argument

vxnv : verbs preceded by a preposed nominal object and followed by a verbal object

vxns : verbs preceded by a preposed nominal object and followed by a sentential object

a . adjectives

asp : aspect markers

adv : adverbs

cjs : conjunctions for sentences

cjv . conjunctions for verb phrases
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cjw : conjunctions for words or other phrases
ctm : modifier clitics

cts : sentential clitics

ctn : noun clitics

excl : exclamatives

ks sk ke dde ok ok sk ok ok ke ke Sk Sk S Sk Sk S ke dhe e ke Sk e ke ke ke
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DEVELOPMENT OF AN AUTOMATIC ENGLISH GRAMMAR
DEBUGGER FOR CHINESE STUDENTS: A PROGRESS REPORT"

Hsien-Chin Liou, Hui-Li Hsu, Yong-Chang Huang, and Von-Wun Soo

National Tsing Hua University

Abstract

This paper reports the research about development of an automatic English
grammar debugger (on a personal computer) for Chinese coilege students,
based on an analysis of the errors they made in their compositions. The first
stage of development is devoted to an error analysis of 125 writing samples
and classification of the errors into 14 main types and 93 subtypes. To
implement the grammar debugger we first built a small dictionary with 1402
word stems and necessary features, as well as a suffix processor which
accommodates morpho-syntactic variants of each word stem. We then built
up an ATN parser, which is equipped with correct phrase structure rules and
error patterns. In addition, a set of disambiguating rules for multiple word
categories was designed to eliminate the unlikely categories to increase the
precision power of the parser. The current implementation enables detection
of seven types of error for a text input and response of corresponding
diagnostic feedback messages. Future research will be focused on refining
the grammar debugger to detect more types of mistakes with more precision
and on providing appropriate feedback messages to diagnose students’
deficiency as well as operations for students to edit their errors.

* Introduction
One of the reasons which make English writing classes formidable for language
teachers in Taiwan is the seemingly endless correction task of many learners’ grammatical

mistakes such as subject-verb agreement and article usage. This experience motivated our

' The research project is sponsored by National Science Council (#NSC80-0301-HO007-15) in Taiwan,
Republic of China. We would like to acknowledge our research assistant’s (Kuei-Ping Hsu) full-time dedication
to the project.
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use of computer software to alleviate teachers’ burden. If a computer program can help
detect or even correct grammatical mistakes in students’ compositions, it will reduce the
tiring part of revision process and leave more time for human teachers to work on
higher-level re-writing tasks such as revision of contents, organization, or expressions.
For this purpose, we have tested to what extent a commercial software package,
Grammatik 1V [1] could help our students. It was found that only 14 percent (10 out of
70) of all the categories that Grammatik IV had detected are substantive grammatical errors
which writing teachers are serious about. What is worse, the package misses some of the
significant errors frequently made by students due to the package’s limited capacity, and
generates false positives and misleading messages such as those in the following brackets.

(1) Having listening _ the teachers’ word, I was not surprised at the poor
score 1 got as 1 didn’t do the question with caution. [Passive voice: 'was
surprised’ Consider revising using active]

(2) There were great man in the world whom I respected forever. [The
context of 'whom’ indicates you may need to use 'who’]

(3) These occupy successively lower vanges on the scale of computer
translation ambition. [Usually these’ should be followed by a plural
noun.]

The failure in Grammatik 1V is due to erroneous analysis of sentence structures (as in all
the three above) or rigid confofmity to rhetorical conventions (as in (1) and (2)). The
disappointment with Grammatifk IV motivated our research on the development of an
automatic English grammar debugger which can detect the major mistakes unique in our
students’ compositions. Concurrent efforts such as Chen and Xu [2] have been initiated,
which, as complementary to the present research, has much to be desired regarding their
global design and achievements. For example, the error types their debugger handles are
not based on corpus but on the researchers’ intuition.
The Research

This project proceeds in two stages. Stage I is devoted to analysis of errors in

students’ compositions, categorization of error types, and formulation of computer
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processable rule patterns based on the categorization.  Stage II concentrates on
implementation of the grammar debugger on a personal computer.

Stage I FError Analysis and Categorization
We have collected over 1000 hand-written compositions, the corpus of this project,

written by our students mainly with engineering backgrounds. The average length of the
essays is about 200 words. To facilitate future testing of the debugger, we have keyed in
some 194 essays (hereafter referred to as the sample database); the rest of them will be
keyed in by the time the project is finished. A textual analysis mainly for syntactic
mistakes has been conducted on 125 essays from the corpus. We have found 1659 errors
and used a database package, dBASE III Plus to manage the errors. We then classified the
mistakes into 14 major types and 93 subtypes for all the data we have analyzed. The rest
of the corpus will be analyzed by the end of this project to update or refine the
categorization. To measure the gravity of the error types, we adopted two criteria:
frequency of occurrence and levels of hindering comprehensibility. Frequency of occurreﬁce
is measured by dividing the number of a certain error type by 1659, the total number of
errors. The results, descending distribution of frequency in both raw numbers and
proportion for major types and subtypes, are shown in Appendix A. To obtain a measure
for the second criterion, level of hindering comprehensibility, we asked two native speakers
(associate professors in linguistics) to grade examples taken from each subtype on a scale
of one to four (meaning bad to very bad for comprehension). Results fromr the two criteria
were used to screen all the error types. Lastly, we chose those categories which had higher
frequency, ‘were perceived worse and more easily processed by the computer -- under
mainly a syntactic approach, before we formulated the categories into rule patterns.

To make the error types processable by a computer, we have tried to formulate error
patterns or represented the errors as explicitly as possible so that computer programs may

recognize/detect them. Here, we use the subtypes under Verbs as examples to illustrate

how error patterns and pattern matching rules were formulated. All the subtypes are listed

in Table 1.
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Table 1

Subtypes of Er}grs Under the Verb Category

V1 (be V; redundant be verb; double finite verbs)
People could contact with friends when they were lived away.
V2 (modal + past verb)
If you’use it carefully, it could made many work for you.
V-sub (verb subcategorization errors) '
They try their best to stop them happen_ again.
VT (wrong tense/aspect) »
If the war happened, we can never live a good life.
VT-1 (verb tense disagreement between clauses)
If we were not interested in the basic research, then we will not go ahead
any more.
VT-2 (tense disagreement in a compound)
...we must avoid hazardous by-product of science and utilized the good
points of science.
VT-3 (tense disagreement at discourse level) _
On holidays, 1 often went out of Taipei. I usually ride my motorcycle
enjoying the speed of wind. ‘
VT-4 (contracted form fails to show plural form)
It’s rainy last weekend.
VF (wrong verb forms -- passive/progressive forms)
The classmates and the teacher are all keep in my mind.

We then pulled out all context fields of each error type from our database and examined
how the errors were manifested. For instance, all the contexts of V1 errors are listed in

Table 2.
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Table 2
All Contexts of V1 Errors

Record# context

29 ... people could contract with their friends and daily when they were lived
away.

68 ... then many dangerous thing will be happened.

506 Scientists have done a lot of works which made our living pattern is different
from those days.

639 ... the earth would be die at last.

692 ... although they are not necessary improve our material life directly.

782 Because the scient is progress too fast.

817 It is seem great for the results coming out from science.

833 Although science makes our lives more comfortable, is it all do good to us?

885 Science has occupied a part of our life, and we are enjoy the development and
achievement that science bring to us.

911 ... I was fortunately passed the entrance examination ....

964 All of them made the earth never be suitable to be lived.

1040 All my life was began to be contained in the textbooks....

Here we take three error types, V1, V2, and V-sub as examples to illustrate how error
patterns were formulated, or what we designed as a solution if the pattern could not be
represented in a formal way. First, the V1 error pattern can be described as a be verb
plus another non-be verb, which has a feature of [intransitive], or [transitive] followed by
a noun phrase at the verb phrase level. The only exception is the error in Record number
506 which requires another pattern to describe: causative verb, make plus finite verb be.

More explicit rules can be written as follows:

281



a’ V[b] X - V[vi]
|_V[vt] NP
b’ V[c] X V[b]
(V[b]: be verbs; X: wildcard symbol; V[vi]: intransitive verbs; V[vt]:
transitive verbs; NP: noun phrase; V[c]: causative verbs)
(Note: Tentatively X is defined as an arbitrary number of words.)

Likewise, the error pattern for V2 can be described as:
modal V-ed/V-en

(read as a modal such as should, could followed by the past tense or past
participial form of a verb).

V-sub concerns problems with verb subcategorization. Referring to categorization
in the framework of generalized phrase structure grammar [3], we have classified verbs into
33 categories (see Appendix B for detail). Since we have found that it is impossible to
formulate error patterns for the V-sub type, we have attempted to represent the correct
patterns instead. The correct representation enables mapping of verb patterns of the
erroneous input onto the correct representation. As we have not cbmpleted this part, it will
not be discussed in the remaining part of this paper.

Stage II On-line Implementation

Before we explain the work in this stage, we would make a note: the current project
does not deal with misspellings that spelling checkers in commercial word processing
packages have achieved to a very satisfying extent. For this project, the implementation
work is divided into three phases and programméd in C language. Phase one concerns
preparation of a small machine readable dictionary. Phase two involves construction of the
electronic grammar debugger itself. Phase three pertains to phrasing and delivery of
feedback messages.

Phase I. A survey of literature indicates that there are several comprehensive
machine readable dictionaries available such as Longman Dictionary of Contemporary

English, Webster’s Seventh Collegiate Dictionary, Collins Bilingual Dictionary, and Collins
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Thesaurus [4, 5, 6]. As our learners have limited English vocabulary and the project is
exploratory in nature, we decided to make a small dictionary on our own to meet the
immediate needs. Our experiences with this small dictionary, however, will help selection
of the crucial information and access methods when we adopt an electronic comprehensive
dictionary in the future. For our own dictionary, first, a program was written to extract
word types from our sample database and formed the core of our dictionary entries. There
are currently 1402 entries in the dictionary. Prbper nouns like Chang, Tsing Hua are
tentatively listed in the dictionary alphabetically. Each of the words is attached with (a) its
part-of-speech information and (b) necessary features. Note that we have selected only the
more likely part-of-speech information which our learners use in their English writing; we
have not encoded rare usage in our dictionary. Ideally we hope the selection and ordering
of word categories reflect the frequency of occurrence of each word, yet this requires
further research. This selective approach has the disadvantage of encountering more
unknown words if a learner’s essay happens to be of higher quality. However, the reason
why we adopted the simplification strategy is to save the dictionary space and increase the
parser’s precision. A sample of the dictionary entries and their affiliated features is shown
in Table 3.

Table 3

A Sample of Word Entries and Their Selected Features in the Dictionary

Noun: count/noncount; vowel/consonant in the initial phoneme (V/C)
Adjective: single/multiple syllable (S/M); V/C

Adverb: subcategories (8 classes); S/M; V/C

Verb: subcategories (33 classes)

Pronoun: singular/plural/both (S/P/B); person (1st, 2nd, 3rd); case
(subject/object/possessive)

Determiner: S/P/B

The entries in our dictionary are mainly stems of words, or headwords. To

accommodate suffix changes of word stems, we have designed a suffix processor as
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suggested in the EPISTLE text critiquing system [7] by adopting the cbncept called a
distributional lexicon [8]. The processor is equipped with information about (a) rules of
changes concerning word categories (e.g. from verb to noun) or the inflectional features
(e.g. from plural noun to singular noun), and (b) associated actions (e.g. omitting -s can
reform a noun stem). By means of a search procedure to correlate rules and suffix changes
between the variants and headwords, the suffix processor ensures that the dictionary can
identify the following three types of morpho-syntactic variants of each corresponding

headword built in the dictionary: (a) the inflectional suffixes such as -ing, -ed, -s (for both

verbs and nouns), (b) the derivational suffixes such as -ly in happily (from happy), -ful in
cheerful (from cheer), and (c) markers of comparative and superlative degrees, -er, -est
(such as hotter, or fastest). In this way, our dictionary can cope with natural English texts
without building all the derivations as respective entries in our dictionary. To increase the
processing efﬁciency; we grouped the rules above so that when a word like getting is
encountered, it is assigned to the -ing group. This can save the searching time among all
the suffix rules.

To cope with irregular forms of verbs, we have designed a\table which lists the root
form, and irregular changes of verbs. If an irregular verb like began is found in this table,
it is associated with the feature past tense for later processing and its root form begin.
Then, the processing directs to our dictionary and attaches affiliated features of begin to
began.

In addition, we plan to build up a phrase dictionary and a dictionary of common
problematic words to cope with errors in, for instance, sentences (4) and (5).

(4) The misuse of the science results to the terrible thing of the rest part of
the earth. (should be results in)

(5) We know that science is effected to human life seriously. (should be
science affects human life seriously)

Whether these dictionaries are to be integrated into a parsing process (to be described

shortly) or remain individual processors is to be explored, though Stock [9] suggests the
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former being more profitable in their system.

Phase II. In phase two, a parser was built and augmented by pattern matching of
error types in order to automatically detect grammatical mistakes in a text input. Most of
the work has been completed, whereas the other has been planned or under way.

The error patterns obtained from the analysis in the above section were tentatively
classified into eight levels of processing, based on ease of manipulation by the computer or
linguistic analysis, if applicable. The classification will be revised as we analyze more
students’ essays, generalize more and finer error patterns, and encounter bottlenecks.

() matching strings: For instance, the mistake in (6) can be easily detected when

we simply search for the words ’Although/Though’ and ’but’.

(6) Although my high school years were full of pressure, but I still found my
ways to relax myself.
(II) matching strings and sets: For instance, the mistake in (7) can be detected when

we search for the words No matter and a set of question words such as when, where, who.

(7) No matter eating, clothing, living, and walking, we rely on science.
(IIT) using the suffix processor to cope with errors related to a certain category of

words: The technique can, for example, handle the problem of pluralizing uncountable
nouns. After failing to match the word informations as in (8) in our dictionary, the suffix
processor (designed to extract a possible stem, or root form for a word) can be used to
reform the stem information. Since the countability feature for information indicates that
it is uncountable, we can detect the nature of its error: an uncountable noun should not
have a plural form.

(8) We must depend on some instruments like radio, computer to receive
informations.
(IV) incorporating information in the dictionary into string matching: For instance,

the mistake in (9) can be detected by matching the word more and searching for part-of-
speech information of the following word in the dictionary. During the latter process, the
suffix processor is activated to attach the feature [simple] or [comparative] degree to the

word.  This corresponds to the error pattern, 'more’ + comparative degree of
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adjective/adverb, and the debugger can flag this mistake.

(9) The weather becomes more hotter than before.

(V) looking the problem up in a dictionary for common problematic words or
phrasés: As mentioned before, some of the students’ mistakes are related to a specific word
or phrase. This phenomenon will lead to construction of a specific dictionary with the hope
of detecting such types of errors more effectively. In addition to problematic words,
resolution techniques for detection will be built in the dictionary. This approach may help
solve some of semantic problems which are not very meaning-dependent such as (10). With
‘the help of parsing, the program can detect the mistake: misuse of an adjective for an
adverb. With the special dictionary, the program enables specific diagnosis of a common
error type, confusion between everyday and every day (because of very similar forms).

(10) A lot of people feel nervous everyday. _

(VI) using syntactic parsing and pattern matching: This level will be explained in
more detail shortly as it is the main mechanism by which the most of the implementation
work has been accomplished.

(VII) using semantic processing: Most of the diction problenis fall into this category.
This will be a very challenging problem as the information conveyed in the essays of our
corpus is not within a limited domain. We have not yet had a clear idea of how to cope
with such problems.

(VIII) using discourse strategies: Some of the errors concerning the scope of
discourse such as anaphora may be too complex to be resolved in this project; however, we
will explore the possible directions for future study.

Pattern matching, as an efficient technique from the programming perspective, has
been shown limited in developing grammar checkers [see 10, for example]. Thus, a
syntactic parser is one of the ultimate solutions to natural language understanding/analysis.
To structurally analyze the input text, a top-down parser has been constructed. It was
formulated in the augmented transition network (ATN) grammar [11]. To increase its

precision of analysis, a set of word category disambiguation (WCD) rules has been devised
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to pre-process multiple word categories of some input words. The rules cut down the
- possibility of multiple word categories, and reduce the number of ambiguous sentence
structures as well as processing time. For example, if a word has two categories, verb and
adjective, and it is preceded by a determiner and followed by a noun, then the category,
adjective is chosen such as falling in the falling rock. For the parser to be able to debug
grammatical errors (besides judging whether the sentence is grammatical or not), two types
of information have been encoded in the program: an expert model and a bug model. The
expert model represents all the structural possibilities of correct sentences, whereas the bug
model represents the error patterns we have formulated. For the expert model, a small
segment of phrase structure rules by which we need to generate the structure of a correct
sentence look like the following.

S-> NP VP
NP -> (Det) (AP) N ({PP, S’})
AP -> (Det) ("more") A {PP, S’}
VP -> V (NP) ({NP, PP})
PP -> P NP
S’ -> Comp S ,
(S: sentence; NP: noun phrase; VP: verb phrase; Det: determiner; AP:
adjective phrase; N: noun; S’: embedded sentence; A: adjective; V: verb;
PP: prepositional phrase; P: preposition; Comp: complementizer; ( ): optional
- symbol; {}: selectional symbol)
The bug model currently has three groups of error patterns: those manifested at noun

phrase, verb phrase, and clause levels. Each of the groups is activated while the parser is
analyzing/reconstructing its corresponding constituent. There are cases whose bug structure
is unlikely to be represented, due, for instance, to its sporadic or idiosyncratic nature. In
those cases, we map the expert model onto the input sentence and try to diagnose the nature
of the problem by some devised heuristic. The dual-model mechanism is similar to a meta-

rule concept described in Weischedel and Sondheimer [12].
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Figure 1 is a flow chart that demonstrates the procedures by which the grammar
debugger processes each sentence and detects errors. The program allows regular English
texts as its input and processes sentence by sentence. For each sentence, the program first
uses the binary search algorithm to locate each word in the dictionary. If the program finds
the word, it then records all associated features of this word. If the program fails, it
proceeds to search for the word in the irregular verb table. If it finds the word, then the
program goes to the dictionary to locate its root form and obtain features as well. If the
program still can not find the word, it activates the suffix processor to do morphological
processing. Notice that the category of a word before morphological processing is unknown
and the word does not exist in the dictionary. After the word is processed by the suffix
processor, it may be reformed and obtain its category information from this process. If the
program still fails at this stage, the word is recognized as an unknown one for our current
system. Up to this stage, each word, except unknown ones, is assigned its word
category/categories and associated features. At the error detection level, i. e. after each
word has been assigned categories, the program activates word category disambiguation
(WCD) rules to cut down unlikely categories if a word has more than one category. After
WCD processing, each sentence obtains a hypothetically correct combination of word
categories to be processed by the parser. If the parser determines the sentence as
grammatical, the program proceeds to the next sentence. If the sentence is determined as
ungrammatical and detected by any of the error patterns, the program reports the
error/feedback message and continues for the next sentence. If neither the parser nor
pattern matching can determine the status of the input sentence, the sentence is assigned by
another combination, if any, of word categories and the program repeats the parsing/pattern-
matching processing. After the program exhausts all the possible combinations of word
categories but still can not determine the status of the sentence (grammatical or
ungrammatical) nor the nature of errors made, then the sentence is. determined unable to be

understood by the debugger/the current system.
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Figure 1. The flowchart of processing a sentence in the program.
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The operation of the grammar debugger is basically an interaction between the
parsing and the matching of error pattern processes. Each sentence is presumed to be
ungrammatical, or erroneous. The program thus activates the pattern matching process first.
As previously mentioned, the bug model has three groups of error patterns. Whenever a
corresponding constituent in a sentence is built by the parser, that group of error patterns
is tested to match whether the input sentence has any of the error patterns. For example,
the debugging process of sentence (11) can be illustrated in the following trace, run by our
current system.

(11) No matter _ he say_, he like_ these job_.

Table 4 ’
An Output Trace

Parse sentence : No matter he say, he like these job.

Searching in the dictionary ....
WORD : no

CATEGORY : <av>
WORD : matter
CATEGORY : <n v>
WORD : he

CATEGORY : <ppn>
WORD : say
CATEGORY : <v>

WORD : he
CATEGORY : <ppn>
WORD . like

CATEGORY : <v pp>
WORD : these
CATEGORY : <d pn>
WORD : job
CATEGORY : <n>

Using WCD-rules ....
WORD : no

CATEGORY : <av>

291



WORD :  matter
CATEGORY : <nv>
WORD : he
CATEGORY : <ppn>
WORD : say
CATEGORY : <v>
WORD : he
CATEGORY : <ppn>
WORD :  like
CATEGORY : <v pp>
WORD : these
CATEGORY : <d>
WORD : job
CATEGORY : <n>

Assigning category ....
no <av> matter <n> he <ppn> say <v> he <ppn> like <v> these <d> job <n>

Syntax Error !! --->  No matter ......
no matter ( ? ) he say, he like these job.

Syntax Error !! --->  Number disagreement: determiner -- noun
no matter he say, he like ( these ) ( job ).

Syntax Error !! --->  Subject-verb disagreement
no matter ( he ) ( say ), he like these job.
no matter he say, ( he ) ( like ) these job.

This is not a correct sentence. There are four errors.

First of all, pattern matching of clause level errors is activated. Error types such as
although ... but or no matter are classified under the clause level errors. This sentence
matches the error pattern of no matter, which is thus flagged. Since there is only one noun
phrase (NP), these job, error types at the noun phrase level are attempted and found

matched with the type determiner-noun disagreement. The correct noun phrase should be

these jobs, so these job is flagged. Subject-verb (S-V) agreement is checked for each NP

and VP (verb phrase) in each clause. The program first locates the head of each NP and
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VP and returns the number values (singular or plural) of both. Then, a comparison process
is made to see whether they agree. In the case above, two incidents of S-V disagreement
are found. If none of the error types are matched in any of the constituents, the parser
proceeds and determines whether this is grammatical under our current phrase structure
representation.

Currently, our checker can locate the following seven types of errors:
(1) although ... but combination

(11) Although he is poor, but he is happy.
(2) erroneous usage of no matter

(12) People can produce many things, no matter bad or good.
(3) determiner-noun disagreement

(13) We can know many informations.

(14) This is a books.

(15) I like an book’.
(4) unbalanced coordinated phrases

(16) He likes a dog but hate_ a cat.
(5) capitalization misuse

(17) There are not the exist of Television, computer, airplane, and so on.
(6) erroneous morphological changes in verb phrase, and

(18) I should went with you.
(7) subject-verb disagreement

(19) Human create_ the science.

(20) Human already have the ability to research the phenomena of space.

(21) But the development in science have bring great change.

(22) A man who like_ art like_ books.

? The initial phoneme of book is encoded in the dictionary.
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Phase III. Phase three concerns what and how feedback messages should be given.
When the program detects a grammatical error, giving appropriate feedback messages is
essential for a grammar checker to achieve its educational goal. For this, we plan to design
a message generating routine which basically matches a flag that is attached to each
processing rule with a message file, and outputs the message to the users, possibly with
some examples. The way we design the message is to use a template; namely, the message
consists of some variables (as the underlined words in the following brackets) and literal
texts (those in plain texts). For example, a feedback message for sentence (23) may look
like that in the brackets:

(23) The development in scientific technologies have bring great change.

[development is the subject of the verb have. The subject is in 3rd person

singular form. The following are 2 correct examples:
The baby in the living room watches television.
The lady who sits next to me teaches English.]
For technical terms, we consider using Chinese. In addition, the correction and feedback
given should be set up with a user-friendly interface environment so that language teachers
and learners will not encounter confusion -- which may seem reasonable or common to
computer-literate people, though.
Future Research

As an exploratory but ambitious research study, the current project has its drawbacks
to be improved. Since we are aiming to treat the errors manifested in natural English texts,
the coverage of English grammar, of both correct and incorrect ones, is much wider than
much of the previous research work. Thus, the error detection tasks are accomplished in
an dissatisfying piecemeal manner. In the future, we, therefore, will try to formulate the
global mechanism of the grammar debugger in a more generalized, from the linguistic
perspective, framework. Possible directions we will refer to are those in Jensen, Heidorn,

Miller, and Ravin [13], Kwasny and Sondheimer [14], Weischedel and Black [15], and
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Weischedel and Sondheimer [see 12].

For the short-term goal, first, we will complete the analysis of the remaining corpus.
Second, we will polish the programming tasks in detecting errors, as pattern matching is
likely to fail for most of the error types and parsing is overloaded with problems in the
long tradition of natural language processing. In addition, the grammar debugger’s
performance is still waiting to be tested. Last, we will consider at which point to give
appropriate feedback messages and what actions allowed for the user to edit the mistake

after the debugger detects an error.
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Noun
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Concord
Sent
Prep
Lex.
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Adj
Pron
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APPENDIX A
Descending Distribution of Errors in Main Types and Subtypes
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MAIN TYPE
Det
Noun
Det

Lex
Prep
Concord
Sent

PS

Verb
Sent
Verb
Conij
Ver
Mech
Det

PS

Verb
Concord
Noun
Adj
Prep
Concord
Noun
Prep
Concord
PS

PS

Verb

PS

Det
Sent

PS
Concord

SUBTYPE
A-3

CN

A-1
Dict
Prep-1
35-1
Run-on
PS-nadj
V-sub
Frag
vVT-1
Conj-1
vVT-3

Ca
Det-a
PS-adjn
VF

SV

UN
Comp-1
Prep-2
35-4

NN
Prep-3
358-5
PS-nv
PS-adjadv
Vi

PS-advadj
A-2

E

PS-vn
3S/paral

( to be continued )
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Adv
Sent
Sent
Con
Ver

MAIN TYPE

Pron
Adv
Concord
Conj
PS
Adv
Sent
Verb
Aux
PS
Det
Lex
Lex
Det
Adv
Mech
Lex
Verb
Lex
Sent
PS
Concord
PS
Adv
Verb
Sent
Noun
Pron
Lex
Concord
Mech
PS
PS
Lex
PS
PS
Lex
Lex
Lex
Det
Det
Concord
Sent
PS
PS
Lex
Sent
PS

( to continue
ED
2S
Paral
NM
vT-2

SUBTYPE
Pron-1
Adv-2
SP

AB
Ps-vadj

Aux-to
PS-prepv
Det-0
Dict-v
2V-1

A-4

ASP

A

Dgct-p
VT-4

Red

WH »
PS-adjv
35-2 .
PS-advcon]
very/much
vT

Rel-3
One-N

" anaf

SM

3S-3

Punct
PS-conjprep
PS-nadv
Sem-1 ,
PS-prepconj
PS-N.PP
to/too
Dict-Es
A/E
some/any
Num-a

WS

Rel-2
PS-infprep
Red-Comp
PH

WHi

N-adj

( to be continued )
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( to continue )

Aux Aux-2 1 0.06 %
Aux Aux-1 1 0.06 %
Lex Dict-mb 1 0.06 %
Lex Dict-e 1 0.06 %
Adv TA 1 0.06 %
Adv SA 1 0.06 %
Adv Adv-1 1 0.06 %
Total 1659 100.00 %
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Appendix B

Verb Subcategorization

vp -=> Vv
vp --> v np

vp --> v np ppltol

vp --> v np pplfor]

vp --> v np np
vp --> v nb pp[+loc]
vp --> v np s[fin]

vp --> v (ppltol) s[fin]

e.g. ... concede to the scientists that John has contact with the patient

vp --> v s[bse]

die

Love
give
buy
spare
put
persuade

concede

insist

e.g. ... insisted (that) the job be given to John

vp --> v (pplofl) slbsel

e.g. ... require of them that they write a paper

vp --> v vplinfl
e.g. ... continue to be unhappy

vp --> v vplinf, +norm)
e.g. I tried to leave.

vp --> v (ppltol) vplinf]
e.g. ... seems (to us) to be unhappy

vp --> v np vplinfl
e.g. ... believe John to be unhappy

vp --> v np vplinf +norm]

e.g. ... persuade them to give themselves up

vp --> v (np) vplinf +norm]
e.dg. ... promise Mary to do the homework

vplagr s] --> v np
e.g. It bothered Li that Tom was chosen.

vpl+it] --> v (ppltol) s[fin]

. e.g. It seems (to us) that Mary is unhappy

vplagr nplthere, PLUI] --> v np[ PLU]
e.g. There was a Lion in the zoo.
There were three wolves in the zoo.

vp --> v s[fin]
e.g. Mary believes that it is true.

vp --> v s[+Q]
e.g. He inquired which way to go

vp =-> v np s[+Q]
e.g. Tell us why you did it.

vp --> v pplof]
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tend

try

seem

believe

persuade

promise

bother

seem

believe

inquire

tell

approve



do

talk

feel

believe

consider

give up

hear

want

make

compare

24 vp[+AUX] --> v vpl[-AUX bsel
e.g. I do like it be true.
25 vp --> v pplto]l pplabout]
26 vp --> v adj/n
e.g. I felt stupid/ a fool.
27 vp --> v np adj
e.g. They believe her guilty.
28 vp --> VvV np np
e.g. They consider this offer a big improvement.
29 vp --> Vv v+ing
e.g. She’s given up smoking.
30 VP --> Vv np v+ing
e.g. They heard someone laughing.
31 vp --> v np v-ed
e.g. I want this work finished by tomoriow.
32 vp --> v np vplbsel
e.g. ... make her cry ....
33 VP --> VvV np pp
e.g. ... compare it with a book.
Abbreviation

fin: finite

bse: bare infinitive
insisted (that) the job be given to John

inf: infinitive continue to be unhappy

+norm means the noun is not in it or there dummy form

Q: question marker Tell us why you did it

AUX: auxiliary

agr: agreement

plu: plural
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"TRAINING A RECURRENT NEURAL NETWORK TO PARSE
SYNTACTICALLY AMBIGUOUS AND ILL-FORMED SENTENCES

Ssu-Liang Lin and Von—Wun Soo
Department of Computer Science

National Tsing—Hua University, Hsin—Chu, Taiwan, 30043.

ABSTRACT

We are investigating to what extent can neural networks learn to parse a natural language. In particu-
lar, we present a recurrent neural network architecture and the learning experiments used to train
the neural network. We train the recurrent neural network using the extended error backpropagation
method by giving a sequence of lexicons as input whose categories may be ambiguous (more than
one category is possible). Instead of encoding the parse tree within the neural network, the correct
phrasal links as well as the lexical categories are clamped at the output layer of the network at the -
training phase while lexical categories are being fed into the neural network. With phrasal links,
however, a complete parse tree can be easily reconstructed. Ourresults indicate that with a few train-
ing examples, the neural network can parse not only syntactically ambiguous sentences but also
some ill-formed sentences that it has never seen before.
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1. Introduction

Parsing is an important Step in natural language processing. The main function of parsing
is to produce the structural relationships among lexicons from a given input sentence. Traditional
syntactic parsing methods such as chart—parsing, WASP (Wait—And—See parser), ATN (Augmented
Transition Network), etc. [1,7], were somewhat successful in parsing well-formed sentences. How-
ever, they all encountered the difficulty in dealing with high complexity of ambiguities and poten-
tially ill-formed sentences. This can be due to the reason that traditional methods are so restricted
in their accuracy constraints that they do not accept any noise in their input. Nevertheless, in natural
language processing, ambiguity and ill-formness are ubiquitous and unavoidable. New parsing
techniques seem to be desirable to overcome these problems. This motivates us to look for more flex-

ible parsing models that can achieve high efficiency and adaptability.

Artificial neural networks have recently raised much attention in its capabilities of carrying
out computation of parallel constraint satisfaction and learning[6,9,10]. From a problem solving
standpoint, parsing can be viewed as a constraint satisfaction process which must reconcile with con-
straints coming from both data (bottom-up from lexicons) and models (top—down from syntactic
grammars). Therefore, training a neural network to perform parsing can be viewed as a process of
incrementally encoding the structural relationships between lexicons and grammar rules in the in-
ter—connections of the neural network. In this paper, we propose a system called SPARK (Syntactic
PArser with Recurrent neural networK) to shbw the process of training a recurrent neural network
to parse a subset of natural language from a context—free grammar. In section 2, we briefly summa-
rize previous neural network approaches dealing with the problems of natural language parsing. In
section 3, we describe the architecture of SPARK and the extended error backpropagation method
that it adopts to achieve learning. In section 4, we explain the learning experiments that were used
to train SPARK in order to make it acquire syntactic parsing skills. In section 5, we show the perform-
ance of the trained neural network by testing several different cases and discuss their implications.

In section 6, we give our conclusions, discuss the limitations of SPARK and future work.
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2. Previous work

Fanty [3] proposed a connectionist model which used neural networks to parse an English
sentence in terms of a sequence of syntactic categories. His approach is to embed all possible parse
trees in the neural network by pre—encoding a huge number of all pbssible phrasal links (which he
called matching units). His parsing model can only handle sentences with a fixed number of lexi-
cons. The disadvantage of this model is that the number of interconnections can be quite large for
even a simple grammar. Santos [11] proposed a system called PALS which used a seven—by—six ma-
trix of cells to represent the partial structure of a parse tree. Each cell in the matrix consists of all
possible phrasal nodes. PALS needs additional rule nodes to represent the linking relationships be-
tween constituents in two adjacent cells of the same column in the matrix. PALS used the idea of
snapshots with a size of seven constituents to break a long sentence into several chuncks. The disad-
vantages of PALS, however, are two folds: (1) its learning ability is locally restricted which can be
difficult when handling embedding clauses and (2) its built—in rules prohibit the possibility of rule
acquisition. Giles [4] trained a second—order single-layer recurrent neural network to recognize the
languages produced by a regular grammar and a pushdown automata. Although Giles’s work is not
related with parsiﬁ g alanguage, using acti\;ation patterns of context units in a recurrent network to
réprescnt the transition states seems to reflect a similar situation encountered in learning language
parsing where intermediate parsing statuses are often needed to be trained and retained for subse-
quent parsing processes. St. John and McClelland [12] trained recurrent neural networks to achieve
semantic comprehension of a natural language. Their neural network consisted of two stages of pro-
cessing: a Gestalt—pattern building process which accumulates the syntactic and lexical information
of a given input sentence and a role—filling process which assigns semantic roles to the correspond-
ing constituents based on the Gestalt—patterns. The Gestalt—patterns can achieve the expectation and
prediction on the semantic roles for the incoming constituents at a certain parsing context and situa-
tion. Other works such as Cottrel [2], Jain et. al. [5], McClelland et. al.[8] and Wermter [14] also

discussed several different proposals and techniques to apply neural networks to problems at differ-
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ent levels of language parsing. We were motivated by previous work and decided to choose the re-

current neural network model to investigate the natural language parsing problems.

3. The Architecture of SPARK and The Extended Error Backpropagation

Learning Method

SPARK’s architecture consists of four units: the input units, output units, hidden units and
the context units which are shownin Fig. 3.1. The input layer for this feedforward network consists
of 8 category input units (CIU), i. e. “noun”,”pronoun”, "aux”, “verb—i”, “verb—t”, “det”, ”adj” and
”prep”. Each unit represents a syntactic category of the input lexicon. We assume that all lexicons
in a sentence have been assigned to their corresponding categories before the sentence is given to
the recurrent neural network. For example, the sentence “The young boy will go with her” would
be converted to its categorial form “det adj noun aux verb—i prep pronoun”. When a given input
lexicon has more than one syntactic category, more than one unit can be activated. When the first
word category, say “’det”, is read in, the weight of the det—CIU will be set to 0.7 and all weights of
the rest of CIU’s will be set to 0.2. When a syntactic ambiguous lexicon is read in, more than one

CIU’s will be set to 0.7 depending on the corresponding categories of the lexicon. The output layer

of the recurrent neural network also has 8 category output units (COU) which correspond to CIU’s

(COU) (PLU) o
Category Output Units|| Phrasal Link Units utput layer

\/

Hidden Units

(CIU) Input layer

Context Units Category Input Units

Fig. 3.1 The structure of the recurrent neural network
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S

T

NP ve S —NP —>  pronoun
/\ S-VP —>  verb
pron  verb NP VP-NP—>  det
/l\ VP-NP—>  adj
VP-NP —>  noun
det adj noun - 7

Fig. 3.2 The parsing tree and its corresponding phrasal link representation

as well as 6 phrasal link units (PLU), i. e., ”S-NP” (§-N), ”S-VP” (§-V), ”VP-NP” (V-N),”VP-
PP” (V--P),”PP-NP” (P-N) and "NP-PP”” (N-P), each of which represents a piece of partial parse—
treé information. An parse tree can be represented in terms of these phrasal links. For example, in
Fig. 3.2, a parse tree of a sentence with five lexicons on the left can be represented by five phrasal
links on the right and each of the link corresponds to a lexicon. The number of the hidden units and

that of the context units are the same and can be varied.

The extended error backpropagation differs from conventional error backpropagation of Ru-
melhart in that there is a feedback connections from hidden units to context units [ 14]. This feedback
mechanism in SPARK is to temporalily store the current parsing status in terms of activation patterns
of hidden units into the context units so that the subsequent parsiﬁg step can take it into account.
The learning algorithm for training SPARK can be derived by unfolding the temporal sequence of
feedforward passes into a multi-layer feedforward network that grows one layer at each pass as
shown at the right hand side of Fig. 3.3. To carry out the extended error backpropagation learning
procedure, we let first the network run through the time interval [ty, t] and save all inputs, activation
patterns of hidden units, and target vectors at each time step into a history buffer. Then the temporal
error backpropagation according to the history proceeds. The process is described in terms of a set

of equations that are defined in Fig. 3.3. First, we define the error generated over time as E(t) which
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sk(T) : the net input for k—th hidden

units at time T

U : the index set for output units
I : the index set for external inputs

H : the index set of hidden units

Fig. 3.3 Equations used in the extended error backpropagation and the unfolded
neural network architecture for a temporal sequence

is a sum of square of the difference between desired target di(t) and output yx(t) [eq. (1) and (2)].
The learning goal of SPARK is to minimize the total error function E©tl(ty, t) [eq. (3)]. The wei ght
updating formula is computed by taking the negative gradient of E'°2(ty, t) with respect to weights
[eq. (4) & (5)]. Since the errors are propagated through the whole time sequence, the error at hidden
layer must take into account both errors from the output layer at current time step and those from
subsequent step [eq. (6)]. Once the temporal error backpropagation has been propagated to the time

to+1, the actual connection weights can then be updated by the generalized delta rule [eq. (7)].
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4. The Training Experiments

In this section, we show how to train a recurrent neural network to acquire the parsing skills
given a set of training sentences. We create training sentences according to a set of context—free
grammar rules as shown in Table 4-1. Note that the (adj)* represents that the number of adjectives ‘

can vary from zero to several while (aux) represents that an auxiliary is optional.

Table 4.1 A set of phrase structure rules

S &« NP VP

NP « det (adj)* noun PP VP « (aux) verb—t NP
NP « pronoun VP « (aux) verb—t NP PP
NP « det (adj)* noun VP « (aux) verb—i PP

We tentatively prepare two training sets S1 and S2. S1 consists of 16 sentences shown in
Table 4.2 whose lexicon categories are all uniquely assigned while the number of the input lexicons
ranges from 2 to 11. Training set S2 includes S1 and has additional 9 sentences shown in Table 4.3
whose lexical categories can be ambiguous. For example, ’n/v” represents a word whose category
can be either a noun, an intransitive verb (vi) or a transitive verb (vt). In the second columns of Table
4.2 and Table 4.3, the corresponding partial parse—tree information in terms of phrasal links for each

sentence is also shown.

Table 4.2 Training set 1

Training sentences with lexicon categories partial parse tree information (phrasal links)
1. det noun vi S-N S-N S-V
The child laughed.
2. det noun vt det noun S-N S-N S-V V-N V-N
The girl saw every movie.
3. det noun vi prep det noun S-N SN S-V V-P P-N P-N
The baby cried in the bedroom.
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4. det noun prep det noun vi S-N S-N N-P PN S-V
The stranger with a hat disappeared.

5. det noun prep det noun vt det noun S-N S-N N-P P-N P-N S-V V-N V-N
The girl with the unbrella broke her leg. '

6. det noun prep pron vt det noun prep det noun |S-N S-N N-P P-N S-V V-N V-NV-P P-N P-N
The man over there drank some wine in the afternoon.

7. pron vi S-N S-V
He succeeded.
8. pron vt pron S-N S-V VN
I like you,
9. det adj noun vt det adj noun S-N S-N S-N S-V V-N V-N V-N

A young girl found this little cat.

10. det adj noun prep det adj noun vt det adj noun | S-N S-N- S-N N-P P-N P-N P-N S-V V-N V-N
The old man with the wooden stick discovered a newlife. | V-N

11. pron vt pron prep pron S-N S-V V-N V-P P-N
He saw her with me.
12. pron vi prep pron S-N S-V V-P P-N
He sat over there.
13. det noun prep pron aux vi S-N S-N N-P P-N S-V S-V
The clerk over there will manage.
14. det noun aux vi S-N S-N S§-V S-Vv
Their dog won't bite.
15. det noun aux vt det noun S-N S-N S-V S-V V-N VN

The students must read this textbook.

16. det noun prep det noun aux vt det noun S-N S-N N-P P-N S-V S-V V-N V-N
The studentsinthe classroommust tookan examination.

In Table 4.4 and 4.5, we show the effects of learning speed (in terms of epochs) versus various num-
ber of hidden/context units. It can be seen that when the number of hidden units reach around 30’s,
the efficiency of learning seems to become stable. Since the number of the hidden/context units
might slightly affect the performance, for comparing the testing results in this paper, however, we

kept the number at 10.
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Table 4.3 Additional sentences with ambiguous lexicon categories for Training set 2

Training sentences with lexicon categories

partial parse tree information (phrase links)

1. det nfv vi
The program halted.

S-N S-N S-v

2. det noun vi/n
The animals escaped.

S-N SN §-v

3. det noun vt det nfv
The boy caught one fish.

S-N S-N S-V V-N V-N

4. det noun vt/n det noun
The tanks attacked the city.

S-N S-N S-V V-N V-N

S. det noun vi/n prep det noun
His wife worked in the company.

S-N S-N S-V V-P P-N P-N

6.det noun prep det n/v vi

The book with no cover disappeared.

S-N S-N N-P P-N P-N S-V

7. pron vi/n S-N S-v
He danced.
8. pron vt/n pron S-N S-V S-N

She helped me.

9.det adj/v noun vt det adj n/v
Her close friend told a funny joke.

S-N S-N S-N S-V V-N V-N V-N

10. det n/v aux vt/n det nfv

This report may influence his score.

S-N S-N S-V S-V V-N V-N

Table 4.4 The convergence rates in terms of number of training epochs vs number of hidden

units for Training set S1. The threshold is set at 0.7 for total sum of square error.

No.of hidden units

8

10

15

20

30

40

50

Epochs

>3000

575

187

84

62

56

56

Table 4.5 The convergence rates in terms of number of training epochs vs number of hidden

units for Training set S2. The threshold is set at 1.0 for total sum of square error.

No.of hidden units

10

15

20

30

40

50

60

Epochs

814

158

117

86

79

78

56
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5. Testing Results

After training, we used several testing sentences to evaluate the performance of SPARK. We
found that SPARK could successfully parse many sentences with ambiguous categories. In particu-
lar, SPARK can tolerate syntactic ill-formed sentences and can produce a plausible parsing structure
to account for a given input sentence. Since it is impossible to explore all possible legal and illegal
sentences to evaluate the performance of SPARK, we show only a few testing cases to explain how
SPARK performs parsing. This will be discussed from three different aspects in (A), (B) and (C)

respectively.
(A) Testing Results Using New and Syntactic Ambiguous Sentences

SPARK can parse successfully those sentences with ambiguous categories which it has never
seen before. Although SPARK can handle many sentences of this kind, we only illustrate one exam-
pleindetail. InFig. 5. 1, we show the activation patterns which were taken from run—time execution
results for sentence “det adj/v n/v aux vi prep det n/v”.

We found that the ambiguous categories for three lexicons were assigned correctly and the corre-

sponding parse tree directly constructed from the PLU patterns shown in Fig. 5.2. Similarly, for the

COou PLU
npnaxvivtdap S-N S-V V-N V-P P-N N-P

1 C#HL #

2 L #

3 0# .. . ... # .

4 # #

5 # #

6 .. # . . . # .

7 I L.

8 # . . . ... . . . . #

Fig. 5.1 The activation patterns for the sentence “det adj/v n/v aux vi prep det n/v”,
the # represents the activation values 2 0.8 and the . represents values < 0.2.
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det adj noun aux Vi /PP\E P_N

Fig. 5.2 The corresponding parse tree for the sentence “det adj/v n/v aux vi prep det n/v”.
The dashed arrows point to the corresponding phrasal links.

sentence with more categorial ambiguities like ”det adj/v n/v vt/n det adj/v n/v”, SPARK also pro-
duced the correct category assignment “det adj noun vt det adj noun” és well as a correct parsing
tree. For a longer sentence such as det adj/v adj adj n/v prep det adj adj noun vi prep det adj noun”
SPARK also performed well and produced “’det adj adj adj n prep det adj adj noun vi prep det adj

noun” as a result as we desired.
(B) Testing Results Using Sentences with Syntactic Noises

In this experiment, we show that SPARK can tolerate some syntactic ill-formed sentences.

In Fig. 5.3, we illustrate three sentences and their activation patterns of the output units generated
by SPARK. The first sentence is a well-formed sentence with respect to the context—free grammar
in Table 4.1, while the second and the third sentences are ill-formed. In the second sentence, a noun
follows a determiner is tentatively omitted, SPARK can still produce the plausible parse tree with
an expectation for a noun after the determiner. In the third sentence, both a noun and a preposition
are omitted, the most plausible parse tree shows an expectation of a noun after the determiner, how-
ever with a erroneous preprositional link which shows up as indicated in the right bottom parse tree

in Fig. 5.3.
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#i 1- det noun vt det noun prep det noun

npnaxvividap SNS-VV-NVPPNNP S
1. o kL # 7\
NP VP
2# . . . . ... # e .o \ / \
I (énom 4 \P o
4. . . . . #. . . # . .. _
54# . #
6 # # det noun NP
prep
7 # # N\
8# # det noun
#i# 2— det noun vt det prep det noun S
VRN
1. . . . . #.. # . . . .o NP VP
24 .. .. # L d/ \ / \
3. L #L L el nmoun vt PP
4 # # /\
5= # #
6 # # det Tnoun prep /N{
7# . . . PR . . . . . . # . det noun
S .
## 3— det noun vt det det noun :
7\
A 2 NP VP
S 2 / / \r\
S S det noun vt PP

AW b W=
E-3

)

Fig. 5.3 ## 2 and ## 3 are examples of syntactic ill-formed sentences derived from sentence ## 1.

The notations for "#”, "*” ,”=" ™"  and ™ represent ranges of activation values [0.8,1], [0.6, 0.8),
[0.4, 0.6), [0.2, 0.4), and [0, 0.2) respectively. On the right hand side, the corresponding parse trees are
shown. The ? in the parse tree represents the expectation of a constituent reflected in the activation
patterns of COU.

(C) The Limitations and Problematic Cases

Of course, when there is too much noise involved, SPARK might fail too. However, we could
argue that for certain bad data even human experts might be confused too. SPARK would maintain
those that were successfully parsed and only fail at places where troubles got in. Here we illustrate
a case to explain how SPARK might fail. For example, the sentence illustrated in Fig. 5.4 has "n/v”

ambiguities at three places. As we can see in Fig. 5.4, SPARK handled well on the first entry of
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##15 det n/vn/v prep det n/v |
npnaxvivtdap S-N S~V V-N V-P P-N N-P

1 . # #

2 # #

3 * # #

4 , # ,

5 ... L #L . . = . *
6 # . . . . ... . . . *

Fig. 54 A case where SPARK cannot produce a complete parse tree.

”n/v” (row 2)which it predicted as a noun. However, SPARK hesitated as for whether the second
entry of ”n/v” (row 3) was a transitive or an intransitive verb. This influenced the next entry when
a lexical category “’prep”’ was entered (row 4), SPARK got loss and could not predict any plausible

phrasal link (no high enough activation values for PLU in row 4 ).
6. Discussions and Conlcﬁéions

We have demonstrated a way of using recurrent neural network to perform syntatic parsing.
Although we cannot claim that current SPARK can outperform traditional parsing methods, we do
show the potentials of the approach. The advantages of SPARK are its ability to cope with ambigui-
ties and ill-formness and its ability of learning (without explicitly specifying the grammar rules).
Using only a few training sentences, we have obtained a plausible parser to parse many sentences
that are generated by a context—free grammar. There are several extensions that can further enhance
SPARK to become a truly natural language parser. First, the classification of categories and the
phrasal links can be further elaborated. Second, semantic features or case roles can be included in

the training in order toresolve those ambiguities such as a prepositional phrase attachment problem.
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