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Abstract

In this paper, we use -a single internal representation for bi-lingual
document generation (English and Chinese) to experiment on the
feasibility of a language independent structure. The input is designed
based on the case relation and the sentence generator is implemented
using systemic grammar. We augment the systemic ‘ grammar with
procedural attachment to deal with language dependent choices. The
system is tested for the application domain of preparing technical

manuals with satisfactory results.
1. Introduction

The aim of this paper is to experiment on- bilingual generation of technical

document.

The input is in some language independent internal representation and the output is
sentences in a target language. There are two important issues in this process. One
is the structure of internal representation and the other is the design of sentence

generator. We will discuss these two issues in the following sections.

* This research is partially supported by National Science
Council, grant No. NSC80-0408-E007-13.
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Figure 1. A Bi-lingual Sentence Generator

There are many advantages in using language independent structure in sentence
generation. For example, in machine translation, the language-independent
structure can be used as the ivnterlingua so that an MT system deéomposes into two
modules, one for parsing and one for generation. Both modules can be used for
translation of other language pairs with the same source or target langﬁage. For a
text generation system, a knowledge base that yields language-independent structure

can be used to generate multilingual document.

A sentence genefator usually is based on some kind of grammactical formalism.
Several grammactical formalisms have been used for sentence generation, including
ATN [Goldman 1975], systemic grammar [Davey .1975, Mann 1973, Patten 1985 and
Kuo 1989], and transformational grammar [Mckeown 1979 and Maudlin 1984]. All

of these systems deal with one specific target language such as English and Chinese.

This paper continues previous work on Chinese sentence generation [Kuo 1989] and

focuses on the following problems:

1.  Making the representation more language independent.

2. Extending the scope of sentence generation.
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3 Using a single internal representation for bilingual document generation to

illustrate the feasibility of a language-independent representation.

This section introduces the problem that this paper sets out to solvé and previous
work on sentence generation. Section 2 presents detail description of the language-
independent structure. Section 3 describes both the Chinese and English sentence
generators. Section 4 presents examples to illustrate the entire process of
generation; the differences between Chinese and English will be emphasized.

Section S concludes the paper with a few remarks.
2. Internal Representation

The Chinese sentence generator described in [Kuo 1989] is not very language-

independent. It has the following shortcomings.

1. The internal representation is insufficient to represent the events

Considering the following two sentences

ok = FASGRLIT B
SHRLET BAr

The input for sentence (1) is
Agent : k=
Adv : FSEigk

The input for sentence (2) is

Agent fast
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" $&%RL " plays the same roles but has different input forms in the above two
sentences.

Users must specify some features particular to the target language. For
example, in certain situation, users must specify ba or passive which has
nothing to do with the semantics. We’ll overcome this shortcoming with
procedural attachment.

Considering the following two sentences

bl —FEERF L

e ¥ EER

The location in the above sentences has different surface structures. If we are

not careful, we’ll generate an illegitimate sentence such as

ftEEERF

Removing these shortcomings and making the sentence generator language

independent are the goals of this paper. The following sections will show how the

problems are resolved. -

In the following, we will describe the internal representation used in our sentence

generator. The goal of the internal representation is to record the meaning of a

sentence. A sentence with more than one meaning should have more than one

internal representation. Similarly, sentences with different syntactic structures but

the same meaning should get mapped to the same structure.

We adopt case grammar as the basis of our internal representation for the following

two reasons:
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1 It is fundamentally a theory of meaning.
2 The number of possible cases is quite small, so it is easy to manipulate and to

use in internal representation.

Case Grammar and Case Relation
The essence of case grammar is that the semantics of a sentence can be expressed in
terms of case relation which is the relationship between noun phrases and the verb.
Typical cases are as follows.
1 Agent : A noun phrase fills the agent case if it describes the instigator of the
action described by the sentence. For example,
John broke the window.
2 Theme : An NP that describes something undergoing some change or being
acted upon will fill the theme case. For example,
John broke the rock.
3.  Instrument : An NP is an instrument if it describes a tool, material or force
used to perform some event. For example,

Jack saw the ship with the telescope.

4  Experiencer : An animate entity is an experiencer if the entity is in a desired
psychological state or undergoes some psychological process such as
perception. For example,

John saw the unicorn.

5 Beneficiary : The case is filled by the animate person for whom a certain event

is performed, as in
I gave the book to Jack for Susan.
6  At-Loc : This case describes the location where the action happened as in

He sat on the chair.
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7 Frorﬁ : The case can be further divided into two subcases from-loc and from-
poss, representing the source of a movement action and the original owner
respectively.

8 To : The case can be further divided into two subcases to-loc and to-poss,
which mean the destination and the new owner respectively.

9  Time : This case indicate the time when the action happened.

10 Direction indicates the direction of the action.
Case grammar can be stated in the following three rules.

1 Sentence --> Modality + Proposition ‘
2 Proposition-->V + C1 + C + ...... + G+ . + Cp
3. Ci->K+ NP |

‘The first rule indicates that a sentence consists of modality and proposition.
Proposition is a tenseless set of case relations. Modality concerns about mood
information such as indicative, imperative and tense information such as present or
past. |

The third rule states that each case consists of a case marker and a ﬁoun phrase.
The case marker will be realized as a preposition ( ’in’ and ’at’ in English, or > {8 ’
and’ ¥£ ’ in Chinese) or by the position in the surface structure. For example the

Agent case is usually realized by the subject position in the surface structure.

The structure of Verbs
Some cases are intimately related to the verbs. We call them inner cases. Other
cases are optional (called outer cases). There are two syntactical prdperty associated

with an inner case:
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1 An inner case must always appear, For example the verb 4 has the inner cases

Agent and Location.
i A 7ERE b

2 There are different kinds of case marker associated with an inner case. For

example,

FEnALTERREE L ., normal order
e e = e 1V ]| A .locative inversion
%ﬁmﬁjfﬁgi’:ﬁﬁ ................. locative preposing

Internal Representation

According to case grammar, we classify the internal represéntation into three
categories: events, entities, and predicates. Events concern about something that
happened. It consists of modality information and case information. Case information
specifies the kindS of information about this event. There are two kinds of case
_information. They are semantic cases and discourse cases. Semantic cases express the
semantic meaning and the discourse cases conveys the discourse information such as
focus and understanding. The discourse cases affects the syntactical choice and the
surface structure of a sentence. Semantic cases can be further divided into two
kinds. One is the basic case which we discuss in 3.1.1. The other is the augmented

case which we used to express more complicated meanings. We added augmented
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‘cases to generate bounded sentences while maintaining generality. The following

augmented cases are allowed:

1. Time : indicating that the subordinate event happened either before, after or
at the time of the main event. For example,

After you decided on a location for your printer, the first step in setting it

up is to install the paper feed knob.
2 Result : indicating the resultant event of the main event. For example,

Save it so that we can move the printer with it when we move the printer.

3 Purpose : indicating the purpose of the main event.
4  And-then : indicating the subsequent event of the main event.

S According : indicating the method of the main event.

These three kinds of case are illustrated in Figure 2 through 4.

The corresponding linear representation is

( EventName ( Event ( Modality Information )

( Agent ( Entity....... )

( Theme ( Entity ....... )

( Pred ( Predicate........ )

( Experiencer ( Entity..... )

( At-Loc ( Entity....... )

( To-Loc ( Entity ....... )

( To-poss ( Entity....... )

( From-Loc ( Entity ....... )
( From-poss ( Entity....... )
( Instrument ( Entity...... )

( Time ( Entity......... )

(Direction (mod......... )
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entity 5

to-lo|

predicate

event4

result eventt

Figure 3. Augmented Cases

focus understanding

case case
Figure 4. Discourse Cases

427



Entities can assume a case role such as agent, location, theme and time and is
represented by a head noun, definite/nondefinite information and modifiers such as

adjective, location and genitive. See Figure 5.

Figure S. The Representation for an Entity

The corresponding representation is

( CaseName ('Entity Singular/Plural Number Defnite /Nondefinite )

(Loc ( Entity....... )
(Gen ( Entity ....... )
(Event (Event........ )
(Adj(Mod....... )

The Predicate case represents the kind of action involved in an event. It may be

accompanied.by modifiers (adverb).

An Example

For example, a sentence from Epson Printer User Manual
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Hold both ends of the tracter unit and slowly tilt the unit.
has the semantic representation as shown in Figure 6. And the semantic net can be

lineariied as follows.

(eventl  (event imperative present)
(pred(action (verb hold)))
(Theme  (entity definite third plural (hn end))
adj ( mod (mod both)))
en ( entity definite third singular (hn tracter))))
(and-then (event present )
(agent (entity definite second singular pronoun (hn you)))
(pred (action (verb tilt))
(modifier (mod (mod slow))))
(Theme (entity definite third singular pronoun (hn unit)))))

modifier

tilt. -~ slow

Figure 6. Representing "Hold both ends of the tractor unit and slowly tilt the unit"
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3. Sentence Generation

The sentence generator accepts the semantic cases and discourse cases to generate
an adequate sentence. The major mechanism to make syntactical choice is
procedural attachment. In this paper, we’ll show how the sentence generator

manipulate these two kinds of cases through attached procedures.

The realization rules in the original systemic network are not sufficient for text
generation in English and Chinese deterministically. We have proposed to add some

‘notation to resolve the problems.

The ? Notation
While generating English sentences, we must enforce the subjeét verb agreement. So
we need to know the number and singular/plural information about the subject.

Here, we define a notation :

?(element feature ) tomean whether the element has the feature
?2( ’$ feature) to mean whether the current element has the feature

?( element ’self ) tomean whether the element exists

For example ?( ’agent ‘plural ) means whether agent has the plural feature; ?(.’$
present ) means whether the current clause has the present feature; ?( ‘agent ’self )

means whether the agent exists.

The # Notation
During the generation of event, we should know whether the event is dependent or
independent, whether it is a bounded or relative clause. This information must be

obtained from the upper level. So we need a realization rule for inserting feature. We
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define realization rules (# element feature-list) as inserting element to feature-list.
For example, when we generate the time- event, we have the realization of (# time
(dependent bound time-bound)) which means the clause we generate next will have

the feature dependent, bound, time-bound.

The Grammar

According to the internal representation, we classify the network into three levels :
event, object, predicate. Each level of representation is handled by the corresponding
network. We will sketch the grammar for both Chinese and English in t.he following.

Refer to [Chen 1990] for more detailed description.

The Action-type System (Chinese)

The action-type system processes the action of the event. The philosophy that we
take in action-type system is the classification of verbs. By classifying the verbs, we
know the inner cases and the corresponding syntactical choice. We can manipulate
the inner case and choose the adequate sentehces according to the discourse
function. The actioh-type system consists of four subsystems, and we will illustrate

only the action and aux subsystems in the following.

“ The Action System (Chinese)

The action system distinguishes a tran-action (transitive) system from an intran-
action (intransitive) system. The intran-action system consists of vocal intran-action-
location and intran-locomotion system. '

The intran-location system can have three syntactical choices, normal-order, locative-

inversion and locative-preposing. For example

AT normal order
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Eﬁ%_télé%—‘fﬂ%ﬁfﬁ locative inversion

FAMTEEE S - Akss locative preposing

The condition fof the locative inversion is agent nondefinite and loc definite. This
means that agent is the new information and location is the old information. It is
often called presentative clause.

The condition for locative preposing is agent and loc definite. We realize these
conditions by attaching a procedure to the system of intran-location. The following is

the corresponding code:

( cond ( (and ?(’Agent "Definite ) ?( "Loc 'Definite )) ’( Locative-Preposing
((and ?(’Agent ’Nondefinite ) ?("Loc "Definite ))’( ‘ Locative-

Inversion))
- ’( Normal-Order )))

Similarly, the Tran-Action consists of Regular and Tran-Location system. The regular

system has the following four syntactical choices.

normal :
ZRBARR T ik
topic :
condition : Theme is definite
f Z AR T
preverbal :
condition : 1 Theme is definite

2 Verbs contains disposal feature.

ZE1E5RR T

passive :
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condition : Focus is Theme

fle B R T

and the procedure attached is:

( cond ( ?(’Focus 'Theme ) ’( passive ) )
(( and ?(’Theme ’Definite ) ?(’$ "Disposal )) ’( preverbal)
(T . ’( Normal )))

Similar work is done for the tran-location system.

The Event Network (English)

One of the main differences between the English network and the Chinese network
is voice and subject verb agreement. The voice system will select the active or
passive system according to focus. The active system consists of select-subj and
_ theme-obj systems. The select-subj system will select the subject from agent,
experiencer and instrument. If the subject is the agent, then there are two systems
included: agentnn and agentqq. Agentnn has three alternatives, subj-first, subj-second

and subj-third. We attach to agent-nn a procedure to choose one from the

alternatives.
( cond ( ?Cagent °first )  ’('subj-first ) )
o ( ?%’agent second ) ’(subj-second ) )
( ?Cagent ’third) ’(subj-third)))

Similar work is done for agent-qq which manipulates the singular/plural features.

4. Examples
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In the following, we show a list of sentences used in the experiment. The sentences
are listed in the sequence of (1) an original Chinese sentence (2) the generated
Chinese sentence (3) the original English sentence (4) the generatéd English

sentence.

1.1 %éﬂ%ﬂﬁﬂfﬂﬁﬁe By BE&ME B BT B PinkE BEF H WEMH

1.2 85 F fTH IR 0 BEME B BRE RS KA T BUR B i ER#

|

1.3 After you unpack the printer, check that you have all parts shown below .

1.4 when you open the packaging materials of the printer check whether you
‘ have all parts that the following figure shows

2.1 Ef B ®& & BEME RE UE BX IBRE = & A §
2.2 B M Ei= &&¢ UKk RF BEMH ES 8K KM & A € WE R

2.3 After removing the parts, store the packaging materials in case you ever
need to transport your printe.

2.4 after we remove the PARTS store the packaging materials so that we can
transport the printer with it later

3.1 g RN E5|8
3.2 Eie e ES|8
3.3 Remove the puil tractor

3.4 remove the pull tractor

o1 BTER ERAKDE ORET S8 fwR E3%
a.2 Efg {8/ ZE918 15 XK WM G #$iT aRAR
4.3 In preparation for performing the self test later, remove the tractor.

4.4 remove the pull tractor so that we can perform the self test later

v

1 AGESISE By BEF Hu ARk [@LE KREE
2 1§ F5I¥ B9 BF HL MK 1§ € ML RE

wm

5.3 Raise the tractor cover then lift it up.

5.4 raise the cover of a tractor and-then lift it up
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6.1 Bin #F 7 E5I18 B W w0y BEHHE
6.2 Ef IfF £ E3(8 B W I B BEME
6.3 Remove the packaging materials inserted between both sides of the tractor

6.4 remove the packaging materials thateis inserted between both sides of
the tractor

TARE E URE B RE ORMEEF AEE

7.2 REF E KR B RN WE OXRE F KM & A T RE XK

7.3 Store it in case you ever need to transport the printer.

7.4 store it so that when we transport the printer we can move the printer
with it

8.1 B ZES(8 Y M W

8.2 B ESI8 B MW W

8.3 Hold both ends of the tractor.

8.4 hold both ends of the tractor

9.1 12181 1§ T mE EH
9.2 1§ E Mk 818 \EH
9.3 Slowly tilt it back

9.4 slowly tilt it back

10.1 E5|8 89 BRO g & Wt BHE
10.2 E5[E Y 8RO § & 0 BHAE
' 10.3 The notches of the tractor will snap free from the mounting pins

10.4 the notches of -the tractor will snap free from the ﬁdﬁnting pins

11.1 48 ZE5(8 mE R&E
11.2 % ZE3(8 ML &
11.3 Lift the tractor up

11.4 1lift the tractor up
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5. Conclusions

In this paper, we focus on the topic of .language independent. We adopt the case

relation to be our input and we use procedural attachment to deal with the language

dependent choice. We implement both the English and Chinese Systemic

Grammars to demonstrate that our input is in some way language independent.

The domain that we test our system is the technical manual, Epson user’s guide for

the LQ-500 printer.

Our system can be improved in the following respect:

(@

(2)

3)

(4)

Extending the scope of the grammar : We implement just a subset of English
and Chinese grammar. There are still many grammatical phenomena we didn’t
implement such as progressive, perfect tense.
Improving the procedural attachment mechanism: We can improve the
procedural attachment mechanism to make the sentences generated more
elegant. For example, We can realize the focus of event using cleft sentences
instead of using only passive sentences in Chinese sentence generation.
Adding a preprocessor: Consider the sentences below.

Unpack the printer.

16 ENZELE 69 B e
In order to generate this pair of sentences, we will need a preprocessor
between the iriput and the sentence gehcrator to deal with difference in lexical
expression in different target language.
Our system now genefates a clause for the internal representation of an event.

We can add variety to the text by generating a different kind of grammatical
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constituent. For example, we can generate with a noun phrase in a

prepositional phrase for a result-event as in Sentence 4.3.
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