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T A 5 I =L 5| 4k (Discriminative training) /Y H & k% Lattice-free Maximum mutual
information (LF-MMI)7E 5 #zE %P5 (Automatic speech recognition, ASR) FHfS T E K
HY € BE [1] > 75 1 i (8 478 28 B 4 5l 4R (Cross-Entropy  training, CE) A1 # 1] = 51l f
(Discriminative training)#y —[EEGE)I| 46 » LF-MMI $2 (L 5 a3l SR g - % LF-MMI
FEE R TR AR A BB R ERIR AR BU A R 5t - PR E =X
B FAFIIS O A e B HERE (Self-training) [2] [3][4] - F A TE 1154 (Seed model)
HEHREEEATRMBERAE - H LF-MMI BRIk 2 i 5 52 SRRl starayw
B o Ty 7GR BRI - R I ACE(S E AR 25 (Confidence-based filter)[4][5][6]%f
S SREERHMSHREE - BEIEEER R A Efg sk BT - o R tERgaR(7] ~ slfgak(8] ~ f)+
JE&R[3I8]LE] -

-

A SO R R ey 2P B ANk - Ho— > ST & (-4 (Negative conditional entropy,
NCE)## =5 Bid5a][& (Lattice) > A& i/ M b E B IE A B (Conditional entropy) - £ [H]
¥ MMI Y25t (Reference transcript) i E2-1-19 > BEEAYICERE H AT A MMI
Al o GRS E MRS - HH YA S E (S [ 8 25 (Confidence-based filter)
AT IR o IR A e > ELARAE{ERY one-best » FIUREA B 2B 22 - FEFHRE]
ST (Reference transcript) YAl gEM: + H T » IR{EEE®f=E23 (Ensemble learning)
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Y E[10] - {5 A 55 52 75 25 (Weak  learner) (& 187 BLAV SR &5 > 70 oy HHE & e & F
(Frame-level combination)[11]F1{EzR &4k & Hf(Hypothesis-level combination)[12] -

AwSCHIEAE B E AR i = 1Y -F BB =R T A1 R S 3R 0 0 B 5 et e B
LE-MMI H5IIER - A PR AL & GRR » E—D IR HE ARG A - MR
s R HUEDL T - IR ZE R A sEAYEERSCR - B 2R EIR oA IRaC R SREE R -
BERGE IR A NCE 850/ [E] B RE [ (K5 #3225 (Word error rate, WER) » i8S & ff
(Model combination) HIl & 71 5 (il P B B -E 2 7138 RE » HLI & &8 & m (55 {2 152 2% (Word
recovery rate, WRR)#£%I| 60.8% -
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