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Abstract

The present study examines prosodic characterisfickaiwan (TW) English in
relation to native (L1) English and TW speakers’'thes tongue, Mandarin. The
aim is to investigate 1) how TW second-language @E2glish is different from L1
English by integrated prosodic features 2) if amansfer effect from L2s’ mother
tongue contributes to L2 accent and 3) What issin@larity/difference between
L1 and L2 by prosodic patterns of word/sentencesuRe show the prosody of TW
L2 English is distinct from L1 English; however, TW2 English and TW
Mandarin share common prosodic characteristics hwhddferentiate from L1
English. Analysis by individual prosodic featureoals distinct L2 features of TW
English which might attribute to prosodic transééiMandarin. One feature is less
tempo contrast in sentence that contributes tedifft rhythm; another is narrower
loudness range of word stress that contributegse btrong/weak distinction. By
examining prosodic patterns of word/sentence, siritjl analysis suggests L1 and
L2 speakers produce prosodic patterns with greahimvbgroup consistency
respectively but their within-group patterns arstidict to counterpart group. One
pattern is loudness of sentence and another otimiisg/pitch patterns of word.
The above prosodic transfer effect and distinct T® patterns of prosody are
found in relation to syntax-induced narrow focusl dexicon-defined word stress
which echo our previous studies of TW L2 English aodld be implemented to
CALL development.
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1. Introduction

Computer assistant language learning (CALL) offer@ny advantages which differ from a
traditional classroom setting where one teacheesponsible for a group of students. CALL
allows learners to decide and adjust the level pack of learning individually by. Another
advantage that the classroom setting could not igeovs unlimited access of on-line
high-quality comparison between speech produced arner and a native speaker. By far
the most popular CALL systems are computer-assigtedunciation teaching (CAPT) system
based on automatic speech recognition (ASR) outcdrhe goals of CAPT are automatic
diagnosis of pronunciation including specific oolghl error (Witt & Young, 2000; Coniam,
1999; Moustroufas & Digalakis, 2007), but the fotizs been on segmental errors. However,
in recent years studies focusing on suprasegmenéals shown that in addition to segmental
information, prosodic information is in fact indmpsable. Specifically, when detailed
information of the consonant and vowel segmentshi speech signal is removed, results
show how listeners pay attention to prosodic fesgusuch as the pitch variation, rhythm
alternation, loudness change as well as intonafibe.resulting speech without any segmental
and lexical content suggests that listeners aie s#asitive to prosodic information (Scruton,
1996; Trofimovich & Baker, 2006; Munro, 1995). THias led to more research attention to
investigate prosody in relation to comprehensipidind accent of native vs. hon-native speech,;
and a more balanced understanding regarding theilsotion from both the segmental and
suprasegmental aspects of language (Derwing & Mub®87; Anderson-Hsieht al., 1992;
Munro & Derwing, 1999, Celce-Murciat al, 1996; Derwinget al., 1998). Reported studies
that applied prosodic training for second-langudb2) learners have demonstrated that
computer-assisted prosody training systems did awvpthe overall comprehensibility of L2
speech (Hardison, 2004; Hirata, 2004). These ssushewed prosody training with a real-time
pitch display could improve both prosody and segmaleaccuracy, as judged by native
speaker raters, while similar effect is found fongksh-speaking learners of Japanese.
Another study demonstrated that aligning Mandaritglsh duration patterns with native
English using resynthesis technology and dynamitetiwarping also brought significant
increase in intelligibility (Tajimaet al, 1997). Complementary findings are studies that
showed how incorrect timing and stress patternsadien cited as major contributors to
intelligibility deficit (Benrabah, 1997; Andersonsk¢het al, 1992). However, it appears that
considerable gap does exist between research fiadamd software development. CALL
systems are usually criticized as not necessatihguistically and pedagogically sound”
(Derwing & Munro, 2005; Neréet al,, 2002). For example, a study specifically staied most
CALL programs were developed with little understiagdof phonology and how to apply
phonological knowledge to teaching (Pennington,99® short, there is less understanding
of L2 prosody, and even less CALL systems that hepaied features of L2 prosody into the



Some Prosodic Characteristics of TanviEnglish Accent 63

system.

The present study is developed from the above dssmibackground and aims to analyze
prosodic characteristics of TW L2 English accenpmrted by linguistic knowledge. The
speech data used in the present study is AESOP-{&&&n English Speech cOrpus Project
collected by the Institute of Linguistics, Acaden3aica) representing accent of Taiwan L2
English, which is part of AESOP that was designed aonstructed to represent to include
various kinds of L2 English spoken in Asia (Visdagkt al, 2009) with built-in linguistic
knowledge (Anderson-Hsieét al., 1992). Built-in linguistic knowledge in the carp design
is to elicit characteristics which are predicted®present in L2 English speech. Our previous
studies have catalogued a series of TW L2 featinatsnhay impede intelligibility. The series
of studies to TW L2 accent started from prosodidarrdifferentiation which is not only
found in syntax-elicited narrow focus but also ixiton-defined word stress. Acoustic
analysis of syntax-elicited narrow focus also shdweat TW L2’s production of narrow focus
is less robust in FO and amplitude than L1 (Visizegt al, 2011; Viscegliaet al, 2012).
Further investigations of lexical-stress prosodyvedd the degree of contrast in FO and
amplitude is again less robust, making word sties§W L2 English less differentiable
(Tsenget al.,, 2012). The above two studies showed that lagktch and loudness contrasts is
one of major feature of TW L2 accent in both wordl ssentence prosody. Further analysis
revealed more complex L1s’ features in words thaly rbe difficult for TW L2 speakers
(Tseng & Su, 2014). Native (L1) speakers may chdose=alize word stress through binary
stress/no-stress contrast anchored by the posifipnimary stress. Post-primary syllables are
reduced to near-tertiary stress while pre-primayllables are elevated to near-primary
magnitude in FO. The 3-way primary/secondary/teytiaontrast is merged into a binary
stress/no-stress contrast with robust prosodic rashtbetween the primary stress and its
following syllable(s). As expected, the positionated merge of the secondary word stress is
difficult for TW L2 speakers.

In addition to the above prosodic difference fouretween Lland TW L2 English, we
also compared TW L2 accent and TW Mandarin, thgetak2 speakers’ mother tongue, and
found in what ways TW L2 accent could be attributedheir L1 Mandarin features (Nguyen
et al, 2008). Following this line of research, TW Maridais also included in the present
study to further examine if and how some TW L2 Esiglaccent can further be attributed to
Mandarin.

The present study aims to incorporate prosodicufeatfound to contribute to TW L2
accent, and try to conduct prosody classificatiomomag L1 English, L2 English and LI
Mandarin by machine learning technology. The airoitest if L1 English, L2 English and LI
Mandarin could be discriminated from each otheririiggrated prosodic features elicited by
syntax-induced narrow focus and lexicon-defineddwstress. Further discrimination analysis
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compares distinct prosodic characteristics of TW E2g and TW L2_Eng-L1_Man shared
characteristics of prosody to verify if prosodicatieres of TW L2_Eng are in relation to
Mandarin. In addition, speaker-pair similarity byopodic patterns is computed to test (1)
difference between L1 English and TW L2 English greuand (2) cohesion within L1

English/TW L2 English group.

2. Speech Data

Read speech of Native English (L1_Eng), Taiwan L2Ii8hg(L2_Eng), Taiwan Mandarin
(L1_Man) are used in present analysis. The matep&lEnglish speech are 5 reading tasks
from the AESOP-ILAS recoded by 9 L1 (4M&5F) and 9 (BM&4F) speakers. These 5 tasks
are designed to elicit production of English segrakmand suprasegmental characteristics
including: (1) word-level features such as segmieloyatarget words in carrier sentence; (2)
phrase boundary phenomena such as declarativeafadlinterrogative rises by target words at
phrase boundaries (3) form, timing and locationpit€h accents, which are used to create
phrasal and sentential prominence (broad and nafwous) by target words in narrow focus
position. 20 target words with 2-, 3- and 4-syl&abfF all possible stress patterns (Appendix A)
are embedded in Taskl to Task 3. (4) function wimdstressed and unstressed positions and
(5) prosodic disambiguation of syntactic structures

In section 3.1 and 3.2, the sentences in tasktdsto5 are used for prosody classification
among L1 Eng, L2 Eng and LI _Man. In section 3.Xiden-defined prosodic similarity
among speakers is computed by 20 stress-balanoget t@ords in carrier sentence, Taskl, to
eliminate effect from higher level. An example afdget word marked in boldface in carrier
sentence is as follow.

. | saidSUPERMARKET five times.

The sentences with broad and narrow focus in taske3used to test syntax-elicited
prosodic similarity among speakers. An exampleenftence in which broad and narrow focus
are embedded is as follow. Narrow focus and braamdid are marked in boldface and italic
respectively.

Context: Do you buy fruit at the farmer’s market?

. No. lusuallybuyfruit at theSUPERMARKET because they stapen later

After selecting sentences with acceptable FO etitnac369 L1_Eng and 434 L2_Eng
sentences are used in present analysis.
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The material of L1_Man is intonation balanced speeorpus (3441MB, 31:10) in
SINICA COSPRO (Tsengt al, 2003) which aims to examine role of intonatiomthwespect
to prosodic grouping in Mandarin speech. 3 typesseftences including declarative,
interrogative and exclamatory with balanced POShioation are designed and collected in
this corpus. In order to compare with English mater(taskl and task3 in AESOP-ILAS) in
which all sentences are declarative, only dechaeagentences are included in present analysis.
Speech of one male and one female with good recgrgliiality are chosen for analysis. After
further selecting sentences with acceptable F&imge 288 L1_Man declarative sentences are
used in present analysis. Prosodic words in Mandare adopted as units of word-layer
segmentation and corresponding feature extraction.

2.1 Annotation

All data were pre-processed automatically for sagmlealignment using the HTK Toolkit,
which was then manually spot-checked by trainedsitebers for accuracy. FO values were
extracted and measured using a semitone scale.

3. Feature Extraction & Classification

3.1 Feature Extraction

Prosodic features used in present study are FOatidar intensity. Each feature is
z-normalized by sentence first then each sentememdcoded as a feature vector representing
prosodic characteristics with hierarchical struetupy sentence and word layer. The
higher-level features, namely sentence-level fegtuare derived by average of features in
subsidiary units, namely word while word-level ig@ts are computed by subsidiary phoneme.
In addition to conventional 6 types of general fieatrepresentation including mean, standard
deviation, maximum, minimum, range and pairwisetaast referring to PVI (Grabe & Low,
2002) by each feature and each layer, histogrameseptation is also adopted to show more
detailed properties of feature distribution. Thepttbn of histogram representation also could
overcome inconsistent dimension among sentenceshwierived from varied number of
words and phonemes thus requirement of consistam@rgsion could be fulfilled for classifier
input. Two prosodic features encoded by histograpresentation are mean and pairwise
contrast by subsidiary units in sentence and weantkr. Present histogram representation
encodes prosodic features with 7 bins in whichridistion of units is normalized to 100%.
Normalized duration and FO values were further nedi to remove intrinsic physical
properties based on previous knowledge. The intripbysical property for duration denotes
segmental duration of each phoneme and intrinsysiphl property for FO denotes intonation
of each sentence. 200 prosodic features in totalised in the present study.
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3.2 Classification

Two popular classifiers for prosody classificatimmong L1_Eng, L2_Eng and LI_Man used
are introduced as follows.

3.21KNNC

The principle of k-nearest-neighbor classifier abdes KNNC (Cortes & Vapnik, 1995) is
based on concept that data instances of the saame should be nearer in the feature space.
As a result, for a given unknown data point x, ¢tess is determined by K nearest points of x.
The principles compute the distance between x drnthedata points in the training space to
decide K which is used for assign/predict clasardfnown data point x.

3.225VM

Given a set of data with each example in data nthtkebinary categories, a support vector
machine (SVM) (Coomans & Massart, 1982) trainingoaithm builds a model that assigns
examples into one category or the other as accammssible while examples of the separate
categories are divided by a clear gap that is @& ws possible. Unknown data points are then
predicted to belong to a category based on whidé sf the gap they fall on.

3.3 Discrimination Analysis by Prosodic Features

Discrimination analysis is conducted between paispeaker group by 200 prosodic features
described in section 3.1. P value (Lehmann, 1987adopted as discriminative indicator
between pair of speaker group. In a statistical, tesmple results are compared to likely
population conditions by way of two competing hyipeges: the "null hypothesis” is a neutral
statement about "no difference" between two grotips;other, the "alternative hypothesis" is
the statement that the person performing the tesidvike to conclude if the data will allow
it. The p-value is the probability of obtaining the observeaimple results when the null
hypothesis is actually true. It could be quantifigdthe conditional probability PX{H) (X is a
random variable representing the observed datathrid the statistical hypothesis under
consideration) which gives the likelihood of thesebvation if the hypothesis is assumed to be
correct. If thisp-value is very small, it suggests that the obsemai is different from the
assumption that the null hypothesis is true, ans tihhat hypothesis must be rejected and the
other hypothesis accepted as true.

3.4 Similarity Comparison by Prosodic Patterns

The similarity is defined by cosine measure betwaey two of L1/L2 speakers by prosodic
patterns of word/sentence. The value of point)(iinj the matrix denotes cosine distance
between speaker i and speaker j. In following sectihe matrix is represented by a plot with
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ixj grids in which shading value of each grid deewvalue of point (i, j). The darker the color
is, the more similar between speakers i and j.

4. Resaults

4.1 Prosody Classification among L1 Eng, L2 Engand LI _Man

In order to test if L1 English, TW L2 English andVTL1 Mandarin could be identified from

each other by prosody, classification is conductéedl performance is computed by 2
classifiers, SVM/KNNC. Average recognition ratedis.57% by SVM and 81.86% by KNNC

respectively. Figure 1 shows recognition rate imfaf confusion matrix by best classifier,
SVM and results suggest L1_Eng with most distirftaraecteristic with the others, L2_Eng
and L1_Man. L1_Eng could be 100% identified from EAg and L1_Man; however, only
88.97% of L2_Eng and 84.74% of L1_Man could be recsgd from the others. Further
binary classification is conducted between L2_End A1_Man and shows best recognition
rate 86.03% by SVM. Figure 2 shows confusion matvhich demonstrates only 88.05% of
L2 _Eng and 82.99% of L1_Man could be identifiedfreach other.

L L = H E
= o - ot ol
| 1 -
100.00%
L1E (369) 0 0
H 88.05% 11.96%
L2E (383) (52)
B8.97% 11.03%
. . (387) (48)
LiM 17.01% 82.99%
L1M o i 15.28% B4.72% (49) (239)
P e (244)
Figure 1. Therecognition rate among Figure 2. Therecognition rate
L1 Eng, L2 Engand between L2_Eng and
LI _Man by prosodic LI _Man by prosodic

features and SVM features and SVM
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4.1.1 Discussion

The above results suggest that L1_Eng could berdifteated from L2_Eng and L1_Man;
however, confusion is found between L2_Eng and L&A&nMn other words, L1_Eng is distinct
from L2_Eng and L1_Man prosodically; on the othanth, L2_Eng and L1_Man share some
common prosodic characteristics which differentiitan L1_Eng. In the following section,
discrimination analysis is conducted by prosodiatiees to show distinct prosodic
characteristics of L2 Eng from L1 Eng and commomspdic characteristics between
L2 Eng and L1 _Man.

4.2 Discrimination Analysis by Prosodic Features

Table 1 shows most distinct prosodic charactegstietween L2 _Eng and L1 _Eng. After
pairwise discrimination analysis between L2_Eng bhidMan is conducted by each prosodic
feature, the most discriminative features are caegband listed in Tablel. Results show most
discriminative prosodic features by lowest 5 p-eslun L2_Eng vs. L2 _Eng are 'mean by
normalized FQ', 'minimum by normalized FO', 'meagnnormalized volume', 'maximum by
normalized volume' and 'stand deviation by nornaalizduration' in sentence layer and
maximum/PC/stand deviation/range/histogram_dimer3oby normalized volume in word
layer.

Table 1. The most distinct prosodic Table 2. The most similar prosodic

characteristics between characteristics between
L2 Eng and L1 Eng by L2 Eng and L1 Man by
p-value p-value
ech Pal L2_Engvs. L1_Eng Speech Pa L2_Engvs. L1_Man
Layer Layer
‘NorFO_Mean' ‘NorVol_DisBySubPC_D5'
‘NorFO_Min' ‘NorDur_DisBySubPC_D1'
Sentence Laye ‘NorVol_Mean’ Sentence LayefNorDurWOlntri_DisBySubMean_D%'
‘NorVol_Max' ‘NorDur_DisBySubPC_D3'
‘NorDur_STD' 'NorFO_PC'
‘NorVol_Min' ‘NorFO_Mean'
'NorVol_PC' '‘NorVol_Range'
Word Layer ‘NorVol_STD' Word Layer ‘NorFORes_DisBySubMean_D2'
‘NorVol_Range' ‘NorFO_DisBySubPC_D6'
NorVol_hisBySubMean_D3' ‘NorVol_DisBySubPC_D7
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Table 2 shows common prosodic characteristics btwle2_Eng and L1_Man. Pairwise
discrimination between L2_Eng and L1_Man is conddcby prosodic feature and most
similar features are listed in Table 2. Resultssshaost similar prosodic features by highest 5
p-values by L2 Eng vs. L1 Man are ‘histogram_dirm@awtb by pairwise contrast of
normalized volume', 'histogram_dimension#1&3 byrwie contrast of normalized duration’,
" histogram_dimension#5 by normalized duration withintrinsic properties' and 'pairwise
contrast by normalized FO' in sentence layer andatmby normalized FQ', 'range by
normalized volume', ‘'histogram_dimension#2 by fO theut intonation effect',
'histogram_dimension#6 by normalized FO'and 'histog dimension#7 by normalized
volume in word layer.

4.2.1 Discussion

The results show FO/duration/volume in sentencerlayd volume in word layer contribute to
TW L2 accent. By discrimination analysis between EAg and L1_Man, results demonstrate
FO/duration/volume in sentence layer and FO/volunme word layer are shared
L2_Eng-L1_Man prosodic properties. We further assuhmat distinct features of L2 accent
might attribute to prosodic characteristics borrdwigom their mother tongue, namely
L1 _Man thus distinct features of L2Eng are compandith L2Eng-L1Man shared features.
The results show distinct L2_Eng features do oyeviéh L2Eng-L1Man common features.
Comparison by sentence layer shows similar featfioesid coexisting in L2Eng-L1Eng
distinct features and L2Eng-L1Man common featuggedn in Table 1 and Table 2) are stand
deviation by normalized duration in L1Eng-L2Eng disti features and
histogram_dimension#1&3 by pairwise contrast of nmalized duration in L2Eng-L1Man
common features. Pairwise contrast is defined liwden-phone variation and the property is
similar to stand deviation representing global a&on; thus we could regard them as overlap.
In summary, the results suggest tempo contrastyhyag-elicited narrow focus in sentence
layer and loudness range by lexicon-defined worglsstin word layer are distinct L2 features
of TW English which might attribute to prosodic isder of Mandarin, namely L2s’ mother
tongue.

4.3 Similarity Comparison by Prosodic Patterns

In addition to analysis by individual prosodic fesg in section 3.2, similarity is computed
between any two of L1/L2 speakers by prosodic pasteof word/sentence. After
between-speaker similarity is derived, we examinbetween-speaker similarity is greater
when they are in the same speaker group. The aimtest if consistency within each speaker
group (L1/L2) and discrimination between L1 and la2ildl be found.
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4.3.1 Similarity in Word Prosody

Figure 3, 4 and 5 show similarity matrix betweery awo of L1/L2 speakers by prosodic
patterns of word. First row by normalized duratinrFigure 3 demonstrates by color lightness,
first L1 speaker is more similar with speaker 1speaker 9 than speaker 10 to speaker 18
which represent L1 speakers and L2 speakers regplgctin addition, the left-top block by
green dotted cross demonstrates L1 speakers witle wmnsistency within group than the
other blocks. It suggests L1 with greater cohesiomgistency than right-top (L1 vs. L2),
left-bottom (L1 vs. L2) and right-bottom (L2 vs. L2Right-bottom (L2 vs. L2) block also
shows secondary consistent which is darker thdt-tigp (L1 vs. L2), left-bottom (L1 vs. L2).
It suggests L2s’ prosodic patterns are consistemtedl. Normalized duration without intrinsic
properties in Figure3 further shows that removingrimsic duration could further help to
discriminate L1 and L2.

Normalized duration
without intrinsic properties

Normalized duration

Dissimilar

Speaker Index

L1 L2
Speaker Index Speaker Index

Figure 3. The similarity between any two of L1/L2 speakers by duration patternsin
word layer. Color bars show the more dark the color, the more similar
between two speakers. The value of point (i,j) in the matrix represents
cosine distance between i and j that diagonal indicates self-similarity with
darkest color. The green dotted cross represents boundary between L1 and
L2 speakers.

Figure 4 also shows great cohesion within speat@rg(L1&L2) respectively and great
difference between speaker group (L1 vs. L2) by rmdimad FO and normalized FO without
intonation effect; however, removing intonation apps not to improve L1-L2 discrimination
significantly.
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Normalized FO

Normalized FO Dissimilar Without intonation effect
— = -

" e A
[13] 3 i}
=] =]
£ £
0 I
o o
vl 0.5 v L2 ]

Similar

L1 L2
Speaker Index Speaker Index
Figure 4. The similarity between any two of L1/L2 speakers by FO patternsin word

layer.

Figure 5 shows similarity matrix by normalized ims&y. Results show no significant
discrimination found between L1 and L2.

Normalized intensity Dissimilar

Speaker Index

—
3]

12 14 16 ‘IE o L
Similar

L2
Speaker Index

Figure5. The similarity between any two of L1/L2 speakers by intensity patternsin
word layer.

4.3.1.1 Discussion

By between-speaker similarity of word by duratiad®/Ehe two distinct blocks by shading

value representing L1s’ and L2s’ patterns are folinsuggests between-speaker similarity by
word layer is greater when they are in the samealsgegroup. In other words, L1 and L2

produce respective timing/pitch patterns of wordhwgreat within-group consistency but

within-group features are distinct from counterpgmup. Between-group discrimination and
within-group consistency is not found by loudneastgrns. The results suggests timing/pitch
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patterns elicited by lexicon-defined word stressviord layer are distinct L2 features of TW
English.

4.3.2 Similarity in Sentence Prosody

Figure 6, 7 and 8 show similarity matrix betweery awo of L1/L2 speakers by prosodic
patterns of sentence. By Figure 6 and 7, no sicanii discrimination between L1 and L2 is
found by normalized duration, normalized duratidthaut intrinsic properties, normalized FO
and normalized FO without intonation.

Normalized duration
without intrinsic properties

Normalized duration

Dissimilar Dissimilar
2 2
x
e o Ll
o 15-2 15
E =
= o , Q {
% 12 ©
GJ 1 8— 1
a 4 05
&2, w12 F
18 211
2 8 w10 12 14 16 18 ) | 2 4 L 8 10 12 14 16 18 g S|m||ar
S
11 12 imilar 11 12
Speaker Index Speaker Index

Figure 6. The similarity between any two of L1/L2 speakers by duration patternsin
sentence layer.

Normalized FO

Dissimilar  Without intonation effect Dissimilar
7 = 25

L1

Speaker Index

—
N

16 18

Similar
L2 L1
Speaker Index Speaker Index
Figure 7. The similarity between any two of L1/L2 speakers by FO patternsin
sentence layer.
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Figure 8 shows intensity patterns of sentence ghigat within-group cohesion and great
between-group difference in both L1 and L2.

Normalized Intensity  Dissimilar

Speaker Index

,_
g

=4 . .-
2 4 6 1 10 16 18

12 1

L1 3 Similar
Speaker Index

Figure 8. Similarity between any two of L1/L2 speakers by intensity patternsin
sentence layer.

4.3.2.1 Discussion

By intensity similarity of sentence, the two distilblocks by shading value representing L1s’
and L2s’ patterns are found. It suggests betweealsgr similarity by intensity of sentence is
greater when they are in the same speaker groumtHer words, L1 and L2 produce
respective prosodic patterns with great within-gr@onsistency but within-group features are
discriminative to counterpart group. Between-grodpscrimination and within-group
consistency is not found by timing/pitch patteri$he results suggest loudness patterns
elicited by syntax-induced narrow focus in sentetmyger are distinct L2 feature of TW
English.

5. Discussion and Conclusion

The present study examines prosodic characteriefigiwan English in relation to native

English and Mandarin, mother tongue of TW speakBresody classification among native
English, TW L2 English and TW Mandarin is conductsdmachine learning technology and
results show Taiwan L2 English is found to be distifrom L1 English in prosody. However,

TW L2 English and Taiwan Mandarin share some commpusodic characteristics which

differentiate them from L1_Eng. Further comparisnpneach prosodic feature shows distinct
L2 features of TW English can be attributed to pubs transfer of Mandarin is tempo contrast
elicited by syntax-induced narrow focus in senterleger and loudness range by
lexicon-defined stress in word layer. By examinipgosodic patterns of word/sentence,
similarity analysis suggests that between-speaksilagity is greater when they are in the
same speaker group in both word and sentence layesther words, L1 and L2 speakers
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produce respective prosodic patterns with greathimiggroup consistency but their
within-group patterns are discriminative to coupget group by loudness patterns in sentence
layer and timing/pitch patterns in word layer. Waibve the above study with incorporated
linguistic knowledge not only sheds light on bettederstanding of TW L2 English, but can
also be applied CALL system implementation. Futwarks will include providing prosody
evaluation matrix of L2 by word and by sentencehwitegree measures of similarity and
improvement scoring so that L2 learners will becanwe sensitive to prosody features.
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Appendix A. Target words by syllabicity, stresstype and experimental condition

2-1 3-1 3-2 3-3 4-1 4-2 4-3 4-4 LH RH
Y-N (rise) money Wonderful | apartment overnight white
wine

WH (fall) elevator | available information | misunderstand | Supermarket

Cont (rise) January experience California Vietnamese Department
store

Decl. (fall) morning | Video 1OMOoIrow Japanese afternoon

Narrow Money wonderful Apartment | Overnight | Elevator | Available Information | Misunderstand | Supermarket white

focus morning | Video tOMOITow Japanese January Experience | California Vietnamese department wine
store afterncon




