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Program Overview

September 8, 2011 (Thursday) 9:10 ~ 20:00

09:10-10:00 | Registration
10:00:10:10 | Opening Ceremony Prof. Leehter Yao
Chair: Prof. Yuan-Fu Liao
10:10-11:10 | Invited Talk: Speaker: Prof. Haizhou Li,
Machine Transliteration — Translating the Institute for Infocomm
Untranslatables Research, Singapore
Chair: Prof. Hsiao-Chun Wang
11:10-11:40 | Coffee Break
11:40-12:40 | Oral Session 1:_ _ _ Chair: Prof. Chia-Ping Chen
Speech Recognition and Synthesis
12:40-13:30 | Lunch
13:30-14:30 | ACLCLP meeting for future directions/Poster Session 1:NSC Project reports
14:30-15:30 | Invited Talk: Speaker: Dr Lee-Feng Chien,
Opportunities and Technology Challenges General Manager, Google
for Search Engines in the mobile internet Chair: Prof. Hsin-Hsi Chen
15:30-16:00 | Coffee Break/IJCLCLP editors meeting( * & &7+ % € /R T f45 ~ # 3 1)
16:00-17:00 | Panel Discussion: Panelists:
Frontier of speech science and technology for| £ z & %42 > f§ =% L
real life FRAELE L ATEEE L
Chair: Prof. Jhing-Fa Wang
17:00~18:00 | Walking to banguet place (5 5 #i7/7)
18:00-20:00 | Banquet (%L?ﬂ[%ﬁ}i’ﬁ‘[ buffet)

September 9, 2011 (Friday) 9:30 ~ 16:20

9:30-10:30 | Invited Talk: Some Issues on Statistical Speaker: Prof. Jingbo Zhu,
Machine Translation Using Source and Northeastern University,
Target (or) Syntax ShenYang, China

Chair: Prof. Liang-Chih Yu

10:30-11:00 | Coffee Break

11:00-12:00 | Oral Session 2: Machine Translation and Chair: Prof. Yuen-Hsien Tseng
Word Segmentation

12:00-13:00 | Lunch

13:00-14:30 | Poster Session 2: Poster Papers

14:30-15:00 | Coffee Break

15:00-16:00 Ora_l Session 3: o Chair: Prof. June-Jei Kuo
Lexicon, Resources and NLP applications

16:00-16:20 | Closing Ceremony and Best Paper Award




Technical Program Details

Oral Session 1: Speech Recognition and Synthesis
Time: Thursday, September 8, 11:40-12:40

1. Empirical Comparisons of Various Discriminative Language Models for Speech
Recognition
Min-Hsuan Lai, Bang-Xuan Huang, Kuan-Yu Chen and Berlin Chen

2. Compensating the Speech Features via Discrete Cosine Transform for Robust
Speech Recognition
Hsin-Ju Hsieh, Wen-Hsiang Tu and Jeih-Weih Hung

3. BHEREE C FEMIRB BN F FIR A T2 R EILE 5 TR
Sheng-Tang Wu, Wei-Te Fang and Yuan-Fu Liao

4. Evaluation of TTS Systems in Intelligibility and Comprehension Tasks
Yu-Yun Chang

Oral Session 2: Machine Translation and Word Segmentation
Time: Friday, September 9, 11:00-12:00

LR B Ao T H 3 el AR S
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2. mv;}iﬁﬁrv)’%t‘ — AP H X2 ¢ 2 i anE B oot
Yi-Hsuan Chuang, Jui-Ping Wang, Chia-Chi Tsai and Chao-Lin Liu

3. Unsupervised Overlapping Feature Selection for Conditional Random Fields
Learning in Chinese Word Segmentation
Ting-Hao Yang, Tian-Jian Jiang, Chan-Hung Kuo, Richard Tzong-han Tsai and
Wen-Lian Hsu

4. FREY 22 AP ENP 2 A L2 BT PRIE K
PR REEF AT, wEE

Oral Session 3: Lexicon, Resources and NLP applications
Time: Friday, September 9, 15:00-16:00

L 4 B Hfenz 4 122 i3 & 4t %
You-Shan Chung and Keh-Jiann Chen
2. Predicting the Semantic Orientation of Terms in E-HowNet
Cheng-Ru Li, Chi-Hsin Yu and Hsin-Hsi Chen
3P A R T AR
Chia-Hui Chang and Sean Lin
4. Frequency, Collocation, and Statistical Modeling of Lexical Items: A Case Study
of Temporal Expressions in an Elderly Speaker Corpus
Sheng-Fu Wang, Jing-Chen Yang, Yu-Yun Chang, Yu-Wen Liu and Shu-Kai Hsieh
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Invited Speaker: Haizhou Li

Machine Transliteration - Translating the Untranslatables

Abstract

Machine transliteration is the process of automatically rewriting the script of a word
from one language to another, while preserving pronunciation. The last decade has
seen a tremendous progress and a growth of  interests from theory to practice of
machine transliteration. In th is talk, I will p resent an overview of the fundam entals,
algorithms and applications, in particular, transliteration between English and Chinese.
I will also report the findings in the most recent transliteration evaluation campaigns -
NEWS 2009 and NEWS 2010 Machine Transliteration Shared Tasks.

Biography

Dr. Haizhou Li is currently the Principal Scientist and Department Head of Hum an
Language Technology at the Institute for Infocomm Research. Dr Li has worked on
speech and language technology in academia and industry since1988. He taught in the
University of Hong Kong (1988-1990), S outh China University of T echnology
(1990-1994), and Nanyang T echnological University (2006-). He wasaV  isiting
Professor at CRIN/INRIA in France (1994-1995), and at the University of New South
Wales in Australia (2008). As a technologist, he was appoi nted as Research Manager
in Apple-ISS Research Centre (1996-1998), Research Director in Lernout & Hauspie
Asia Pacific (1999-2001), and Vice President in InfoTalk Corp. Ltd (2001-2003).

Dr Li's research interests include au tomatic speech recognition, natural language
processing and social robotics. He has published over 150 tech nical papers in
international journals and conferences. He hol ds five international patents. Dr Li now
serves as an Associate Ed itor of IEEE Transactions on Audio, Speech and Language
Processing, ACM Transactions on Speech and Language Processing, and Springer
International Journal of Soci al Robotics. He is an elected Board M ember of the
International Speech Communication Association (ISCA, 2009-2013), an Executiv e
Board Member of the Asian Federation of Natural Language Processing (AFNLP
2006-2010), and a Se nior Member of I EEE since 2001. Dr Li was the Local
Organizing Chair of SI GIR 2008 and ACL -IJCNLP 2009. He wa s appointed the
General Chair of ACL 2012 and Interspeech 2014. He was the recipient of National
Infocomm Award of Singapore in 2001. He ~ was nam ed one of the two Nokia
Professors 2009 by Nokia Foundation in reco gnition of his contribution to speak er

and language recognition technologies.



Invited Speaker: Lee-Feng Chien

Opportunities and Technology Challenges for Search Engines in the
Mobile Internet

Abstract

The web started on the PC, within there  cent years it s tarted arriving for m obile
devices. It will soon arrive for many other types of devices we haven't even thought of
yet. This is going to open up som e pretty amazing business opportunities and

technology challenges for search engine deve lopment, and online m arketing that can
seek to promote businesses by increasing their visibility when users access the mobile
Internet. So what I'd like to do is walk you through some of the macro trends that are
converging right now to set us up for explosive growth in the mobile Internet over the
next couple of years and th en walk you through som e of the technology challenges

that await those who understand and invest in -- or at least start experim enting in --

this area.

Biography

Dr. Lee-Feng Chien is working with Google as GM of Google T  aiwan and
engineering site director of T aiwan/Hong Kong R&D center . He is known for his
work on Chinese natu ral language processing, has researched Chinese analys is
systems, language m odels, speech recogni tion systems, and search engineering
technology for m any years. He has se rved on program committees form ajor
conferences and journal editorial boards in the related academ ic areas, and is the
author of a hundred of techni cal papers. Prior to joini ng Google, he was research
fellow and deputy direc tor of the Institute of information Science, Academia Sinica,
Taiwan, and also jointly a ppointed as a professor of the Information Management
Department of National T aiwan University. He received his Ph.D. in CS fro m

National Taiwan University in 1991.



Invited Speaker: Jingbo Zhu

Some Issues on Statistical Machine Translation Using Source and (or)
Target Syntax

Abstract

Machine Translation (MT) is one of the oldest sub-fields in Natural Language
Processing (NLP)a nd Artificial Intelligence (Al). Duringth e last decade,
syntax-based approaches have received growing interests in MT community, showing
state-of-the-art performance for many language pairs such as Chinese-English. In this
talk, I will present ou r recent work on syntax-based MT, and some approaches to
performing translation using source and (o r) target syntax, invol ving string-to-tree,
tree-to-string and tree-to-tree SMT paradigms. Also, an empirical study is shown to
compare the strengths and weaknesses among various syntax-based SMT approaches.
Furthermore, several interesting issues are further addressed to investigate what the
major problems in current (syntax-based) MT paradigm are. Finally, I will spend a
little time to introduce a new open-source SMT toolkit (named NEUTrans) which was
developed by the NLPLab of Nor theastern University, and our current ef forts on
incorporating syntax-based SMT paradigms into this open SMT platform.

Biography

Dr. Jingbo Zhu is a full professor of Com puter Science at the Northeastern University
at Shenyang, China, andisinc harge of research a ctivities within the Natura 1
Language Processing Laboratory (NEU-NLPlab, htttp://www.nlplab.com). He
received his Ph.D. degree in com puter software and theory from the Northeastern
University in 1999. He was a visiting resear cher at the City Un iversity of Hongkong
(2004) and ISI, University of Southern California at Los Angeles (2006-2007), and
was selected by the Program  for New Cent ury Excellent T alents in University ,
Ministry of Education (2005) . His research interests include m achine translation,
syntactic parsing, sentiment analysis and text mining. He has published 100+ papers
in many high-level journals and confer ences including IEEE T ransactions on
Affective Computing, IEEE Transactions on Audio, Speech and Language Processing,
ACM Transactions on Speech and Language Processing, ACM Transactions on Asian
Language Information Processing, and ACL/EMNLP/Coling, etc.



ROCLONG 2011 Abstracts

Oral Session 1: Speech Recognition and Synthesis
Time: Thursday, September 8, 11:40-12:40

1.

Empirical Comparisons of Various Discriminative Language Models for
Speech Recognition
Min-Hsuan Lai, Bang-Xuan Huang, Kuan-Yu Chen and Berlin Chen
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Compensating the Speech Features via Discrete Cosine Transform for
Robust Speech Recognition
Hsin-Ju Hsieh, Wen-Hsiang Tu and Jeih-Weih Hung

In this paper, we develop a series of algorithms to improve the noise robustness of
speech features based on discrete cosi ne transform (DCT). The DCT-based
modulation spectra of clean speech feat ure streams in the training set are
employed to generate two sequences re presenting the reference m agnitudes and
magnitude weights, respectively. T he two sequences are then used to update the
magnitude spectrum of each featu re stream in the training and testing sets. The
resulting new feature streams have shown robustness against the noise distortion.
The experiments conducted on the Aurora-2 digit string database reveal that the
proposed DCT-based approaches can provide relative error reduction rates of over
25% as compared with the baseline system using MVN-processed MFCC features.
Experimental results also show that these new algor ithms are well ad ditive to
many noise robustness m ethods to produ ce even higher recognition accuracy

rates.



3. BMEREH CRARBAFEP F R AL R BILF I IR
Sheng-Tang Wu, Wei-Te Fang and Yuan-Fu Liao
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4. Evaluation of TTS Systems in Intelligibility and Comprehension Tasks
Yu-Yun Chang

This paper aims atf inding the relationships between intelligibility and
comprehensibility in speech synthesizers, and tries to design an appropriate
comprehension task for evaluating the sp eech synthesizers’ comprehensibility. It
is predicted that speech synthesizer with higher intelligibility, will have greater
performance in com prehension. Also, since the two m ost popular used speech
synthesis methods are HMM-based and unit selection, this study tries to com pare
whether the HTS-2008 (HMM-based) or ~ Multisyn (unit selection) speech
synthesizer has better performance in application. Natural speech is applied in the
experiment as a controlled group to the speech synthesizers. The results in the
intelligibility test shows that natura 1 speechisb etter than HTS -2008, and
HTS-2008 is much better than Multisyn system. W hereas, in the com prehension
task, all th e three speech system s present not m uch differences in speech
comprehending process. This is because that the two speech synthesiz  ers have
reached the threshold ofenoughinte lligibility top rovide high speech
comprehension quality. Therefore, alt hough with equal co mprehensible speech
quality between HTS-2008 and Multisyn systems, HTS-2008 speech synthesizer

is more recommended and preferable due to its higher intelligibility.



Oral Session 2: Machine Translation and Word Segmentation
Time: Friday, September 9, 11:00-12:00

1.
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Yi-Hsuan Chuang, Jui-Ping Wang, Chia-Chi Tsai and Chao-Lin Liu

We investigate the potential contribution of a very specific feature to the quality
of Chinese translations of English verbs. Researchers have studied the effects of
the linguistic inform ation about the ve rbs being translat ed, and many have
reported how considering the obje cts of the verbs will f acilitate the quality of
translations. In this paper, we take an extreme assumption and examine the results:
How will the availability of  the Chinese translations of the objec ts help the
translations of the verbs. We explored the issue with thousands of samples that we
extracted from 2011 NTCIR PatentMT work shop and Scientific Am erican. The
results indicated that the extra information improved the quality of the translations,
but not quite significantly. W e planto refine and extend our experiments to

achieve more decisive conclusions.

Unsupervised Overlapping Feature Selection for Conditional Random Fields
Learning in Chinese Word Segmentation

Ting-Hao Yang, Tian-Jian Jiang, Chan-Hung Kuo, Richard Tzong-han Tsai and
Wen-Lian Hsu

This work represents several unsupervised feature selections based on frequent strings
that help im prove conditional random fields (CRF) m odel for Chinese word

segmentation (CWS). These featuresin clude character-based N-gram (CNG),



Accessor Variety based string (AVS), and Term Contributed Frequency (TCF) with a
specific manner of boun dary overlapping. For the experim ent, the baseline is the
6-tag, a state-of-the-art labeling schem e of CRF-based CWS; and the data set is
acquired from SIGHAN CWS bakeoff 2005. The experiment results show that all of
those features improve our system’s F1 measure (F) and Recall of Out-of-Vocabulary
(Roov). In particular, the feature collections which contain A VS feature o utperform
other types of features in terms of F, whereas the feature collections containing
TCB/TCF information has better Roov.

AT R - BEREAFHY 22 UM IZAERFHY 2 R0
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Oral Session 3: Lexicon, Resources and NLP applications
Time: Friday, September 9, 15:00-16:00

1.

Bt Bz B 12 34§ R
You-Shan Chung and Keh-Jiann Chen
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Predicting the Semantic Orientation of Terms in E-HowNet
Cheng-Ru Li, Chi-Hsin Yu and Hsin-Hsi Chen
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Chia-Hui Chang and Sean Lin
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Frequency, Collocation, and Statistical Modeling of Lexical Items: A Case
Study of Temporal Expressions in an Elderly Speaker Corpus
Sheng-Fu Wang, Jing-Chen Yang, Yu-Yun Chang, Yu-Wen Liu and Shu-Kai Hsieh

This study exam ines how different dim ensions of corpus frequency datam ay
affect the outcome of statistical modeling of lexical items. The corpus used in our
analysis is an elderly speaker corpus in its early development, and the target words
are temporal expressions, which m ight reveal how the speech produced by the
elderly is organized. We ¢ onduct divisive hierarchical clustering based on two
different dimensions of corpus data, namely raw frequency distribution and
collocation-based vectors. Results show wh en different dimensions of data were
used as the input, the targ et terms were indeed clus tered in different ways.
Analyses based on frequency distributions and collocational patterns are distinct
from each other. Specifically, statistically-based collocational analysis produces
more distinct clustering results that differentiate temporal terms more delic ately

than do the ones based on raw frequency.
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