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Abstract

The present study attempts to measure and compare the morphological productivity
of five Mandarin Chinese suffixes: the verbal suffix -hua, the plural suffix -men, and
the nominal suffixes -r, -z, and -tou. These suffixes are predicted to differ in their
degree of productivity: -hua and -men appear to be productive, being able to
systematically form a word with a variety of base words, whereas -zi and -tou (and
perhaps also -r) may be limited in productivity. Baayen [1989, 1992] proposes the
use of corpus data in measuring productivity in word formation. Based on word-token
frequencies in a large corpus of texts, his token-based measure of productivity
expresses productivity as the probability that a new word form of an affix will be
encountered in a corpus. We first use the token-based measure to examine the
productivity of the Mandarin suffixes. The present study, then, proposes a type-based
measure of productivity that employs the deleted estimation method [Jelinek &
Mercer, 1985] in defining unseen words of a corpus and expresses productivity by the
ratio of unseen word types to all word types. The proposed type-based measure yields
the productivity ranking “-men, -hua, -r, -z, -tou,” where -men is the most productive
and -tou is the least productive. The effects of corpus-data variability on a
productivity measure are also examined. The proposed measure is found to obtain a
consistent productivity ranking despite variability in corpus data.

Keywords: Mandarin Chinese word formation, Mandarin Chinese suffixes,
morphological productivity, corpus-based productivity measure.

1. Introduction

1.1 Morphological Productivity

The focus of a study of morphological productivity ison derivational affixation that involves a
base word and an affix [Aronoff, 1976], as seen in sharp + -ness — sharpness, electric + -ity
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— electricity, child + -ish — childish." Native speakers of a language have intuitions about
what are and are not acceptable words of their language, and if presented with non-existent,
potential words [Aronoff, 1983], they accept certain word formations more readily than others
[Anshen & Aronoff, 1981; Aronoff & Schvaneveldt, 1978; Cutler, 1980]. Most intriguing in
the issue of productivity is that the degree of productivity varies among affixes, and many
studies in the literature have been devoted to accounting for this particular aspect of
productivity [see Bauer, 2001, and Plag, 1999, for an overview].

How the degree of productivity varies among affixes is best illustrated by the English
nominal suffixes -ness and -ity, which are often considered “rivals” as they sometimes share a
base word (e.g., clear — clearness or clarity). In general, -ness is felt to be more productive
than -ity.? The word formation of -ity is limited, for example, by the Latinate Restriction
[Aronoff, 1976: 51] that requires the base word to be of Latinate origin; hence, purity is
acceptable but * cleanity is not. In contrast, -ness freely attaches to a variety of base words of
both Latinate and Germanic (native) origin; thus, both pureness and cleanness are acceptable.
There are also some affixes that could be regarded as unproductive; for example, Aronoff and
Anshen [1998: 243] note that the English nomina suffix -th (as in long — length) has long
been unsuccessful in forming a new word that survives, despite attempts at terms like coolth.
Varying degrees of productivity are also observed in Mandarin Chinese word formation. As
will be discussed shortly, some Mandarin suffixes appear to be more productive than others.

1.2 Measuring the Degree of Productivity

Early studies on productivity mainly focused on restrictions on word formation and viewed the
degree of productivity to be determined by such restrictions [Booij, 1977; Schultink, 1961,
van Marle, 1985]. Booij [1977: 120], for example, considers the degree of productivity of a
word formation rule to be inversely proportional to the amount of restrictions that the word
formation rule is subject to. Although the view that productivity is affected by restrictions on
word formation is certainly to the point, from a quantitative point of view, measuring
productivity by the amount of restrictions on word formation is limited in that the restrictive
weight of such restrictionsis unknown [Baayen & Renouf, 1996: 87].

Baayen [1989, 1992] proposes a corpus-based approach to the quantitative study of
productivity. His productivity measure uses word frequencies in a large corpus of texts to

1 Excluded from the study of productivity are seemingly irregular word formations, or “oddities”
[Aronoff, 1976: 20], such as blendings (e.g., smoke + fog ® smog) and acronyms (e.g., NATO).

-ity can be more productive than -ness depending on the type of base word; for instance, -ity is more
productive than -ness when the base word ends with -ile asin servile [Aronoff, 1976: 36] or with -ible
asin reversible [Anshen & Aronoff, 1981]. Still, overall, -ness is intuitively felt to be more productive
than -ity.
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express productivity as the probability that a new word form of an affix will be encountered in
a corpus (see Section 3). Although Bauer [2001: 204] observes that a generaly agreed
measure of productivity is yet to be achieved in the literature, Baayen’s corpus-based
approach seems to be appealing and promising. Most importantly, since corpus data include
productively formed words that are typically not found in a dictionary [Baayen & Renouf,
1996], corpus-based descriptions of productivity reflect how words are actually used.® The
corpus-based approach is aso timely, as linguists have growing interests in corpus data. The
present study pursues the corpus-based approach to measuring productivity using a corpus of
Chinese texts.

The outline of this paper is as follows. In Section 2, five Mandarin suffixes are
introduced and are analyzed qualitatively based on observationsin the literature. In Section 3,
Baayen’s token-based productivity measure is discussed, and the measure is applied to a
corpus of Chinese texts to quantitatively analyze the productivity of the Mandarin suffixes. In
Section 4, a type-based productivity measure is proposed, and its performance is evaluated.
Also, some experiments are conducted to examine the effects of corpus-data variability on a
productivity measure. Section 5 summarizes the findings.

2. Mandarin Chinese Suffixes

2.1 A Qualitative Analysis of Five Mandarin Suffixes

The present study examines the productivity of five Mandarin suffixes: the verbal suffix -hua,
the plural suffix -men, and the nominal suffixes -r, -z, and -tou.

The verbal suffix -hua {* functions similarly to English -ize (and -ify):
(1) xiandai ¢ ‘modern”  —  xiandaihua L% {* ‘modernize’

Verbs formed with -hua can be used as nouns [Baxter & Sagart, 1998: 40], so xiandaihua Zjj
¢ {* in (1) can aso be interpreted as ‘modernization’. Analogous to English -ize
(and -ify), -hua systematically attaches to a variety of base words to form verbs, such as
gongyehua ~ I [> ‘industridlize’, gudjihua == [ ‘internationdize’, and jisuanjihua it
JIFY[™ ‘computerize’.

The suffix -men ] pluralizes anoun, as in the following example:

v/,

(2) xuésheng '+ ‘student” —  xuéshengmen %74 7] ‘students’

According to Packard’s [2000] classification, -men is a grammatical affix, whereas the other
four suffixes that we examine are word-forming affixes. If we use the standard terminology of

3 But see also Plag [1999] for a discussion of how dictionary data can be useful in a study of
productivity.
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the field, -men could be viewed as an inflectional affix, and the other four suffixes could be
considered derivational affixes. There are three major characteristics of -men that
differentiate -men from the English plural suffix -s [Lin, 2001: 59; Norman, 1988: 159;
Ramsey, 1987: 64]. First, -men attaches only to human nouns®; hence, *zhuszimen H=" ("]
‘desks’ and *dianndomen 1] ‘computers’ are not acceptable, unless they are considered
animate as in a cartoon. Second, -men is obligatory with pronouns (e.g., wé =% ‘I’ — wémen
57 ‘we’) but not with nouns; for example, hdizi %~  without -men can be interpreted as
‘child” or “children’ depending on the context. Third, -men is not compatible with numeral
classifiers; hence, *sange xuéshengmen = % %74 '] ‘three students’ is ungrammatical. Due
to these characteristics, -men may not be as frequently used or “productive” [Lin, 2001: 58] as
the English plural suffix -s. However, -men has many base words to which it can attach, for
there are a variety of nouns in Mandarin (as in any language) designating human beings (e.g.,
jizhemen i1 ("] ‘reporters’, kerénmen % * '] ‘guests’, shizhangmen T[{| ("] ‘mayors’).

The suffix -r ]~ forms a noun from a verb or an adjective, or -r can create a diminutive
form [Ramsey, 1987: 63; Lin, 2001: 57-58]:

(3) hua Fr ‘to paint’ —  huar FrJ” ‘painting’
(4) nigo £, ‘bird’ — nigor [ ]° ‘smal bird’

The use of -r is abundant in the colloquial speech of local Beijing residents, and three distinct
usages of -r by local Beijing residents are identified [Chen, 1999: 39]. First, -r can create a
semantic difference:

(5) xin fﬁ ‘letter’ —  xinr fﬁ | ‘message’
Second, aform with -r may be habitually preferred to aform without it:
(6) hug - ‘flower’ — huar {=]" ‘flower’

Third, -r may be attached to a word solely for a stylistic reason. The use of -r in the last
category is the most frequent among local Beijing residents [Chen, 1999: 39]. In both
Mainland China and Taiwan, the use of -r is not favored especially in broadcasting, and -r
words are rarely incorporated into the standard [Chen, 1999: 39; Ramsey, 1987: 64].

The suffixes-zi <+ and -tou <L typically appear in the following constructions:
(7) *mdo '8 — mdaoz &= ‘hat’
@ *me * —  matou +J. ‘wood’

In these examples, -z and -tou combine with a bound morpheme that does not constitute a

“ In colloquial speech, -men can occasionally attach to some animal nouns (e.g., gsurmen )Fu =]
‘doggies’).
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word by itself (i.e., neither *mdo & nor *ma 4 isaword).

Historically, the word formation of -z and -tou appeared in the course of two changes in
Chinese: a shift from monosyllabic to disyllabic words and a simplification of the
phonological system [Packard, 2000: 265-266]. According to Packard [2000: 265], the shift
toward disyllabic words occurred as early as in the Zhou dynasty (1000-700 BC) and
underwent alarge scale development during and after the Han dynasty (206 BC-AD 220). The
phonological simplification, which occurred around the same time [Packard, 2000: 266],
caused syllable-final consonants to be lost, and many single-syllable words that were once
distinct became homophones [Li & Thompson, 1981: 44]. One possible account of how the
two changes occurred is that the phonological simplification preceded as a natural linguistic
process of phonetic attrition, and the shift toward disyllabic words occurred as a solution to
the increase of homophonous syllables [Li & Thompson, 1981: 44; Packard, 2000: 266]. The
increase of homophonous syllables was particularly significant in Mandarin [Li & Thompson,
1981: 44], and -z and -tou played arole in the disyllabification of Mandarin words.

The word formation of -z and -tou is not limited to bound morphemes[Lin, 2001: 58-59;
Packard, 2000: 84]:

(9) shiz # ‘tocomb’ —  shaz $i" ‘comb’
(10) xiang ff! ‘tothink® —  xiangtou 5L ‘thought’

In these examples, -zi and -tou form a noun by attaching to a free morpheme (i.e., both shii 7
and xigng ! are independent words).

The term “productive” is sometimes used in the literature to describe the above-discussed
suffixes. Ramsey [1987: 63] describes -tou to be much less productive than -z, while Li and
Thompson [1981: 42-43] observe that -zi and -tou are both no longer productive. Lin [2001:
57] views -r to be the most productive Mandarin suffix. Unfortunately, the basis for these
observations is left unclear. Some observations may be based on the number of word forms of
a suffix found in a dictionary; for example, present-day Mandarin has by far more -zi word
forms than -tou word forms, and this may lead to the view that -z is more productive than -tou.
However, as Aronoff [1980] argues, of interest to linguists is the synchronic aspect of
productivity (i.e., how words of an affix can be formed at a given point in time), rather than
the diachronic aspect of productivity (i.e., how many words of an affix have been formed
between two points in time). Concentrating on the synchronic aspect, if we associate
productivity with regularity in word formation [Spencer, 1991: 49] or availability of base
words with which a new word can be readily formed, we may predict -hua and -men to be
productive, and -zi and -tou to be limited in productivity. The productivity of -r would likely
depend on the context—if we focus on broadcasting, the productivity of -r may also be limited.
Admittedly, these predictions are speculative, and the difficulty in describing the productivity
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of an affix is where a quantitative productivity measure becomes important. In the following
sections, the productivity of the Mandarin suffixes will be examined quantitatively.

3. Quantitative Productivity M easurement

3.1 Baayen’s Corpus-Based Approach

Baayen [1989, 1992] proposes a corpus-based measure of productivity, formulated as:

(11) p = %

where given al word forms of an affix found in a large corpus of texts, n; is the number of
word types of the affix that occur only once in the corpus, the so-called hapax legomena
(henceforth, hapaxes), N is the sum of word tokens of the affix, and p is the productivity index
of the affix in question.> The measure (11) employs Good’s [1953] probability estimation
method (commonly known as the Good-Turing estimation method) that provides a
mathematically proven estimate [Church & Gale, 1991] of the probability of seeing a new
word in a corpus, based on the probability of seeing hapaxes in that corpus. The productivity
index p expresses the probability that a new word type of an affix will appear in a corpus after
N tokens of the affix have been sampled. One important characteristic of the measure (11) is
that it is token-based; that is, the measure relies on word-token frequencies in a corpus. The
sum of word types of an affix in acorpus, represented by V, isnot directly tied to the degree of
productivity (see Section 4.1). In the remaining sections, the measure (11) will be referred to
as the hapax-based productivity measure.®

While the hapax-based measure has been primarily used in the studies of Western
languages, such as Dutch [e.g., Baayen, 1989, 1992] and English [e.g., Baayen & Lieber, 1991;

® A clear distinction has to be made between word tokens and word types in the context of a corpus
study. To give the simplest example, if we have three occurrences of the in asmall corpus, the token
frequency of theisthree, and the type frequency of theis one. In the case of affixation, we ignore the
differences between singular and plural forms; for example, if we have a corpus that has { activity,
activity, activities, possibility, possibilities}, the token frequency of -ity isfive (the sum of all these
occurrences of -ity) while the type frequency of -ity istwo (after normalizing the plural forms, we
have two distinct -ity words, activity and possibility). An exception to ignoring the plural suffix is
when we are interested in the productivity of the plural suffix itself. In that case, if we have a corpus
consisting of { book, books, books, student, students}, the token frequency of -sisthree (i.e., books,
books, and students), and the type frequency of -sistwo (we have two distinct -s forms, books and
students).

For the purposes of this paper, the term hapax-based measure is used to express, in a shorthand
manner, the fact that the measure defines new words based on hapaxes and that the measure is
token-frequency-based. It should not be confused with the hapax-conditioned measure, p*, discussed
in Baayen [1993].
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Baayen & Renouf, 1996], the measure was also used by Sproat and Shih [1996] in a study of
Mandarin word formation. The focus of Sproat and Shih’s study was on productivity in
Mandarin root compounding, as seen in the nominal root yi fi¥ of mdiyi fEfi” ‘ant’ that
forms many words of ‘ant-kind’, such as yiwang fi* = ‘queen ant’ and gongyi ~ fi¥ ‘worker
ant’. By analyzing the degree of productivity of a number of Mandarin nominal roots, Sproat
and Shih showed that, contrary to a claim in the literature, root compounding is a productive
word-formation process in Mandarin. For example, while shi 7, ‘rock-kind’ and yi fi¥
‘ant-kind” had the productivity indices of 0.129 and 0.065, respectively, apparently
unproductive bin 1% and ldng 4 of binldng %44 ‘betel nut’ were found to have zero
productivity. Sproat and Shih’s study shows that a corpus-based study of productivity in
Chineseisfruitful.

3.2 A Corpus of Segmented Chinese Texts

A major difficulty in conducting a corpus-based study of productivity in Chinese is that
Chinese texts lack word delimiters. Segmentation of Chinese text is, by itself, a contested
subject [see Sproat, Shih, Gale, & Chang, 1996], and consequently, a large-size corpus of
segmented Chinese texts is not as readily available as a large-size corpus of English texts.
Sproat and Shih [1996] used a large-size Chinese corpus (40-million Chinese characters) in
their study by running an automatic segmenter to segment strings that contained the Chinese
characters of interest and manualy processing some problematic cases where the
segmentation was not compl ete.

The corpus of choice in the present study is a “cleaned-up” version of the Mandarin
Chinese PH Corpus [Guo, 1993; hereafter, the PH Corpus] of segmented Chinese texts, made
available in a study by Hockenmaier and Brew [1998].” The corpus contains about 2.4-million
(2,447,719) words—or 3.7-million (3,753,291) Chinese characters—from XinHua newspaper
articles between January 1990 and March 1991. The texts of the PH Corpus are originally
encoded in GB (simplified Chinese characters), and to facilitate the processing of the textsin
computer programs, we convert the texts into UTF8 (Unicode) using an encoding conversion
program developed by Basis Technology [Uniconv, 1999]. The size of the PH Corpus is
relatively small by today’s standards (cf. a corpus of 80-million English words used in Baayen
& Renouf, 1996), but the PH Corpus is one of few widely available corpora of segmented
Chinese texts. Another widely available corpus of segmented Chinese texts is the Academia
Snica Balanced Corpus [1998; hereafter, the Snica Corpus] that contains 5-million words
from a variety of text sources. The sentences of the Sinica Corpus are syntactically parsed, so
the part-of-speech of each segmented word is identified. Although the Sinica Corpus is not

" The PH Corpus can be downloaded from the ftp server of the Centre for Cognitive Science at
University of Edinburgh.
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used in the present study, the use of the Sinica Corpus is certainly of interest.®

Certain words were filtered out as potentially relevant words of the Mandarin suffixes in
guestion were collected from the PH Corpus. With -r and -z, a criterion for distinguishing a
suffix from a non-suffix isthat -r and -z as a suffix lose their tone [Liu, 2001, 57-58; Norman,
1988, 113-114]. This criterion helps identify and block many non-suffixal cases where -r
and -z dencte ‘son’ or ‘child’, such asying’ér it |* ‘baby’, fuzi ¥~ ‘father and son’, and
xiaozi <" “filial son’.® We exclude wénhua ¥ [ ‘culture’ because it is never a verb, and
according to Norman [1988: 21], the specific use of wénhua ¥ {* to mean ‘culture’ was
adopted from Japanese. Also excluded are some -tou words, such as mdotéu 7~k
‘spearhead’, in which -tou is a bound morpheme denoting ‘head’. In addition, all pronouns
in -men are excluded, as suggested in Sproat [2002]. As discussed earlier, -men behaves
differently between pronouns and nouns (i.e., it is obligatory only with pronouns), and it
is -men attaching to open-class nouns, rather than closed-class pronouns, that we are currently

interested in.

3.3 A Quantitative Analysis of the Mandarin Suffixes

The result of the hapax-based measure applied to the PH Corpusis shown in Table 1. Figure 1
presents a bar graph illustrating the productivity ranking of the suffixes based on the p values.

Table 1. Theresult of the hapax-based productivity measure applied to the PH

Corpus
suffix \Y N m p
-r 35 184 14 0.076
-men 219 2324 101 0.043
-Zi 177 2130 62 0.029
-hua 209 3366 93 0.028
-tou 36 600 6 0.010

Note. With all the occurrences of a suffix found in the corpus, V is the sum of types, N is the sum of
tokens, n; is the number of hapaxes, and p is the productivity index of the suffix. The suffixes are
sorted in descending order by p.

® The use of the PH Corpus in the present study is solely due to the fact that the computer programs
currently used were written for the PH Corpus. It must be noted, however, that findings from a larger,
more balanced corpus do not necessarily minimize findings from a smaller, less balanced corpus.
Findings from both the PH Corpus (a small corpus of newspaper texts) and the Sinica Corpus (alarge
corpus of avariety of texts) are of interest because corpora of different types enable a comparison of
findings by the corpus type.

Note in these examples that the tone of -r and -zi isretained (i.e., -ér and -zi, respectively). -r is
originally -ér, and it becomes -r as a suffix, as a result of losing its syllabicity [Norman, 1988: 114].
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Among the five suffixes, -r is found to be the most productive. The high productivity
of -r is somewhat unexpected given the fact that the PH Corpus consists of newspaper texts. If
the use of -r is not favored in broadcasting, we may also expect a limited use of -r in a
newspaper context. In addition, the use of -r is often a mere phonological phenomenon as seen
in the speech of local Beijing residents, and it is unlikely for such a phonological phenomenon
to be represented in newspaper texts. In Table 1, the number of types (V) of -r does not reach
the number of types of the least productive suffix -tou. However, the token frequency (N) of -r
is lower than that of -tou, and -r has a larger number of hapaxes than -tou. Under the
hapax-based measure, a high token frequency is associated with a high degree of lexicalization
of words (i.e., the extent to which words are stored in the lexicon in their full form), and a high
degree of lexicalization of words, in turn, is associated with a low degree of productivity
[Baayen, 1989, 1992]. The rationa e behind this mechanism is that if many words of an affix
are lexicalized, the word formation rule of the affix needs to be invoked less often to form a
word. What the present data of -r indicate, then, is that -r words are characterized by a low
degree of lexicalization. The low degree of lexicalization of -r words and the relatively large
number of hapaxes (as compared with -tou) suggest that the word formation rule of -r is
active.

suffix
N

-hua |

-tou

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08

Figure 1 The productivity ranking of the Mandarin suffixes by the p values (the
vertical axislists the suffixes, and the horizontal axis showsthe p values of
the suffixes).
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The productivity of -hua seems somewhat lower than what we may expect from the
regularity in -hua word formation. Comparing -men and -hua in Table 1, we see that -men
and -hua are similar with respect to both V and ny, but the p value of -hua is lowered by the
high token frequency (N) of -hua. The high token frequency of -hua could be attributed to the
fact that the present analysis includes -hua words used as nouns. According to Baxter and
Sagart [1998: 40], -hua words are formed as verbs first, and these verbs can be used as nouns.
If this is the case, the word formation of -hua is also relevant in -hua nouns. However, the
uniform treatment of -hua verbs and -hua nouns may not be appropriate for the hapax-based
measure. It could be the case, for example, that some -hua words are typically used as nouns
with high token frequencies while other -hua words are typically used as verbs with low token
frequencies. It is, therefore, necessary to make a more detailed analysis of the word frequency
distribution of -hua by separating -hua nouns from -hua verbs. Distinguishing nouns from
verbs is unfortunately not available in the PH Corpus due to lack of syntactic information. A
clearer description of the productivity of -hua could be achieved with a syntactically parsed
corpus such as the Sinica Corpus.

4. Type-Based Deleted Estimation

4.1 Type-Based M easures

The present study explores a type-based measure of productivity. It has been argued that the
sum of types of an affix in a corpus, V, aone often leads to some unintuitive results in
measuring productivity [Baayen, 1989, 1992; Baayen & Lieber, 1991]."° For example,
Baayen and Lieber [1991: 804] point out that the type frequencies of -ness and -ity in their
corpus (497 and 405, respectively) do not adequately represent the fact that -ness isintuitively
felt to be much more productive than -ity. If the number of typesin a corpus can be misleading
with respect the degree of productivity, how can we make use of type frequencies in a
productivity measure?

An early attempt at a type-based measure of productivity was made by Aronoff [1976:
36], in which he proposed that the degree of productivity of an affix could be measured by the
ratio of the number of actual words of the affix to the number of possible words of the affix.
The measure is described by Baayen [1989: 28] as:
\%

S

(12 | =

where V is the number of actual words with the relevant affix, S is the number of possible
words with the affix, and | isthe productivity index of the affix. Baayen [1989: 28] argues that

10 See Baayen [1992] and Baayen and Lieber [1991] for a discussion of the global productivity of an
affix (expressed as P*) based on a two-dimensional analysis of pand V.
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the measure lacks specification on how to obtain V and S Moreover, he argues that the
measure can be interpreted to express, ironically, the degree of “unproductivity” of an affix
because the number of possible words (S) would be, in theory, increasingly large (hence, the
productivity index | would be increasingly small) for a very productive affix [Baayen, 1989:
30].

Baayen [1989, 1992] defines V and S based on corpus data. V is (as before) the sum of
types of the relevant affix found in a corpus, and S (expressed as S) is statistically estimated
for an infinitely large corpus; that is, S is the number of possible word types of the relevant
affix to be expected when the corpus size is increased infinitely.™ The measure that Baayen
[1989: 60] proposes:

(3 =S

\%

is the inverse of (12) and expresses the potentiality of word formation rules, the extent to
which the number of actual word types of an affix exhaust the number of possible word types
of the affix [Baayen, 1992: 122]. The measure (13), however, is not considered an alternative
measure of the degree of productivity [Baayen, 1992: 122].

What does not appear to have been explored so far is the question of what new words
would mean under atype-based measure. One major appeal of the hapax-based measure is that
it centers on the formation of new words, and we may wish to try focusing on the formation of
new words under a type-based measure. However, a problem with taking a type-based
approach is that we can no longer rely on the Good-Turing estimation method. In the next
section, we will discuss another method of defining new words of a corpus.

4.2 The Deleted Estimation M ethod

To define new words of a corpus in a type-based manner, we can employ the deleted
estimation method [Jelinek & Mercer, 1985] used in language engineering. In a probabilistic
language model, given atraining corpus and a test corpus, we process words in the test corpus
based on the probabilities of word occurrence in the training corpus. Since not all words of the
test corpus appear in the training corpus, we need a method of assigning an appropriate
probability mass to the unseen words in the test corpus. The main task involved here is to
adjust the probabilities of word occurrence in the training corpus so that non-zero probability
can be assigned to unseen words of the test corpus. A method used in this probability
adjustment, if incorporated into a productivity measure, can tell us the probability of
encountering unseen words in a corpus. The Good-Turing estimation method underlying the

™ The statistical techniques for obtaining S, which involve an extended version of Zipf’s law, are
beyond the scope of this paper. For more details, the reader is referred to Baayen [1989, 1992].
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hapax-based measure is widely used in probabilistic language modeling, and its successful
performances are reported in the literature [Chen & Goodman, 1998; Church & Gale, 1991].
While the Good-Turing estimation method is a mathematical solution to the task of probability
adjustment, where the needed probability adjustment is mathematically determined, the
deleted estimation method is an empirical solution, where the needed adjustment is
determined by comparing discrepancies in word frequency between corpora [Church & Gale,
1991; Manning & Schiitze, 1999].

The deleted estimation method, when incorporated into a type-based productivity
measure, proceeds as follows. We begin by preparing two corpora of the same size and text
type. The easiest way to have two such corporaisto split alarge corpusin the middle into two
sub-corpora, which we will call Corpus A and Corpus B.*> Comparing word types that appear
in Corpus A against word types in Corpus B, unseen word types (or unseen types) in Corpus A
are defined as those word types that do not appear in Corpus B. Likewise, unseen types in
Corpus B are those that are absent in Corpus A. We obtain the average number of unseen
types between Corpus A and Corpus B. Defining all word types (or all types) in acorpusas all
the word types found in that corpus,™ we also obtain the average number of all types between
the two sub-corpora. The ratio of the average number of unseen types to the average number
of all types expresses the extent to which word types of an affix are of an unseen type. With an
assumption that unseen types are good candidates for new word types, the degree of
productivity expressed in this manner comes close to Anshen and Aronoff’s [1988: 643]
definition of productivity as “the likelihood that new forms will enter the language.”

The type-based deleted estimation productivity measure is formulated as follows:

Given Corpus A and Corpus B of the same size and text type, and all word types of an
affix found in these corpora,
" unseen types in A given B" +" unseen types in B given A"
"all types in A" +" all types in B"

(14) Pwe(A,B) =

where all types of a corpus are all the word types found in that corpus, unseen types in one
corpus are those that are absent in the other corpus, and Py is the degree of productivity of the
affix in question (tde = type-based deleted estimation). In calculating Pyqe by the measure (14),
we can first average the unseen types in the nominator and the all types in the denominator.
Thiswill conveniently give us the average number of unseen types and the average number of
all types, which are both of interest by themselves, before examining the ratio of the two (as

2 These sub-corpora would be labeled retained and deleted (hence the term deleted estimation) under
the original deleted estimation method. However, in the present context, we can simplify the
argument by using the labels Corpus A and Corpus B.

13 The number of all typesis essentially the same as V.
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will be seen later in Table 2). In the remaining sections, the measure (14) will be referred to as
the Pe measure. Using a Venn Diagram, Figure 2 illustrates elements involved in the Py
measure.

Given A = {&,, ..., an} from Corpus A, and B = {b, ..., by} from Corpus B, where a; and b; are word
types of an affix found in the two corpora,

all typesin Corpus A
A

all typesin Corpus B
B

unseen typesin Corpus A
A-B

unseen typesin Corpus B
B-A

common types in Corpus A and Corpus B
ACB

Figure 2 An illustration of elements involved in the Py measure (all types in a
corpus are all the word types found in that corpus, unseen types in one
corpus are those that are absent in the other corpus, and common types are
the word types shared by the two corpora).

As abyproduct, the Py, measure also identifies common types, word types that are shared
by two sub-corpora, as shown in Figure 2. One possible interpretation of these common types
is that they represent attested words, where attested words are defined as those words that are
familiar to the majority of speakers. Although an approximation,** common types may be
good candidates for attested words because unseen types, which are less likely to be familiar
to the majority of speakers, are maximally excluded. As the corpus size increases, the number
of common types may begin to provide a good estimate of the range of word types that are

14 strictly speaking, any word type with the token frequency of two or morein the original whole corpus
has a chance to be shared by the two sub-corpora after the corpus is split. Thus, aword that appears
only twice in a large corpus could be identified as a common type.




62 Eiji Nishimoto

shared by the majority of speakers. Such arange of word types differs from the range of word
typesin a dictionary. Common types will not be pursued in the present study, but they may be
worth further investigation in future research.

4.3 Performance of the Pyge M easur e

The result of the Py measure applied to the PH Corpusis shown in Table 2. Figure 3 presents
abar graph that illustrates the productivity ranking of the suffixes based on the Py values.

Table 2. Theresult of the Py, measure applied to the PH Corpus

(average) (average)
suffix all types unseen types Ptge
-men 149 70 0.470
-hua 144 65 0.451
-r 24.5 10.5 0.429
-z 130.5 46.5 0.356
-tou 29.5 6.5 0.220

Note. The PH Corpusis split in the middle into two sub-corpora. All types in a sub-corpus are all the
word types that appear in that sub-corpus. The second column shows the average number of all
types between the two sub-corpora. Unseen types are those that appear in one sub-corpus but are
absent in the other sub-corpus. The third column shows the average number of unseen types
between the two sub-corpora. The tenths place in the second and third columnsis due to the

averaging. Py istheratio of (average) unseen types to (average) all types. The suffixes are sorted
in descending order by Pyge.

In Table 2, we find that -r is not as highly productive as under the hapax-based measure,
though it still appears to be grouped with the more productive suffixes. Here, we may wonder
why we examine the ratio of unseen types to all types, instead of examining the number of
unseen types only. If productivity is determined by the number of unseen types only, -r would
be among the less productive suffixes. However, comparing the number of unseen types aone
is not satisfactory because an affix with a low frequency of use would generally be found to be
less productive. The Py measure must be able to capture the possibility that an affix with a
low frequency of use can nevertheless be productive when it is used to form a word. With
respect to the present data, the ratio of unseen types to al types is relatively high for -r,
indicating that a large proportion of -r word types are of an unseen type, or a potentially new
type.
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-men |

-hua l

suffix

-Zi |

~tou |

0 0.1 0.2 0.3 0.4 0.5
P tde

Figure 3 The productivity ranking of the Mandarin suffixes by the P values (the
vertical axis lists the suffixes, and the horizontal axis shows the P4 values
of the suffixes).

As was the case under the hapax-based measure, -men is found to be highly productive
and -tou is found to be the least productive. The uniform treatment of -hua verbs and -hua
nouns does not seem to pose a problem, though it is also of interest to investigate the effect of
separating -hua nouns from -hua verbs under the P, measure.

The Pye measure defines unseen types irrespective of word-token frequencies; that is, an
unseen type in a corpus is “unseen” as long as it is absent in the other corpus, regardless of
how many times the word is repeated in the same corpus. Figure 4 shows the word-token
frequency distribution of unseen types in Corpus A and Corpus B. The labels used for the
word-token frequency categories are: n; = words occurring once, n, = words occurring
twice, ..., ns. = words occurring five times or more.
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70
60 ] O-men A
g B-men B
> 50 O-hua A
go]
5 0 B-huaB
z Oz A
> Bz B
g 30 H 0
c -rA
>
€ 20 H E-rB
g O-touA
10 H M -tou B
0 i

nl n2 n3 n4 n5+
wor d-token frequency category

Figure 4 The word-token frequency distribution of unseen types in the two
sub-corpora of the PH Corpus, Corpus A and Corpus B (the horizontal
axis shows the word-token frequency category, and the vertical axis
shows the number of word types in each frequency category; the letter
following each suffix in the legend indicates from which sub-corpus the
data are drawn; the order of the suffixesin the legend (from top down)
corresponds to the order of barsin each frequency category (from left to

right)).

Wefind in Figure 4 that the majority of unseen types are hapaxes. There are, nonetheless,
unseen types that appear more than once in a corpus—some unseen types appear even five
times or more (ns.). We also notice gaps between the two sub-corpora in the word frequency
of the unseen types (e.g., compare the number of -men hapaxes). Variability between two
corporawill be the topic of discussion in the next section.

4.4 Variability in Cor pus Data

Under the Py measure, a corpus is split in the middle to create two sub-corpora. So far, we
have made the assumption that splitting a corpus in the middle would create two sub-corpora
that are similar with respect to the text type. However, we must be cautious about this
assumption. Baayen [2001] discusses how the texts and word frequency distribution of a
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corpus can be non-uniform.*® One way to reduce variability between split halves of a corpus
is to randomize words of the corpus before splitting the corpus into two. Randomization of
words can be accomplished by shuffling words; that is, given a corpus of n words, we
exchange each i-th word (i = 1, 2, ..., n) with a randomly chosen j-th word (1 <j < n). If we
repeat the “random split” of a corpus (i.e., randomizing words of a corpus and splitting the
corpus in the middle) for alarge number of times, say 1,000 times, and compute the mean of
the relevant data, we should be able to obtain a stable, representative result of a productivity
measure. '® Table 3 shows the result of the hapax-based measure applied to the two
sub-corpora of the PH Corpus, with and without randomization of words.

Table 3. The result of the hapax-based productivity measure applied to the two
sub-corpora of the PH Corpus, Corpus A and Corpus B, with and without
randomization of words

(a) Without randomization, a single split

CorpusA Corpus B
suffix \% N Ny p suffix \ N Ny p
-r 29 113 13 0115 -r 20 71 6 0.085
-men 165 1183 84 0.071 -7 119 841 53  0.063
-hua 148 1599 72 0.045 -men 133 1141 60 0.053
-z 142 1289 57 0.044 -tou 29 256 8 0.031
-tou 30 344 5 0.015 -hua 140 1767 55  0.031
(b) With randomization, the mean of 1000 splits
CorpusA CorpusB
suffix \) N n, p suffix \Y N n, p
-r 26 93 12 0133 -r 26 91 12 0.130
-men 158 1164 77 0.067 -men 157 1160 77 0.066
-Zi 138 1075 54  0.050 -z 137 1055 54  0.051
-hua 154 1680 71 0.042 -hua 152 1686 69 0.041
-tou 31 303 8 0.025 -tou 31 297 8 0.027

Note. Each value in Part (b) is the mean of 1,000 random splits. The suffixes in each section are sorted in
descending order by p. In Corpus B of Part (a), the p values of -tou and -hua expressed to the
fourth decimal place are 0.0313 and 0.0311, respectively.

5 See Baayen [2001] for an in-depth discussion of techniques for measuring variances among segments
of acorpus.
16 The procedure described here is thanks to suggestions by Baayen [personal communication].



66 Eiji Nishimoto

In Part (@) of Table 3, the difference in V between Corpus A and Corpus B is almost
significant,” which suggests variability in texts between the two sub-corpora, and a different
productivity ranking is obtained in each sub-corpus. However, if we turn to Part (b) of Table 3,
the productivity ranking becomes consistent between the two sub-corpora.’® Interestingly, the
productivity ranking in Part (b) of Table 3 is the same as one obtained earlier in Table 1 in
Section 3.3. The p values in Part (b) of Table 3 are overall higher than those in Table 1, but
this is an expected outcome, for p is dependent on the size of a corpus [Baayen, 1989, 1992;
Baayen & Lieber, 1991]. We find that the hapax-based measure can achieve stability by means
of alarge number of random splits of a corpus.

What will be the effects of corpus-data variability on the Py measure? To examine this,
we need to temporarily simplify the Py measure so that the value of Pye will be obtained for
each individual sub-corpus (without averaging unseen types and al types between two
sub-corpora). That is, under the simplified measure, Py for Corpus A, Pwe(A), will be the
ratio of “unseen typesin A given B” to “al typesin A”; and similarly, Pye(B) will be the ratio
of “unseen typesin B given A” to “all typesin B.” Table 4 shows the result of the smplified
Pe Measure applied to the two sub-corpora of the PH Corpus, with and without randomization
of words.

The simplified Pye measure is found to be quite vulnerable to corpus-data variability. In
Part (a) of Table 4, the difference between Corpus A and Corpus B is ailmost significant in all
types and unseen types, and the Py, values differ significantly between the two sub-corpora.™
However, if we turn to Part (b) of Table 4, the productivity ranking becomes consistent
between the two sub-corpora.®® Similarly to the hapax-based measure, the Py, measure can
achieve stability through alarge number of random splits of a corpus.

17 A paired t-test reveals that the difference in V approaches significance [t(4) = 2.595, p = .06], though
the difference is not significant in other elements: N[t(4) = .905, p > .10], ny[t(4) = 2.046, p > .10],
and p [t(4) = .555, p >.10].

8 The correlation coefficient between Corpus A and Corpus B improvesin p after the random splits: p
[r(5) =(.850 —) 1.0, p<.01].

1 A paired t-test shows that the difference approaches significance in all types [t(4) = 2.595, p = .06]
and in unseen types [t(4) = 2.595, p = .06] and the difference is significant in Py [t(4) = 2.869, p
<.05].

2 The correlation coefficient between Corpus A and Corpus B improvesin Py, after the random splits:
Pie [r(5) = (.753 —) 9.99, p < .01].
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Table 4. Theresult of the simplified P measure applied to the two sub-corpora of
the PH Corpus, Corpus A and Corpus B, with and without randomization

of words
(a) Without randomization, a single split
Corpus A Corpus B
suffix all unseen Pige suffix all unseen Pige
-men 165 86 0.521 -hua 140 61 0.436
-r 29 15 0.517 -men 133 54 0.406
-hua 148 69 0.466 -r 20 6 0.300
-7 142 58 0.408 -z 119 35 0.294
-tou 30 7 0.233 -tou 29 6 0.207
(b) With randomi zation, the mean of 1000 splits
Corpus A Corpus B
suffix all unseen Pige suffix all unseen Pige
-men 158 62 0.394 -men 157 61 0.389
-hua 154 57 0.372 -hua 152 55 0.364
-r 26 9 0.356 -r 26 9 0.342
-7 138 40 0.291 -z 137 39 0.287
-tou 31 5 0.160 -tou 31 5 0.163

Note. Each value in Part (b) is the mean of 1,000 random splits. The suffixes in each section are sorted in
descending order by Pge.

Figure 5 shows the word-token frequency distribution of unseen types averaged over the
1,000 random splits. We see in Figure 5 that unseen types with higher token frequencies (e.g.,
n, and ns.) are almost absent. What this indicates is that as a result of randomizing words of a
corpus, it became unlikely for unseen types to include word types that are repeated many
times in a corpus. As compared with what we saw earlier in Figure 4, the greater majority of
unseen types are now hapaxes, and variances between Corpus A and Corpus B are also
reduced.

We now consider the Py, measure in its original state (as in Section 4.2, with the
averaging of unseen types and all types between two sub-corpora). Comparing Table 2 and
Part (b) of Table 4, we find that the original Pye measure achieves a result that is highly
correlated with the result obtained with the 1,000 random splits.?* Note in particular that the

2 Comparing the elements of Table 2 and the elements of Corpus A in Part (b) of Table 4, the
correlation coefficient is significant in all elements: all types [r(5) = 1.0, p <.01], unseen types [r(5)
=1.0, p<.01], and Py [r(5) = 1.0, p < .01]. Likewise, the correlation coefficient is significant in all
elements when we compare the elements of Table 2 and the elements of Corpus B in Part (b) of Table
4: all types [r(5) = 1.0, p < .01], unseen types [r(5) = 1.0, p < .01], and Py [r(5) =.999, p < .01].
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productivity ranking is consistent between Table 2 and Part (b) of Table 4. The Py, measure
seems to reduce the effects of corpus-data variability by averaging unseen types and all types
between two sub-corpora. Thisis an advantage and makes the Py, measure handy, for alarge
number of random splits of a corpus can be computationally expensive, especially when the
corpussizeislarge.

60
g 50 4 O-men A
% H-men B
% 20 O-hua A
g B -huaB
O-z A
S 30 H BB
3 o1 A
-r
£ 20 {
z E-rB
g 0 O-tou A
M -tou B
0 T ll:-:-:- T |

nl n2 n3 n4 n5+
wor d-token frequency category

Figure 5. The word-token frequency distribution of unseen types in the two
sub-corpora of the PH Corpus, Corpus A and Corpus B, averaged over
1000 random splits (the horizontal axis shows the word-token frequency
category, and the vertical axis shows the number of word types in each
frequency category; the letter following each suffix in the legend
indicates from which sub-corpus the data are drawn; the order of the
suffixes in the legend (from top down) corresponds to the order of bars
in each frequency category (from left to right)).

5. Conclusion

The present study has proposed a type-based measure of productivity, the Py measure, that
uses the deleted estimation method [Jelinek & Mercer, 1985] in defining unseen word types of
a corpus. The measure expresses the degree of productivity of an affix by the ratio of unseen
word types of the affix to all word types of the affix. If the ratio is high for an affix, a large
proportion of the word types of the affix are of an unseen type, indicating that the affix has a
great potential to form a new word.
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We have tested the performance of the Py measure as well as the hapax-based measure
of Baayen [1989, 1992] in a quantitative analysis of the productivity of five Mandarin
suffixes: -hua, -men, -r, -zi, and -tou. The P measure describes -hua, -men, and -r to be
highly productive, -zi to be less productive than these three suffixes, and -tou to be the least
productive, yielding the productivity ranking “-men, -hua, -r, -z, -tou.” The Py measure and
the hapax-based measure rank the suffixes differently with respect to -hua and -r. The
relatively low productivity of -hua under the hapax-based measure could be attributed to the
inclusion of -hua nouns in the present analysis. -r is assigned a larger productivity score under
the hapax-based measure. The two measures agree on the high productivity of -men and the
low productivity of -tou. The different results of the two measures are likely due to the
type-based/token-based difference of the measures. The result of each measure requires an
individual evaluation, for the knowledge that we can obtain from the result of each measureis
different; for example, while the hapax-based measure takes into consideration the degree of
lexicalization of words of an affix, the P measure does not consider such an issue.

We have aso examined how corpus-data variability affects the results of a productivity
measure. It was found that a large number of random splits of a corpus adds stability to both
the Py measure and the hapax-based measure. Moreover, it was found that even without
randomization of words, the averaging of unseen types and al types under the Py measure
reduces the effects of corpus-data variability. This is an advantage of the Pye measure,
considering the computational cost involved in randomizing words repeatedly, especially
when the corpusislarge.

With an assumption that unseen words of a corpus are good candidates for new words, a
corpus-based productivity measurement can be regarded as a search for unseen words in a
corpus. The apparent paradox is that the words that we seek are “unseen.” Baayen’s
hapax-based measure achieves a mathematical estimate of the probability of seeing unseen
words in a corpus by the Good-Turing estimation method. The deleted estimation method
provides another way of defining unseen words of a corpus by comparing discrepancies in
word frequency between two corpora, and the method also enables defining unseen wordsin a
type-based context. It is hoped that words identified as unseen by the Py measure are also
good candidates for new words, and this requires further investigation in future research. The
implication of the successful result of the Py measure presented in this paper is that, in
addition to what has been proposed by Baayen [1989, 1992, and subsequent works], there
appear to be possibilities for capturing and exploiting elements in corpus data that are relevant
to the quantitative description of productivity. The study of morphological productivity will be
enriched by exploring such possibilities in the corpus-based approach to measuring
productivity.
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Appendix: Words of the Mandarin Suffixesin the PH Cor pus
Below are the words of the Mandarin suffixes and their token frequencies in the PH Corpus.
-hua
L {* bianhua 495 — (™ xianddihua 473 — %< (™ shenhua 323 — FIfli{™ ziysuhua
167 — —~ {f (™~ yitihua 138 — 3= gianghua 131 — 51(~ ¢éhua 122 - f£{* yauhua 99— if}
(* xiagohua 71— 7,{* shihua 68 — =™ [* gudchanhua 59 — q%f“‘ Zhugnhug 54 — £ [
shehuihug 53 — I*ﬁfj' [* zheéngchanghua 52 — 3 [~ méihua 51— 3% [~ jinghua 50 — FI1Z0(™
zidonghua 50 — [T [~ daingihud 45— ' (" jixichua 42— "% [~ zhidithua 41 - 6
{* bigoztuinhua 33 — ~ :I' {* gongyehud 29 — (™ ydnghud 25 — [1{™ dainhud 25 - %
G~ xilichua 22 - N [+ minzhihua 22 - B[~ kexuchua 21— e[ yehud 21— fiyf
(= shangpinhua 19 — 'F {* hushua 18 — iFﬁ yanhua 18 — ' F‘bﬂ (= géminghua 17 — & P4
(= shengwithua 15 — r’*rﬁf“‘ jignhua 14 — g = ronghua 14 — [EIf= (> gudjihua 14 — # [~
lagohua 13 — ““F'[* ndngjihua 13 — ¥ {™ jihua 13 — %.:I' {* Zhuanyehua 12 — i I [
chanyehua 11 — VJ3gL{™ shamohua 11 — %5 = dUOyUanhUa 10 - (™ lichua 10 - JfEJ
{* janshihug 10 — %= (* méigthua 9 — AUHI{™ lidngzhonghua 8 — f{l yinghug 8 — %
(= shenghua 8 — ?iﬁﬁjﬂl“ fazhihua 8 — 75 {* fenhua 8 — #Fp4 (™ linwanghua 7 — =7 [~
gongchdnghua 7 — =528 [ xitonghua 6 — #1=¢ [ mdshihua 6 — &[4~ Jztuanhua 6 -~
ix {* dazhonghua 6 — 2% [~ konglénghua 6 — {1 {~ qiyéhua 6 — Jf{ [~ zhiminhua 5—
HUEL{™ guimdhua 5— = ZR{™ qudndiihua 5 - ?F,_ (* huéxuehua 5 — ’F"F lizhua 4 — =
(= litthua 4 — zt'fii[ jiatinghua 4 — 744 (> xingxianghua 4 — HIJ,I'” (= zhonghudhua
4 - FHH zhinénghua 4 — 1 {* ruanhua 4 - %kp * bigomianhua 4 — $7{~ wihua 4 —
FIif (™ bdairehua 3 — #45-{> chéngxihua 3 — %[> jigohua 3 — 7 #i (™ yachihua 3 — 2
(* chinhua 3—- = {™ qihua 3 - FIFF(™ yUanllnhUa 3- F,|‘E| hézuohua 3 - 5! {* yihua
3 - N [* fenghua 3 — #&{* fénhua 3 — r}w;u ziyuanhua 3 — (E{™ jianghua 3 — {EPr{™
2uowithua 3 — [#l{* guhua 3 - (> shazihua 3 — &[> gihug 2 - ﬁ!ﬁ{ = yiyuanhua
2— [if* xihua 2 - & 29(* jiyuehua 2 — #5{* banhua 2 - {*%" (> huaxuéhua 2 — 7.1 [~
shangytha 2 - 2'[* chouhug 2 — = FIfli{* fanziysuhua 2 — © 38 |'“‘ gayihua 2 — B
=~ qunzhonghua 2 — PR [ falihua 2 — %) [ guéyouhua 2 — 5™ rihua 2 — “f<F[{*
Shuillhua 2 — 7 FF#II‘ chanpinhua 2 — F4L{™ faguihua 2 — ﬁl*‘*‘j[ jidithua 2 — #"{*
xunhua 2 — IF'HI‘ xinxihua 2 — =< {* shuihua 2 — % {* méihua 2 - F2{™ fihua 2 - (>
jihua 2 — fa¥s (™ zhiwithua 2 — 19 [~ zhongwénhua 2 — rj}ij ~ = zibenzhiyihua 2 —
of A [ jisuanjthua 2 - Fﬂm (= dianndohua 1 — W] dugngrhua 1 — [ (Y [~
péichangyihua 1 — 22211 (™ zizhihua 1 — 2K B[{™ léixinghua 1 — S {4 {* shitihua 1 - & f#
[~ jitthua 1 — ﬁ“ﬁj {* lindaihua 1 — irﬁt {* huddonghua 1 — 3§ (™ shihua 1 — £185 (™
yufénhua 1 — T{ﬁ (= lignhéhua 1 — $=&i {* pilianghua 1 — #=&.{* gainianhua 1 — & Y
{* jichénghua 1 — (™ jignhua 1 — S¥&[™ minzihua 1 - 'Fma, gudndaohua 1 — P&
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|’“‘ wangluohua 1 — 2+ {* anhua 1 - B [* zhengtihua 1 — P ™ quwanghua 1 - faesll
= JlankanghUa 1- > shénhua 1 - 4 5{* bendihua 1 — F*¥{* ouzhouhua 1 — F'i
“ hélihua 1 — 74{> gudnhua 1 - twﬁl guigéhua 1 — ﬁﬂﬁal’“‘ guizthua 1 — LB (=
mo’kudihud 1 — "> gexinghua 1 — R (> yudnshengdongwithua 1 — ”ﬁk" [~
pijthug 1 — 5% * {* chéngrénhua 1 — TR~ yinglanghua 1 — 4L [~ ougongtihua 1 —
&~ ginghua 1 — &l dinglianghua 1 — ## [~ libénhua 1 — F18§(* diangihua 1 -
# (= linghua 1 — f{™ lithua 1 — F{{f{* guanli¢gohua 1 — ff# (™ lihuanghua 1 — ﬂ\ZF,
(= zhengzhihug 1 — = [*{* guanhudihua 1 - #i% {* danganhua 1 - E?q linhua 1 - #&-
[%{™ ninggihua 1 — ’77 (= zhihua 1 - 1FL, {* ronghua 1 — RI{* zaohua 1 — 2} (= chénhua
1 - @3 (™ zdoleihua 1 — T F1[™ yuanshouhua 1 — P=IF'1{™ yudntianhua 1 — ’Ffjf“‘ fithua
1- X" guanxihua 1 — W™ sthua 1 — "2 {* yishahua 1 — E1%(~ gudjiahua 1 -
el (= zijihua 1 — %[~ lianhua 1 — #ij{&{> mianhuahua 1 — 3]"]{* tongyonghua 1 —
iﬁ [* zihua 1 - =%~ xingzhénghua 1 — & [ yuéndnhua 1 — il [~ ruchénghua 1 —
ff%ifﬁ (= mélizhua 1 — Ei ™ lianghua 1 — % (™ shizhuanghua 1 - fffﬂ I baménhua 1 —
(™ lixianghua 1 — #3% (™ shengchénghua 1 — 4 (™ ddnghua 1 — I!f?h,[‘ zhanliiehua
1 - Z{=(* quannénghua 1 — [ (™ cuthua 1 — $¢El [~ shalianghua 1 — 2% & {*
kongxinhua 1 — % {* xignhua 1 — JJ{~ yshua 1 — &5 (> teoluhua 1 — = 1™
pingmignhua 1 — Z3(* xuéhua 1 - iiﬁ (= shenghuOhUa 1- P> dongwithua 1 — 3%
(= chéngkonghua 1 - %Z(* danhua 1 - (™ pihua 1 - FJ (= yongsithua 1
-men
M orénmen 734 — [N "] daibigomen 175 — ¥ % ] zhuanjiamen 117 - & ﬁj ™
weéiyudnmen 109 — ~ * {"] gongrénmen 75 — [ﬁji ] téngzhimen 72 — #4=" "] haizimen
64 — ﬁ?j "] zhanshimen 59 — 317 '] zhigongmen 39 — [fi|% ("] téngxuémen 32 — [i: f "]
duiyudnmen 31 — ﬁﬁ,@i"] giniangmen 26 — % * {"] kerenmen 24 — i1 ("] jizhémen 23 —
K[54 ("] kéxuéjiamen 23 — H# * {"] lgorénmen 23 — "~ 5 {7 néngminmen 22 — %% ]
xuéshengmen 21 — 55 #7% '] fenxijiamen 21 — 4 Bk ] jieméimen 19 — 9% ]
péngyoumen 18 — "2 7 % {'] yishajiamen 16 — < Iﬁﬂ "] ganbimen 16 — [fj ("] shiminmen
15 - m{i["‘] shizhdngmen 14 — FF‘IJJ['"] jaminmen 14 — ¥ "] shoundomen 14 — FA 7]
canminmen 13 — 1Fh ﬁj T yanyuanmen 13 — FE& {7 likemen 12 — [ﬁjgii"] téngshimen 12 —
] (%577 xigohuszimen 11 — Bx & ] yishengmen 10 — =% '] xingjiamen 10 — ¥ f}'l ™
yiyusnmen 10 — A% (] daxuéshengmen 10 — F{ = ] guanbingmen 9 — =zl fJJ ]
yandongyudnmen 9 — JpE£4 {] guanchdjiamen 9 — [ﬂjrfﬂ tongxingmen 8 — ZZF!{"]
jinglimen 8 — 7|1 % "] shishengmen 7 — ﬁrj%ﬂj changweéimen 7 — ('3 {"] qgiyeéjiamen 7 —
T waizhdngmen 7 — T‘F’[ﬁ?ﬁi 7 zhizhanyudnmen 7 — JH’F‘, f}'l "] chudnyuanmen 6 — %%
fJJ 1 liecheyuanmen 6 — ﬁﬂ&["‘] buzhangmen 6 — (=% "] zusjiamen 6 — H ¥ H (']
jianshezhemen 6 — = * '] gongyoumen 6 — & [ gingnianmen 6 - U it ']
dangyudnmen 5 — Tji% ('] gakémen 5— T 3] ganjingmen 5— ¥ '] xuézhémen 5 L
("] niangmen 5 — S84 ("] Idomomen 5 — 5[] jiaoshimen 5 — Fi:Il f 7 yingyeyudnmen
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4 - ﬁlﬁ'l ™ tuanyuanmen 4 — H‘}ﬁj 7 chéngyudnmen 4 — < ¢ '] zinimen 4 — [} ']
duiysumen 4 — £ ' funiimen 4 — =% {"] chéngkeémen 4 — #4@{"] gidobaomen 4 — %
T husbanmen 4 — sk & {"] laibinmen 4 — |= % {"] érniimen 3 — If M7 janrénmen 3 —
:[\T"J'?T’['"] jiangjanmen 3 — ¥ ([T famiguanmen 3 — 3¢ 7, ﬁ’l 7 chéngwiyudnmen 3 — i
<4 "] hashimen 3— ] dashimen3— |“#} ] érsinmen 3— 53K '] ximimen3— /] %
4 "] xigoxuéshengmen 3 — ¥ 2% '] weényijiamen 3 — J 5 (] guanzhongmen 3 — IRk ]
qismimen 3 — TiJ4< '] sichangmen 3 — ?ﬁij' "] lingddomen 3 — 5% f 7 jiaolianyugnmen
2 - 57 yémen 2 — * fJJ {7 rényusnmen 2 — ¥ 7 {7 nidgongmen 2 — i F (]
shéyingjiamen 2 — 5 {f f}'l 7 bdanbaoyudnmen 2 — H 45 {7 ldobdnmen 2 — H ¥ (]
lgohanmen 2 — R7# {7 zhuangyuanmen 2 — £ f}'l ™7 hulyugnmen 2 — A ]
zhouzhangmen 2 — + - 7] niishimen 2 — % * '] yourénmen 2 — 5 ("] dajiamen 2 — 7J|
("] shifumen 2 — §1{=¥ '] chuangzuszhemen 2 — []":('] lamamen 2 — Z41% %% ']
jimgjixuéjiamen 2 — L £ "] zhichizhémen 2 — ¥ 7[}('] laoshimen 2~ |*=" '] érzimen 2 -
ﬁE’i’f[’"} zibéimen 2 — 'p¥ "] shaonimen 2 — % f}'l {7 xuéyudanmen 2 — LR 7]
shithugjiamen 2 — %= {"] xugnshoumen 2 — JE4E ] mamamen 2 — [ﬁjijﬁl["‘] téongbaomen
2- fJJZ’ 7 yuangongmen 2 — %55 ] gingimen 2 — % S ] xudnminmen 2 — b A7
tianwénxuéjiamen 2 — |" i '] értongmen 2 — (] faguanmen 1 — = * '] xingrénmen
1 — % &[] daitumen 1 — F"J H.{"] gaotumen 1 — Jja5|~" "] yinjgnzimen 1 — ﬁj G|
guibmmen 1 — Gf|{"] chishimen 1 — ’F J@ '] tdibaomen 1 — # %% ] lgohusbanmen 1 —
P34 {7 yongshimen 1 — % 3K{"] chemimen 1 — ¥ % ('] zhiwéimen 1 — ¥}~ {'] sinzimen
1— A fafamen 1— il ﬁj " peishuiyuanmen 1 — % ﬁj {7 shangyudnmen 1 — [*7% ]
giufanmen 1 — %+ 1] kehumen 1 - % ¥{{'] janguanmen 1 - - 7 {"] shibingmen 1 [[][*
1 jingusmen 1 — U= {"] zhashéumen 1 — ‘?.7{3"' & [ lidxuéshengmen 1 — &t/ 1]
shejishimen 1 — 53] juzhangmen1— # = ~ '] ldogongrénmen 1 — 3£~ 7] yigongmen
1 — Pl fashizhangmen 1 — T2 fjt {71 zhenchayudnmen 1 — 32 fit 7]
guanchayuanmen 1 — &if ¥ "] shéjizhémen 1 — % F[F:J} (7 jiashimen 1 — A&% Py (']
jianchaguanmen 1 — (£ ?J\ﬁ["‘] tiysmimen 1 — & % '] ngshengmen 1 — ' Hb“it?u "
gémingxianliemen 1 — % /% ﬁ'l "] feixingyuanmen 1 — ¥ <" '] lgotéuzimen 1 — Y& 9§ {7 4@
™ hdaiwaigidobaomen 1 — %Edﬁju%{ (] paozhizhémen 1 — iy % ﬁj "] fuwiyudnmen 1 — §E5
ﬁj "] tuixigoyuanmen 1 — N7 taitaimen 1 — [S4 H ("] famazhemen 1 — 2Lz 1]
lédodongméfanmen 1 — -f< = ] shuibingmen 1 — ffi '] shijiémen 1 — § Pﬁ%‘é ™
gechangjiamen 1 — = [= {] Zhiréenmen 1 — % (£ ri1{] getihumen 1 — iﬁj’ W]
ydanshugjiamen 1 — ‘g’, & {7 yinyuéjiamen 1 — % % {7 qginyoumen 1 — P[]
gongchénmen 1 — 3} f}'l ] zhiyudnmen 1 — =42 '] jiéjiemen 1 — ’FIW L] sijimen 1 — ﬁjulﬁ
F:ﬂ f"] zhizaoshangmen 1 — H7E[] ymgxiengmen 1 — Frsk {] hugjiamen 1 — 9t FI@J ™
waishangmen 1 — R4 (] huanzhemen 1 — £f2[ "] canlinmen 1 — ~'4 '] weishimen 1 —
““E1 ('] dachénmen 1 — §% 7 i '] jishayudnmen 1 — [« ['] tizhemen 1 — Ffit ']
jiaoyugnmen 1 — H¥ AL lgodaniangmen 1 — 3575 (7] faxuéjiamen 1 — ?riﬁ’dt’?{ ™
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yanjiazhémen 1 — 3=~ ('] yourénmen 1 — 7 Fi{"] yuanshoumen 1 — #4% {"] wawamen 1 —
?J ‘b # {7 gingshaonidnmen 1— ] '] lishimen1— & FF f}'l ] shouhusyudnmen 1 — 5%
("] jiaolianmen 1 — ‘Al fJJ ™1 caigouyuanmen 1 — ¥ "] niimen 1 — P& '] youkemen 1 —
FIA [ liesnimen 1 — s L% 4 [7] xizangshixuéjiamen 1 — #4545 ("] ldondinaimen 1 —
AT daifamen 1 - S 545 % 7] gixiangxuéjiamen 1 — ~ {=¥H ] gongzuozhemen 1— 3!
5] Xiantaiyémen 1 — ﬁﬂﬂﬁ 7 shangfanmen 1 — 2 {"] songmen 1 — 3k * {*] ginrénmen
1 - H"*% "7 ldopéngyoumen 1 — % ("] jigzhangmen 1 — A i '] fagimen 1 — 575" ("]
xuezimen 1 — #ifi = ] dongdaozhimen 1 — i ("] shengzhangmen 1 — [ﬁj ~ i
tongrénmen 1 — [1[7<Fr {"] shanshurhugjiamen 1 — #?)Eé’?%jt’ 7 zhanliéjiamen 1 — EiHiK
1 dongshizhdngmen 1

-r

T zher 32— # 7 huir 30— PF° nar 18 — )7 jinr 13— Fi [T shir 12— {7 )" dianr
9— HIJ" nar 8— {*]° husr 7— 7 |° ger 7— YF'[ |° huér 5— )7 nigor 5— H]° kuair
4— {&]" huar 3 — )" far 3— ' |" fengr 2 — 37 )° zir 2 — " tidor 2 — [k |7 weir
2— M 7 pianr 2— 52 )7 wanr 2 - £3]° wanr 2 - ££ )7 yangr 1— F°{% |© yahuor 1 - 1%
J]* lidnr 1— 7 25 J° ganjinr 1— 3] téur 1— % |° wanr 1 — 5 )7 huar 1 - #¥]° kour
1- 2B " jiangjinr 1 — fﬁ J7 xinr 1— 57 ser 1— = )7 Zhar 1 E ] xanr 1 T
dangr 1

-
-

-tou

P shitou 133 - 7B mdtou 99 — L jietdu 96 — T3 shitou 33 — . guantou 30 -
. jingtéu 26 — F 3 niantéu 20 — =Y. qudntou 18 — EL mantou 16 — %S kangtéu
14 — ¥ ldotou 12 — =3 xintéu 11 — % J. mutou 9 — Fﬁ'i gitou 9 — YRSk yuantou
8 — [ 15 koutdu 8 — F-'[ij\ migotou 7 — P93 ditéu 7 — ?F“,iL zhitou 7 — 33 chutou 5 —
3k qidotéu 5 — ﬁﬂsk butéu 4 — FEIJ. zhéntou 3 — £ fiatou 2 — Fo3. xiantéu 2 —
Pl jigozhitou 2 — ETSL litou 2 — V30 fengtou 2 — = ?‘F’H\ shouzhitéu 2 — E'3 litéu
2 - &Y tantéu 1 - I yatou 1 - f'ﬂéj* wowatéu 1 — <3 guantéu 1 — FFH\ méitéu
1- [ liangtéu 1

-z

=" hdizi 457 - H|iv" zhongzi 146 — |° érd 131 14 rid 129 i+ qid 112 - 7=
=" banzi 105 — ¥~ luzi 63 — =" ldnzi 58 — {*=" husz 53 — 5~ fangz 50 — &~
maozi 37 — - N3 yixiazZi 29 — £ yangzi 27 — %7 béizi 25 — €7 jigoz 23 - v
fanzi 22 — #{{!=" danzi 21 — ¥}~ sianz 20 — 4fl=° paiz 20 - 7 doez 19 - #<7 buz
18 - F~" cunz 18 — ~ i yilanzi 16 — f" juzi 16 ~ = bod 15 - =} shenzi
14 — ™" Zviz 12 - {¥~" hanz 11 - {£=" zhiz 10 - # =+ cheéz 10 - ¥~ dingz 10 -
3’9’ wizi 10 — 7 =" changz 10 — {f]=" cez 9 - F;'H' bizi 9 — %9' giézi 9 - Fr=" lid
8 — 1" midoz 8 - ’F*}P' qunzi 8 — =" ndozi 8 — FF= linzi 8 - fF~" yid 8 - ﬁﬁﬁ,’ﬂ
gezi 8 — Wi beiz 8 — Hf=" xiéd 7 =" shaz 7 - [i"|=" ximenzi 7 - [~ hudngz
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6 =" shéngz 6 - L7 daid 6- £ jinZ 6 - §Y~" yingz 6 - <" lid 6 - fGFTS
giangganzi 6 — 5" fizi 6 — [ 19" kouz 6 — £~ bangzi 5 - %~ did 5 - ¥+ waz
5— ¥4~ bdngz 5- [~ singzi 5- HI~" zhuozi 5 - FI~" pidozd 5-— FL,EJQ' hiz 5 - i5
[F1=" hudxidzi 5 - [§'%" quanz 4 — §&+ tanz 4 — 145" gunzi 4 — #°5° ganz 4 — B
yuinzi 4 — [%=" yuanzi 4 — "5~ luzi 4— f=° guozi 4— - kuaizd 4— $9+" baozi 4 -
Hy =" pianzi 4 - 7" daozi 4 - FiT xiangz 3 [f1-7 xidz 3 - ’F’ff‘i’ kizi 3— ¥2+" ruz
3 ¥~ pingz 3~ 1" dand 3 [~ douzi 3 T+ gezi 3 fi= didnzi 3 - A
shizi 3 — [SZFQ' zhénzi 3 - /"% xidozi 3 - ¥ I~ lgotéuz 3 — ’F",Q’ taizi 3— [t~ yea
3- F= beizd 3- fh% lignzi 2 — )~" tid 2 72HE" lantanzi 2 — <557 tanzi 2 - [
Xiazi 2 — F= jianzi 2— FHe" yand 2 - - tuzd 2- Wie' xiazi 2 =0 yez 2
liizi 2— =" houzi 2— g3~ hézi 2— Hi~+" chéngz 2 — Mg~" xied 2— %'~ anzi 2 - FIJ
< juz 2 - 85 méz 2 — &= kongz 2 - Hi+" bignzi 2 - FAHTELJ minggenz 2 — [~
Qizi 2 - ¥ fazi 1- i chuangd 1- &+ gazi 1- [+ shaoz 1 - #" baz 1-
B jid 1 - BBV douzi 1 - LV jiand 1 - i chaz 1 - §iE youd 1 - HFEY
lgoyangzi 1 — ¥i=" guazi 1 — ﬁ“i' luand 1 — 5,7 weéizd 1 — H=" bazd 1 — &%~
kongjiazi 1 - &5 yinzi 1 - ®=" fazi 1- =" wdnzi 1 - F{P’ diz 1- i~ péngz 1 -
Y bianz 1 - fu~" lid 1- ffj=" shizi 1 357 lianzi 1 - =" téuz 1 - E‘Tﬂfﬁ tizi 1-
18~" suoz 1 — BRI~ luoz 1 - B~ pianzi 1 - =" youzi 1 — =" chuid 1 - 7k~
shigiinZi 1 — #=" jiz 1 - 17" cqozd 1 — 5&=" dingd 1 - [[ 1= liangkouz 1 — #~"
chuinz 1 - &'~" danz 1 - 9]~ jiand 1 - #i~" dangz 1 - {34~ shayuanzi 1 — 1+
mianzi 1 - =" ymgz 1- £~ haoz 1 - H~&=" pijiaz 1 - F=" zhuszi 1 - ﬁ*i' ziZi
1- 437 chengd 1— &~ jid 1 $ gizi 1- % shand 1- i+ tongz 1 - H*
taoz 1 — 9~ jigoboz 1 — A= shizi 1 — + =" zhuangz 1 - 9%~ pangz 1 - Fﬁi'
xingzi 1 - @+ pdod 1 {ik=+" tdizuz 1- )+ fenz 1



