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Abstract

There is a need to measure word similarity when processing natural |anguages,

especially when using generalization, classification, or example-based approaches.
Usually, measures of similarity between two words are defined according to the
distance between their semantic classes in a semantic taxonomy . The taxonomy
approaches are more or less semantic-based that do not consider syntactic
similarities. However, inreal applications, both semantic and syntactic similarities
are required and weighted differently. Word similarity based on context vectors is
amixture of syntactic and semantic similarities.

In this paper, we propose using only syntactic related co-occurrences as context
vectors and adopt information theoretic models to solve the problems of data
sparseness and characteristic precision. The probabilistic distribution of
co-occurrence context features is derived by parsing the contextual environment
of each word, and all the context features are adjusted according to their IDF
(inverse document frequency) values. The agglomerative clustering algorithm is
applied to group similar words according to their similarity values. It turns out
that words with similar syntactic categories and semantic classes are grouped
together.

1. Introduction

It is well known that word-sense is defined by a word’s co-occurrence context. The context
vectors of a word are defined as the probabilistic distributions of its left and right
co-occurrence contexts. Conventionally, the similarity between two context vectors is
measured based on their cosine distance [Alshawi and Cater, 1994; Grishman and Sterling,
1994, Pereiraet al., 1993; Ruge, 1992; Salton, 1989]. However, the conventional measurement
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suffers from the following drawbacks. First of all, the information in the context vectors is
vague. All co-occurrence words are collected without distinguishing whether they are
syntactically or semantically related. Second, the coordinates are not pair-wise independent
(i.e., the axes are not orthogonal), and it is hard to apply singular value decomposition to find
the orthogonal vectors [Schutze, 1992]. In this paper, we propose to use only syntactic related
co-occurrences as context vectors [Dekang Lin, 1998] and adopt information theoretic models
to solve the above problems. In our study, the context vectors of a word are defined as the
probabilistic distributions of its thematic roles and |eft/right co-occurrence semantic classes.
The context featuresare derived from atreebank. All context features are weighted according
to their TF" IDF values (the product of the term frequency and inverse document frequency)
[Salton, 1989]. For the context features, the Cilin semantic classes (a Chinese thesaurus) are
adopted. The Cilin semantic classes are divided into 4 different levels of granularity. In order
to cope with the data sparseness problem, the weighted average of the similarity values at four
different levels will be the similarity measure of two words. The weight for each level isequal
to the information-content of that level[ Shannon, 1948; Manning and Schutze 1999].

A agglomerative clustering algorithm is applied to group similar words according to the
above defined similarity measure. Obviously, words with similar behavior in the corpus will
be grouped together. We have compared the clustering results to the Cilin classifications. It
turns out that words in the same synonym class and with the same syntactic categories have
higher similarity values than the words with different syntactic categories.

2. Data Resour ces

Ideally, to derive context vectors, alarge corpus with semantic tags is required. Furthermore,
to extract co-occurrence words along with their exact syntactic and semantic relations, the
corpus structure has to be annotated. However, such an ideal corpus does not exist. Therefore,
in this paper we will adopt the resources that are available and try to derive a useful but
imperfect Chinese tree bank. Since the similarity measure based on the vector space model is
arough estimation, minor errors made at the stage of context vector extraction are acceptable.

2.1 Sinica Corpus

The Sinica corpus contains 12,532 documents and nearly 5 million words. Each sentence in
the corpus was parsed by a rule parser [Chen, 1996]. The parsed trees were tagged with the
structure brackets, syntactic categories and thematic roles of each constituent [Huang et al.,
2000] as exemplified below, (Sinica corpus: http://www.sinica.edu.tw/ftms-bin/kiwi.sh):

Original sentence: ‘small’ ‘dog ‘dance’
Parsed tree : S(Agent:NP:(Property:Adj:* small’| Head: N: * dog’ )|Head:V: °
dance' )
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Although these labels may not be exactly correct, we believe that, even with these minor
errors, the majority of word-to-word relations extracted from the trees are correct. However,
the semantic label is not provided for each word in the parsed trees. In this paper, we will use
Cilin classifications for semantic labeling.

2.2 Cilin- a Chinese Thesaurus

Cilin provides the Mandarin synonym sets in a hierarchical structure [Mei et. al., 1984]. It
contains 51,708 Chinese words, and 3918 classes. There are five levels in the Cilin semantic
hierarchy, denoted in the format L;-L,-L3-L4-Ls. For example, the Cilin class of the word

‘we is “A-a-02-2-01". In level 1, “A”, denotes the semantic class of human; in level 2, “a’,
indicates a group of general terms; level 3, “02”, means pronouns in the first person, and in
level 4, “2' represents the plural property. In level 5 “01" represents the order rankin the
level 4 group. This means that “01” in level 5 is the first prototypical concept representation
of “A-a-02-2". In the rest of this paper, only the first four levelswill be used. The fifth level is
for sense disambiguation only (section2.3).

2.3 Sense Disambiguation

A polysemous word has more than one Cilin semantic class. In order to tag appropriate Cilin
classes, we have designed a simple sense tagging method as follows [Wilks, 1999]. The sense
tagging algorithm is based on the facts that the syntactic categories of each word in the tree
bank are assigned uniquely, and that each Cilin class hasits own major syntactic category. If a
word has multiple Cilin classes, we select the sense class whose major syntactic category is
the same as the tagged category of this word. For example, “Jie-Hwa” has two
meanings. One is for “project” as a noun and the other is “attempt”, therefore, if
“Je-Hwa" was tagged with a noun category, we will assign the Cilin class whose major
category is“project”. Sense ambiguity can be distinguished by measure of syntactic properties
for most words. However, there are still cases in which the syntactic category constraints
cannot resolve the sense ambiguities. Then, we simply choose the prototypical senseclass, i.e,
the word that has the highest rank in this sense class with respect to all its sense classes in
Cilin.

2.4 The Extraction of Co-occurrence Data

The extracted syntactically related pairshave either a head-modifier relation or head-argument
relation. For instance, two syntactically related pairs extracted from the examplein section 2.1
are:

(<Thematic role > <Cilin> <word1>), (<Thematic role> <Cilin> <word2>)

(agent Bi-07-2 ‘dog’), (Head(S) Hh-04-2 ‘dance’ )
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(property Ea-03-3 ‘small’), (Head(NP) Bi-07-2 ‘dog’)

The context data of the word; “dog” consists of its thematic role “agent” and the
Cilin class “B-i-07-2" ; the word, ‘ dance’ consists the thematic role “Head(S)” and the
Cilin class “H-h-04-2" and so on. The word “small” and “dance” are not

syntactically related even though they co-occur. Therefore, they will not be extracted.

3. Context Vector M odedl

There are three context vectors of a word: role vector, left context vector and right context
vector. The role vector is a fixed 48-dimension vector, and each dimension value is equal to
the probabilistic distribution of its thematic roles. The left/right context vectors are closer to
the probabilistic distributions of its left/right co-occurrence words and their semantic classes.
The role vector characterizes a word based more on syntax and less on semantics, but the
left/right context vectors are just the opposite. The cosine distance between their context
vectors is a measure of the similarity of the two words. We will illustrate the derivations of
context vectors and their similarity rating with a simplified example using (  “cat”,
“dog”). The role vector of “dog” is {127, 207, 169..., CO}4s, which represents the values of
“agent”, “goal”, “theme’ ... and “topic” respectively, generated by Equation (1). The role
vector of “cat” is{28, 73, 56..., 0}4s, Which is also acquired by Equation (1).

“

Role vector of word W={ V1, V,,...,.Vag} 48

Vi =Frequency (R) ~ log (1/R) (D

R:: We label thematic roles “ agent”, “goal” ... and “topic” from R; to Ryglisted in Table2 in the
Appendix.

Frequency (R): The frequency of R; played by word Win the corpus.

P: = Total frequency of R;inthe corpus/ Total frequency of all rolesin the corpus.

log(1/R): The information—context of R [Shannon, 1948, Manning and Schutze, 1999]

The derivation of left/right context vectors is a bit more complicated. The syntactically
related co-occurrence word pairs are derived first as illustrated in section 2.4. We will
illustrate the derivation of the left context vector only. The right context vector can be derived
similarly. The left co-occurrence word vector of word W is generated from frequency(word;),
where word; precedes and is syntactically related to W in the corpus. Due to the data
sparseness problem, the feature dimensions of context vectors are generalized into dlin
classes instead of co-occurrence words. The generalization process reduces the effect of data
sparseness. On the other hand, it also reduces the precision of characterization since each
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word has different information content and two words that have the same co-occurrence
semantic classes may not share the same co-occurrence words. In order to resolve the above
dilemma, when we compare the similarity between wordy and wordy, 4 levels of left context
vectors and right context vectors for wordy and wordy are created’. The weighting of each
feature dimension is adjusted using the TF*IDF value if wordx and wordy have shared context
words. Equation (2) illustrates the creation of the 4" level left context vector of wordy. The
other context vectors for wordy and wordy are created by a similar way.
L eft context vector of wordx = {f1, f2,...,f3918 } .4

Where fi = Sum of

{ TF(word;) ~ IDF(word;) if wordy has the same neighbor word; with wordy

TF(word;) if wordy does not have the same neighbor word; with
wordy
} ; for every left co-occurrence word; with theith Cilin semantic class. 2

TH(word;): the frequency of pair ( word;, Cilin(word;) ) in wordx’s co-occurrence context.
IDF(word;): -log(the number of the documents that contains the word;/total document number

of the corpus)

In Equation (2), we adjust the term weight using TF~ IDF, which is commonly used in
the field of information retrieval [Salton, 1989] to adjust the discrimination power of each
feature dimension. We will examine the difference in the adjustment of weights using
TF " IDF and TF in section 4.2. We will next give a simplified example. Assume that the
word “dog” has only three left syntactically related words: ( “small” Ea033 ) with
frequency 30, ( “cute” Ed401 ) with frequency 5 and ( “raisd’ I1b011 ) with
frequency 10; and assume that the word “cat” has only two leftsyntactically related words:
( “black’ Ec043) and ( “raisg’ 1b011 ). Assume that we are measuring the similarity
between “dog” and “cat” . Then, we can compute the left context data of “dog” as
{TF(Aa011), ..., TF(Ea033), ..., TF(Ed041),..., TF(Ib011)  IDF( ‘rais€)? ..., TF(La064) }

L IDF( ’raisg) = 4.188, the IDF values of all words range from 0.19 to 9.12.

2 The granularities of the 4 levels of semantic classes are partially shown in Figure2. The four left
context vectors and their dimensions are shown below and the right context vectors are similarly
derived.
<Le€ftCilin1>_; A vector of 12 dimensions from“A” to “L".
<LeftCilin2> , A vector of 94 dimensionsfrom “ Ad’ to “La”".
<LeftCilin3> 3 A vector of 1428 dimensions from “Aa0l” to “ La06".
<LeftCilind>_4 A vector of 3918 dimensions from “Aa011” to “La064".
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={Oaa011---,30E2033,- .-, 5€d041,-- 10 4.188p011,...OL o4} L4

= {0aa011,---130£4033,- - -DEd041,- - +41.88 h011,--.OLa064} L4, SiNCe ,they share only the same left
context word “rais€’. The other levels of left context vectors of “dog” are
{Oac01:---+30E203; - - - 5ed04s- - 4 1.881001,- .. OLa06} L 3, {Oag.-»30ka, ... 564, ..,41.881p,...OLa} L2,
{Oa,...,35¢,...,41.88,...0.} L1. The value of the E dimension is 35 because it is the sum of the
values of Ea(30) and Ed(5) from {...,30gs...5eq,...}L2.The right context vectors of
<RightCilinl>g; to <RightCilind>g, are derived inasimilar way.

3.1 Similarities between Two Context Vectors

Once we know the feature vectors of these two words, we can cal cul ate the cosine distance of
two vectors as shown in Equation (3).

vector A=<al,a2...,an>,vector B= <b1,b2...,bn>

2 & bi
cos(A,B) = = (3)

\/5”1 a2’ \/a bi?
i=1 i=1

Therefore, the similarity of the two words x and y can be calculated as the linear
combination of the cosine distances of all the feature vectors as shown in the Equation 4. The
weight of each feature vector can be adjusted according to different requirements. For instance,
if the syntactic similarity is more important, we can increase the weight w. On the other hand,
if the semantic similarity is more important, the weights wl to w4 can be increased. If more
training data is available, the level 4 vector will be more reliable. Hence, the weight w4
should increase.

similarity(x, y)=w " cos(< rolevector> x, < rolevector>y)

+wL" { wll cos(< LeftCilinl > x, < LeftCilinl > y) + w12 cos(< RightCilin1 > x, < RightCilin 1> y)}
+w2” { w21 cos(< LeftCilin2 > x, < LeftCilin2 > y) + w22 cos(< RightCilin2> x, < RightCilin 2> y)}
+w3” { w3lcos(< LeftCilind > x, < LeftCilin3 > y)+ w32 cos(< RightCilin3> x, < RightCilin 3> y)}
+w4” { walcos(< LeftCilind > x, < LeftCilind > y)+ w42 cos(< RightCilin4 > x, < RightCilin4 > y)}

4
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|< LeftCilin K > x|+ |< LeftCilinK > y|

wkl =
|< LeftCilin K > x| + |< LeftCilin K > y|+ |< RighttCilinK > x|+ |< RightCilinK > y|
< RightCilinK > x| + |< RightCilinK >y
s | 4] |
|< LeftCilin K > x| + |< LeftCilin K > y| + |< RighttCilinK > x| +|< RightCilinK > y|
k=1234

w+wl+w2+w3+wd =1

|< vector >|means the vector length

In the experiments, w = 0.3, wl = 0.1 0.7, w2 = 0.1" 0.7, w3 = 04" 0.7, and w4 =
04" 0.7.

4. Similarity Clustering

Because of the lack of objective standards for evaluating of similarity measures, a
agglomerative clustering algorithm is applied to group similar words according toa similarity
value. It turns out that words with similar syntactic usage and similar semantic classes are
grouped together. We will evaluate our algorithm by comparing the automatic clustering
results with manual classifications of Cilin.

4.1 Clustering Algorithm

To evaluate the proposed similarity measure, we tried to group words according to various
parameters. We adopted bottom-up agglomerative clustering algorithm to group words. In
order to compare the clustered results with Cilin classifications and reduce the data sparseness,
we picked the 1000 highest frequency words in Cilin for testing. First of all, we produced a
1000° 1000 symmetric similarity matrix called SMatrix, where SMatrix (x, y) = similarity
(wordy, wordy), for all x <y. The rest of the matrix was set to - INFINITY. Below are the
details of the clustering algorithm

Bottomup Agglomerative Clustering (the greedy algorithm):
Initialize:

Assign the threshold; (avalue ranging from 0.1 to 0.85)

Assign each word to its own group named Group(word)

Loop
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Find the entry [x,y] of SMatrix withthe maximal value and let the value be M =
SMatrix[X][y];
If M islessthan the threshold
exit loop
else
Grouping (wordy, wordy)
Recalculate SMatrix
End Loop

Grouping (wordy, wordy)
Merge Group(wordy) to Group(wordy)
Recal culate SMatrix
{ Smatrix (i)(y) = Smatrix (y)(j)= -INFIITE, wherej !=y,il=y

g én_ similarity (word,,word )
SMatrix[x][i] = 2292

m’ n
O<x<i
Group (wordx ) contains word, 1£ p£m
Group ( wordj) contains word, 1£g£n

a smilarity (word,,word ,)
1g=1

= Qog

SMatrix[j] [x] = —
0<j<x

Group ( wordx )contains word, 1£ p£ m

Group ( wordj) contains word,, 1£q £ n
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4.2 Clustering Resultsvs Cilin Classification

We will make a comparison between the clustering results and Cilin classifications. There are
two simple examples shown in Figure 1 and Figure 2 representing the clustering results and
Cilin classifications, respectively.

=071 FRSE MM 8T Bkt A R BT RS ML FEA BT,
2 DT4EEAANBT BB T A
E EI_.B?,%A,R‘J\

P . A
B DB EEA BT A
w072 RESE 3N AT 2L A R BT RS AR

Figurel Clustering resultswith threshold =0.7

E- e iEFE
S Ab BroEd
B AbDT B # A Bl
{oE-ABR0IT B
L ARDI_D BT ER% BREEETFTEEABA
- AR011_02 #1987 52, 4% 5219
- AbD11_03 B EEHTAR. BRSF 40 A
- AB012 2o
L ARDIZ_01 SR AR AR TR RSN AR PR 2R 2

Figure2 Examples of Cilin classification

After the clustering algorithmis applied, the words are distributed into m groups, i.e.,

Group;, Group,, Groups..., Groupy,. Then, we can define the recall and precision of the
classification as follows.

a Gki
recal k = = . —,(5)
The number of words that are clustered in the kth level of Cilin

a Gki
precision k = =1 : : ,(6)
The number of words that are clustered by this greedy algorithm

Gki = representing the maximum number of words in Groupi that are classified in the
same Cilin classin leve k.

Among our 1000 testing words, the number of words that were clustered in the 4" 1evel
of Cilin was 658; i.e., they were labeled with 459 different level-4 Cilin classes and among
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them, 342 classes contained only one testing word, and the classes with multiple testing words
contained a total of 658 testing words. With the threshold=0.7, our method clustered 830
words, and only 167 words of them were clustered in the correct Cilin class. Therefore, by
Equation (5), recall 4 = 167/658 = 0.25 and with Equation (6) precision 4 = 167/830 = 0.20.

We adopted two methods for measuring similarity; one used Equation TF™ IDF, and the
other used Equation TF. The results are shown in Figure 3 to Figure 6 in the Appendix. We
measured the performance by computing the F-score, which is (recall+precision)/2. We
discovered that the best F-score of level 1 was that 0.7648 located at a threshold equal to 0.65,
the best F-score of level2 was that 0.5178 located at a threshold equal to 0.7, the best F-score
of level3 was that 0.3165 located at a threshold equal to 0.8, and that the best Fscore of
level4 was that 0.2476 located at a the threshold equal to 0.8. All were obtained using
TF  IDF strategy. Hence, we can see that the TF~ IDF equation achieves better performance
than the TF equation does. We list the detailed Fsocre data for various parameters in
appendix. Although the clustering results didn’ t fit Cilin completely, they are still alike to
some degree. From the results, we find that they are similar to syntax taxonomy under a lower
threshold and close to semantic taxonomy under higher thresholds.

5. Cilin classifications re-examined

To examine the practicability of our proposed method, we also inspected the similarity values
of these 658 testing words which were clustered into 117 4" Jevel Cilin classes. For each
semantic class, the average similarity between words in the class and their standard deviation
was computed. The results are listed in Tablel in the Appendix. We expected that synonyms
would have high similarity values, but this was not always the case.

According to the assumption noted above, synonyms might have similar syntactic and
semantic contexts in language use. Therefore, the average similarity should be pretty high, and
the standard deviation should be quite low. However, some of the results didn’ t follow the
assumption. We analyzed the dataoffer explanations in the following.

a) Synonyms with different POS: Words with the same semantic classification in Cilin
could have different parts of speech (POS). (as shown below.)

Word set Average similarity Stand deviation
, 0.544195 0.229534

The contexts of the noun ( , “thinking”) and the verbs ( , , ,
“think”, “consider”, “deliberate”) were quite different. As a result, the average
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similarity value was quite low, and the standard deviation was very high. After we
removed the noun from the word-set, we recomputed the values and obtained the
table shown below:

Word set Average similarity Stand deviation
, 0.770616 0.0429353

The results conform to our assumption. They also reveal that the context of
synonyms may vary from POS to POS.

b) Error in Cilin Classification: The classifications in Cilin could be arbitrary. For
example, the three words, “ quantity”, “how many” and “the
number of people”, were classified in a Cilin group. They might be slightly related,
but grouping them together seems inappropriate according to the following table:

Word set Average similarity Stand deviation
, 0.379825 0.253895

c) Different uses: Differencesin their usage cause synonyms to behave differently. For
example, when we measured the similarity of “America’ to “ Japan”
and to “China’, theresults we obtained were 0.86 and 0.62,respectively, for
each pair. Accroding to human intuition, they simply refer to names of countries and
should not have such different similarity values. The reason for these result is that
the corpus we adopted is an original Taiwan corpus. As a result, the usage of
“China’ is different from that of “America’ and “Japan” .

d) Polysemy: The word senses that Cilin adopted were not those frequently used in the
corpus. Seethe following table.

Word set Average similarity Stand deviation
, , 0.45054 0.3052009

Although the three words, “verylten points’, “very” and
" special, extraordinary” might seem to be very close in meaning to “very”, the
polysemous word “gpecial, extraordinary” is different in its major sense This
influenced the result.
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€) Words with similar contexts might not be synonyms: A disadvantage does exist
when the context vector model is used. Words that are similar in terms of their
contexts might not be similar in meaning. For example, the similarity value of
“marry” and “grow” is0.8139. Although the two words have similar contexts,
they are not alike in meaning. Therefore, the vector space model should incorporate
the taxonomy approach to solve this phenomenon.

6. Conclusions

In this paper, we have adopted the context vector model to measure word similarity. The
following new features have been proposed to enhance the context vector models: a) The
weights of features are adjusted by applying TF~ IDF. b) Feature vectors are smoothed by
using Cilin categories to reduce data sparseness. c) Syntactic and semantic similarity is
balanced by using related syntactic contexts only.

The performance of our method might have been influenced by the small scale of the
Chinese corpus and accuracy of the extracted relations. Further more, Cilin was published a
long time ago and has not been update recently, which may have influenced our results.
However, our experimental results are encouraging. They supports the theory that using
context vectors to measure similarity is feasible and worthy of further research.
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Appendix
l evel 1
1.2
——r ecall (ITF*1 DF)
—a—precision (TF*IDF)
——r ecall (|TF)
—*—precisio (TF)

threshol d

Figure 3 Clustering recall and precision at levels one of Cilin’s semantic hierarchy

A partial data of Figure 3
0.55/0.6 |0.65(0.7 |0.75|0. 8 0. 85

recall ( PE*7I0BF)70®O. 72% . 6510. 4988. 313|10. 138
precisi orm.(70f*7I13BR)7 B® 407 5864 (06 VD P8 DF 3881
recall (TOPF)66D. 66M. 648.5590.43M.2610. 148

peci sion [(.TFDOES5 [04 BA (09 B2 W5 485 W2BZ 4B0L23BB776
FScore ( TOR*7I00BR3)@ 2 (0. 76 M8 &F 480 PADBU3IBD4569
FScor e (1'(]:.)69604’31)7472DQ%JQ{DZ?G?AOl(B]B765543388
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l evel 2

——recall (|IfFE*1 DF)
—~—precisioph (TF*IDF)

—+—r ecall (|rF)

—*—precisiop (TF)

0
0
0
0
) .
0
0
0

threshol d

Figure 4 Clustering recall and precision at levels two of Cilin’s semantic hierarchy

A partial dataof Figure 4
0.55/0.6 |0.65|0.7 |0.75(0.8 |0.85

recal | ( JOFR*3I9[BF)8 2 DA ¥ Y3 47 02 7316 05 23 406 4120 8(7 6 1
precisbB)0.(31BP*8I&4 MDA BB P66 56 P04 612 W7 I J07.67/17 0|2 7
recall (TOR)37P6@8 P84 00 1378 (06 6350 (D1 AL18 3 1181 4(8 0 4

precisiomn.(4T0B)7 @8 D1 5 09 648 N8 BX MQ 5 (08 IrB 4(6 9 4
FScor e ( TOR*3I9[PFR3)2 3 P2 5P 0. 51 {08 40 D1 56 P2 UB 9516
FScore (TOF)388188 (M98 04 HA18 P02 426 DA 371 P5 74X 4(7 49
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|l evel 3

0.6

0.

0 ——r ecall (|IfFE*1 DF)
0 —~—precisioph (TF*IDF)

' ——recall (|[F)

0. —*—precisiop (TF)
0.

0 %

OO-OO OOOOOO OOOOOO-

threshol d

Figure 5 Clustering recall and precision at levels three of Cilin’s semantic hierarchy

A partial dataof Figure5

0.55(0.6 |0.650.7 |0.75(0.8 |0.85
recal |l ( JOF*1I6D®B)520 04 266 DA 2T7 (00 1224 B7. 218 06 WIB [ 216
precisiormn.(l4R@I5BE P02 %4 0 @7 01 BV 8 746 104 B3
recall (TOR)161®.92004XPBP7IRL2PV. 20P08 4405048411
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Figure 6 Clustering recall and precision at levels four of Cilin’s semantic hierarchy

A partial data of Figure 6

0.55(0.6 |0.650.7 |0.75[0.8 |0.85
recal | ( JOF*1I6DIEL)3210 (06 28 PO @BGO . 2 1 08 41% D5 VBB 587
precisiom.(1TIR®I4ME P07 6119 02 £24 DA R 6 V3 BB PV BB H 135
recall ('I'OF.)159(5.72llll.0242630082210281@5052.%971)833626

precisi 0rnO.(1'l'1Flﬂ.2:B4|I.OOZ.67 D4 20 03 A 09 XPEP2 37415
FScor e ( TOF*1I3D/RB)8D7 oL o5 P13 |L039254 0. 24 D628 4361
FScore (TOFR)135@G. 17 1L RO DZSElI]D3]22 07. 241 Q2 2B P 388




K. Chen, J. You

54
Table 1
Groupld |  Word average sd
, , 0.391749 0.324147
1
, , 0.400941 0.307061
2l
, , 0.45054 0.305209
3
, , 0.3146%94 0.262506
4
, , 0.409695 0.256464
5 1 1
, , 0.379825 0.253895
6
, , 0.562212 0.24363
7 1
, , 0.544195 0.229534
8 1
, , 0.494836 0.214664
9
, , 0.34861 0.20496
10
, , 0.295764 0.203913
ul
, , 0.35752 0.198352
12|
, , 0.584519 0.195064
13
, , 0.63139%6 0.186908
14| |
, , 0.424513 0.186726
15
, , 0.432104 0.184799
16 |
, , 0.525829 0.18295
17)
, , 0.513465 0.179421
18
0.514208 0.173151

19

20 0.472324 0.17241
21 0.417904 0.17094
22 0.53811 0.170594
23 0.586634 0.167871
24 0.584609 0.165922
o5 0.559024 0.16552
26 0.368009 0.164008
27 0.379336 0.163315
28 0.301937 0.163089
29 0.510083 0.161643
0.54561 0.16104

30
31 0.497587 0.1587
32 0.450807 0.157253
33 0.303086 0.148239
34 0.558954 0.14715
35 0.425739 0.146068
36 0.500081 0.142414
37 0.523753 0.142381
0.587801 0.142334

38
39 0.438013 0.140809
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0.393595 0.139102 0.677721 0.106543
59
40 0.480778 0.100469
60
0588138  0.132851 61 0.660711]  0.100259
41
0.480646| 0.0995899
42 0.684297|  0.130785 62
0.740326|  0.0986638
0.343657| 0125277
43 63
| 0607148  0.124048 0.317419]  0.0984778
44 64
0.566784|  0.123687 0.265376]  0.0977068
45 65
46 0.680776 0.123566 0.552969] 0.0961678
66|
0.619291|  0.122881
47 0.717254|  0.0956848
67
0295473 0122236 0.717254|  0.0956848
48 68
0.419015|  0.0940401
49 0.747904]  0.121471 69
0.473114]  0.0934926
0.77375] 0121439
50 70
51 0591823  0.120499
0.645829|  0.0932524
0.632536|  0.120176
52 71
0219618  0.119577 0.698804|  0.0926325
53 72
0.303831 0.11493 0.399523|  0.0902104
4 73
0.482776|  0.112033 0.647893|  0.0830783
95 74
0.614028|  0.110559 0.628407|  0.0859708
75
56 0.650257|  0.0853656
76
0.670354|  0.0851898
0.498764 0.107996
57 G
0425274 0.107627 0.468615  0.0849678
58 78
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0.749471 0.0834028 0.377922 0.0531331
79 101
0.752641 0.0789966 0.646048 0.0524472
80 102
0.729664 0.0781769 0.684752 0.050314
81 103
8 2 0.687431 0.0758984 0.7056 0.0490335
104
0.507651 0.0751646
83 1 05 0.709024 0.0489227
0.682376 0.0736292
0.69697 0.0466416
84 106
0.592294 0.07243%4 0.482305 0.0457521
85 107
0.750708 0.072335 0.741531 0.043475
86 108
0.71814 0.0691603 0.716108 0.0425544
87 109
0.772821 0.0680632 0.67785 0.0397466
88 110
0.789036 0.067304 0.57837 0.0380475
89 111
0.601009 0.0658739 0.111716 0.035438
9 112
0.716424 0.0655924 0.656953 0.0284353
91 113
0.731575 0.0652677 0.594345 0.0275148
114
92
0.470312 0.0273891
9 3 0.717764 0.0621858 115
0.405597 0.023535
9 4 0.669031 0.0601233 116
0.650397 0.0225594
0.699484 0.0595996 117
%5
0.763711 0.0577985
%
0.632963 0.0562316
97
0.39034 0.0558793
98
0.712853 0.0544218
99
0.681406 0.0539913

100
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