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Metaphorical Transfer and Pragmatic Strengthening':

On the Development of V-diao in Mandarin
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Abstract

In this synchronic study, I shall adopt a corpus-based approach to investigate
the semantic change of V-diao in Mandarin. Semantically, V-diao constructions

fall into three categories:

A) Physical disappearance from its original position, with the V slot filled by

physical verbs, such as rao-diao “escape,” diu-diao “throw away,” and so on.

B) Disappearance from a certain conceptual domain, rather than from the physical
space, with the V slot filled by less physically perceivable verbs, such as

Jie-diao “quit,” wang-diao “forget,” and the like.

C) The third category of V-diao involves the speaker’s subjective, always

113 EE)

negative, attitude toward the result. Examples include: lan-diao “rot,

ruan-diao “soften,” huang-diao “yellow,” and so forth.

It is claimed in this paper that the polysemy between types A and B is
motivated by metaphorical transfer [Sweetser, 1990; Bybee, Perkins and Pagliuca,
1994; Heine, Claudi and Hunnemeyer, 1991]. Based roughly on Huang and
Chang [1996], I demonstrate that a cognitive restriction on selection of the verb
will cause further repetitive occurrence of negative verbs in the V slot. Finally, I

shall claim that pragmatic strengthening [Hopper and Traugott, 1993; Bybee,
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Perkins and Pagliuca, 1994] contributes to the emergence of unfavourable meaning

in Type C.

Hopefully, this research can serve as a valid argument for the interaction of

language use and grammar, and the conceptual basis of human language.

Keywords: metaphorical transfer, pragmatic strengthening, conceptualization.
1. Semantic Classification of V-diao

V-diao is traditionally termed a resultative compound, indicating the result of an action [Li and Thompson
1981]. However, a close examination of linguistic data indicates that the semantics of V-diao cannot be
calculated by simply putting its components together. In this paper, I shall focus on the semantics of diao

and try to tackle V-diao at a lexical level to see whether such lexical analysis works.

The V-diao construction comprises a verb (be it action or stative) and a verbal suffix -diao. It gives
the final state of the agent, if used intransitively, and of the receiver of the action, in transitive cases. It
may represent: A) physical disappearance of an entity from its original position, B) disappearance from a

certain conceptual domain, and C) the speaker's subjective evaluation of the result of an event, as in (1)-(3),

respectively:
1) ta giaoqgiao pao-diao le
he quietly run away CRS
"He ran away quietly."
2 ta jie-diao le nage huai xiguan
he getrid of Perf that bad habit

"He got rid of that bad habit."

(3) diennau zuotien huai-diao le
computer  yesterday break down CRS
"The computer broke down yesterday."

I shall begin this paper with a close look at the semantics of the foregoing types of V-diao, especially
the last one. This is because the Type C construction involves an intriguing phenomenon: interpretation
of a negative result cannot be arrived at by directly adding the suffix -diao to any verb. It is worth noting
that, synchronically, the semantics of diao denote a downward movement. It is, thus, reasonable to claim

that the negative interpretation may derive from the human experiential basis of space.
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1.1 Type A: Physical Disappearance

It is reported that a suffix in a resultative verb compound in Mandarin indicates the sequel of an action [Li
and Thompson 1981]. The first kind of -diao gives the final state, i.e., physical absence, of the agent or
the patient. 'This kind of -diao is mostly affixed to easily perceivable physical action verbs such as pao

"run," as in (1), diu "throw," shao "burn," and so on.

1.2 Type B: Disappearance from a Conceptual Domain

The second sort of V-diao also denotes the result of an action. However, this differs from type A in the
sense that it represents a less "concrete" disappearance. It is often attached to low transitive verbs,

without obvious physical motion, and accompanies an abstract noun phrase. Consider example (2)

again:
@) ta jie-diao le nage huai xiguan
he getrid of Perf that bad habit
"He got rid of that bad habit."

A bad habit is an abstract entity. The abandonment of it by the agent is almost physically
undetectable. But how can one perceive its existence and absence? Also, from where does the habit

disappear?

This has everything to do with our conceptual system. We experience many things, through sight
and touch, as having distinct physical shapes and boundaries. We thus tend to project physical shapes
and boundaries on them, conceptualising them as entities and imposing on them physical characteristics
such as existence and disappearance, even though we can never really feel them with our hands or sense
them with our eyes or nose [Lakoff and Johnson 1980]. Further details concerning Type B and

metaphorical transfer will be addressed in the next section.

In this case, a habit is conceptualised as a physical entity. It can fade out, can be done away with,
and can finally disappear from our conceptual domain as physical things do from a physical space. Thus,
Type B seems to represent the final state of, usually, a non-physical action, i.e., an abstract entity being

done away with, finally disappearing from one's conceptual domain.

1.3 Type C: Evaluative Function from the Speaker

Type C V-diao denotes a somewhat negative evaluation of the result in question. It often co-occurs with
verbs with negative connotation, such as lan-diao “rot,” si-diao “die,” shu-diao “lose,” etc. However, its
negative meaning does not seem to come from the preceding verb in every case. Consider the following
instances (4) and (5):
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“ binggan  ruan-diao  jiu bu hauchi le
cookie soften PARTICLE not tasty CRS
“Cookies won’t taste good if they become soft.”

®)] cai huang-diao  jiu bu xinxien le
vegetable  yellow PARTICLE not fresh CRS
“Vegetables won’t be fresh if they turn yellow.”

In (4) and (5), the words huang “yellow” and ruan ““soft” do not themselves carry negative meanings,
but the entire phrase clearly involve one’s unfavourable attitude toward the final state of the vegetables and
cookies. In the following sections, I shall examine the semantic change of -diao and try to account for

the emergence of its unfavourable interpretation.

1.4 Data and Methodology

Two main sources provide examples discussed to illuminate this search. The written source mostly
comes from the Academia Sinica Corpus, with a complete tagging system. The spoken source
comprises the Taida Spoken Corpus, together with another eight hours of transcribed data®. The spoken
part amounts to an entire length of sixteen hours of conversational Mandarin. In sum, we collected a total
of one hundred and eighty-nine tokens of -diao, excluding its use as a main verb such as xiao-diao-da-ya
(512K T), diao-tao (#888), and so on. Also, when our argument called for constructed examples,

native speakers, inclusive of the author himself, were consulted.

Two interesting observations on the corpora are left unaddressed due to the limited scope of the
current study. First, the approximate portion of main verbs is much higher in our written corpus than that
in our spoken corpus (around 4:1). Second, the development of -diao seems to match the tendency of
subjectification proposed by Traugott [1989, 1995]. However, these issues are not closely related to the

current study and will, thus, be left out of this research.
2. Metaphorical Transfer

It is argued that, when a grammatical meaning is derived from its source, there often exists a metaphorical
relation between the two meanings [Sweetser, 1990; Bybee, Perkins and Pagliuca, 1994]. Such a
semantic change takes place to serve a certain functional end in grammar and discourse, as indicated by
Heine, Claudi and Hunnemeyer [1991:48]:

We try to demonstrate that metaphorical transfer forms one of the main driving forces in the

? The second source of spoken data was offered by Dr. Lily I-wen Su.
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development of grammatical categories; that is, in order to express more “abstract” functions, concrete

entities are recruited.

The above corresponds to my observations of V-diao: a metaphorical transfer takes place when
meaning proceeds from the physical domain to a conceptual domain, denoting metaphorical

disappearance.

2.1 From Type A to Type B: Metaphor at Work

The above claim seems to be verified in the development of -diao. The meaning of Type A is the most
concrete and physical one, since it indicates a salient result after some physical action is carried out. Type
B, on the other hand, denotes disappearance from our mental space instead of from a physical space.

Now consider (6) a typical instance of such metaphorical transfer:

6)a. ta xiang pao keshi pao-bu-diao
he think run but run-not-away
“He tried to escape but failed.”
b. zhuan ge shiwan pao-bu-diao
earn PARTICLE a hundred thousand run-not-away

“(Someone) should earn more than a hundred thousand dollars.”

Pao-bu-diao in (6a) denotes the unsuccessful outcome of the agent’s escape. The agent fails to
escape and does not disappear. In (6b), the meaning is that the landmark “a hundred thousand” is certain
to be met. However, not every single case of Type B has a counterpart in A. Actually, most Type B
constructions do not.  Pao-bu-diao is simply a case employed to illustrate the metaphorical relation of the
polysemy between Type A and B. In most cases of Type B V-diao, the V slot is filled by less physical
verbs, such as jie “get rid of”” in (2), hulue “ignore,” wang “forget,” and so on.

2.2 Summary

In this section, I have shown that the physical “resultative compound” V-diao has undergone a
metaphorical transfer and developed the sense of disappearance from a conceptual domain. Thus, it
makes perfect sense to conclude that the polysemy in this case is at least partly contributed by metaphor,
since disappearance is a common feature of Types A and B. The following figure indicates the mapping
relation between Type A and Type B:
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Type A (source domain) Type B (target domain)
mapping relation

disappearance of > disappearance of

physical shape conceptual shape

Figure 1 Metaphorical Transfer Between Types A and B V-diao

3. Pragmatic Strengthening

Other than metaphor, pragmatic strengthening is claimed to be a major mechanism of semantic change
[Hopper and Traugott, 1993; Bybee, Perkins and Pagliuca, 1994]. In such changes, context plays a
crucial role. Frequent use of a grammatical or lexical unit in a particular context may lead to the
inference that the context is an incorporated part of its meaning. Goossens’ research on Old English
modals [1982] indicates that there rarely are “real” epistemic markers in OE, and that possibility markers
frequently combine with adverbs to express epistemic functions. That is, speakers can generalise and
extract the epistemic meanings from the context and impose them on modals. This suggests that frequent

co-occurrence with a particular context may “colour” the semantics of a grammatical unit.

In this section, I will demonstrate that the final stage of development of V-diao is based on such a
mechanism. Now let us see how language use and context collaborate to produce semantic change in the

case of V-diao.

3.1 From Type B to Type C: Semanticisation of Context

In Type C -diao, the sense of disappearance is retained, but there seems to exist something more than the
combination of the verbal sense and disappearance. In general, these phrases involve unfavorable

assessment on the part of the speaker. That is, the speaker obviously does not favour the change of state.

It is noteworthy that Type C can be further divided into two subtypes based on the verb in the V slot:
1) verbs with negative connotation, such as lan “rot,” si “die,” po “break,” shu “lose,” and so on; 2)
neutral verbs, such as huang “yellow,” ya “croak,” ruan “soft,” and so on. This classification highly

pertains to the semantic change addressed in the current research.  Let us see how.

Initially, only the former combinations are formed. They simply denote a metaphorical
disappearance, labeled Type B. As the frequency of use increases, the speakers tend to associate the
construction with the adverse image related to negative verbs. Such frequent collocation of negative
verbs and -diao may invite the generalisation that the suffix is applied to express one’s unfavourable
appraisal of the situation at issue. The context is, thus, “semanticized” [Hopper and Traugott, 1993:75]

and is transferred onto -diao. Consequently, the construction may accommodate neutral stative verbs in
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the V slot and still gain a negative interpretation. See (4) and (5) again for the purpose of illustration:
4 binggan ruan-diao  jiu bu hauchi le
cookie soften PARTICLE not tasty CRS
“Cookies won’t taste good if they become soft.”
o) cai huang-diao jiu bu xinxien le
vegetable  yellow PARTICLE not fresh CRS
“Vegetables won’t be fresh if they turn yellow.”

Huang and ruan themselves do not signal negativity. The adverse meaning is subtly signalled and
triggered by the repetitive occurrence of negative verbs in the position. In other words, the emergence of
the speaker’s negative attitude derives neither from the suffix denoting disappearance, nor from the verb
preceding it, but could have been generalised from the constant collocation of negative words and -diao.
Now, even neutral verbs may fit into the V slot and yield negative assessment. However, no positive

verbs may combine with -diao. Details of this co-occurrence restriction will be given in the next section.

3.2 Summary

Pragmatic strengthening is one of the driving forces of semantic change, and I have proven that it plays a
crucial role in the development of V-diao as well.  First, only verbs that result in physical and conceptual
disappearance may occur in the construction. Among them, a group of verbs with negative connotation
prompt the deduction of negative connotation. Consequently, the negative sense of the verb is transferred
to the entire phrase, resulting in the speaker’s unfavorable appraisal of the result. The following figure
illustrates the development path from Type B to Type C:

Type B Type C
negative meaning meaning is transferred
comes from the context > todiao

Figure 2 Semanticisation of the Context in V-diao

4. Conceptual Structure and Selectional Restriction

As the polysemy of V-diao develop, its use broaden to increasingly wider contexts. At first, it only
accommodates physical verbs and denotes physical disappearance. It then proceeds to tolerate less

physical verbs and metaphorically allows a sense of conceptual disappearance. Finally, it may be applied
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to a variety of stative verbs to express the speaker’s attitude. Nevertheless, in spite of its seemingly free

occurrence, some restrictions still exist. Consider the following pairs for the purpose of illustration:
(7 a.wo zhengge  ren sha-diao le
I entire person dumb-Suffix CRS

“I was entirely stunned.”

b. *wo congming-diao le
I smart-Suffix CRS
(8) a. dongxi langfei-diao le
thing waste-Suffix CRS
“The thing is wasted.”
b. *dongxi zhenxi-diao le
thing cherish-Suffix CRS

From the above pairs, it is evident that the V slot does not allow verbs with positive connotation. It
seems that the semantics of positive verbs clashes with that of the entire construction. Why is this the

case? What is basis of this selectional restriction?

4.1 Metaphorical Basis of Selectional Restriction

I have argued for metaphor as the driving force of semantic change in the development of V-diao. The
metaphorical transfer discussed in section two must obey the orientational metaphor GOOD IS UP; BAD
IS DOWN proposed by Lakoff and Johnson [1980:16]:

Physical basis for personal well-being: Happiness, health, life, and control— the things that principally

characterize what is good for a person— are all UP.

Also, C. R. Huang’s previous studies on Mandarin -gilai constructions indicate that the development
of grammatical units cannot contradict the metaphor that they are based on, and that the collocations of
-gilai and verbs are conceptually restricted on a semantic basis [Chang 1994, Huang and Chang 1996].

The following observations concerning V-diao correspond to this claim.

The physical and experiential basis for DOWN IS BAD is also evident in our language use and
conceptual system. Synchronically, the most basic meaning of diao is physical dropping / falling,
signaling downward movement. It follows that diao can relate to something bad in our conceptual
system. Whether it is grammaticalised or not, diao should never override the conceptual restriction to
modify something good. In other words, if the metaphor DOWN IS BAD is truly at work, it seems
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rather natural for V-diao not to accommodate a verb with positive connotation. Thus, the conceptual /

cognitive restriction can fully account for the intrinsic incompatibility of positive verbs with V-diao.

The above semantic restriction is critical in the development from Type B to Type C V-diao; without
it, later unfolding would be impossible. Language users generalise the negative meaning of -diao from a
previous existing pattern. The constraint must have existed prior to the semanticisation of context.
Otherwise, without such a selectional restriction, the meaning would fail to emerge, since positive verbs
would intervene. Therefore, it is safe to say that this constraint metaphorically shapes, or at least partly

contributes to, the semantic shift of V-diao.

4.2 Summary

In this section, the incompatibility of positive verbs with -diao has been explored from a semantic
viewpoint. The meaning of diao conceptually constrains the verbs it co-occurs with, which proves the
metaphorical nature of our conceptual system. Also, this selectional restriction results in the existing
pattern, which in turn results in the negative meaning of -diao. ' This metaphorical condition, thus, reflects

interaction between the grammar and conceptual system.
5. Conclusion

In this study, I have classified V-diao constructions according to their semantics. In the second section,
metaphorical transfer has been proposed as an important mechanism involved in the development of
V-diao. Further, I have discussed how pragmatic strengthening enables language users to arrive at the

negative meaning of -diao. Figure 3 shows different stages of V-diao and the change of mechanism.

Finally, I have shown that a selectional restriction on the V slot exists. The exclusion of positive
verbs is conceptually conditioned by the semantics of diao. This suggests that the semantic change and
grammaticalisation process of a grammatical unit is conditioned by human experiential basis. Hopefully,
this study will serve as a valid argument for the interaction between our language use and grammar, and

for a conceptual basis of human language.

TYPE A >TYPE B >TYPE C
Physical (metaphor) conceptual  (strengthening)  negative evaluation

Figure 3 Different Stages of V-diao and Change of Mechanism
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A Simple Method for Chinese Video OCR and Its

Application to Question Answering
Chuan-Jie Lin’, Che-Chia Liu’, Hsin-Hsi Chen’

Abstract

Captions in videos contain valuable information for video retrieval. Although
texts in captions can be obtained easily in the new image compression formats like
MPEG?2, there still are many video programs encoded in older formats. Thus,
video OCR is indispensable for content-based video retrieval. This paper
proposes a simple video OCR method for Chinese captions, including image
capturing, caption region deciding, background removing, character segmentation,
OCR and post-processing. We employed Discovery Channel films as training and
testing corpus. In an outside test, the accuracy of the video OCR was 84.1%.
The hardware used in the experiment consisted of a computer with a P4-1.7G CPU,
256MB RAM and a 40G, 7200rpm hard disk. On average, it took 29 minutes and
11 seconds to process a film 495MB in size. We also applied the results of video

OCR to video retrieval and question answering.

Keywords: digital library, question answering, Chinese video OCR, video retrieval

1. Introduction

In the new information era, multimedia is widely used, and the amount of existing video data
is huge. How to extract the content of video data for further application has become an
important issue. The well-known project “Informedia” [Wactlar, 2000] in digital library is a
typical example. Captions in videos contain valuable information for video retrieval.
Although texts in captions can be easily obtained in the new image compression formats like
MPEG2, there still are many video programs encoded in older formats. Thus, video OCR is
indispensable for content-based video retrieval. This paper proposes a simple video OCR
method for Chinese captions and demonstrates its application in video search and question

answering.

" Department of Computer Science and Information Engineering, National Taiwan University, Taipei,
TAIWAN,R.O.C.
E-mail: {cjlin, jjliu}@nlg2.csie.ntu.edu.tw, hh_chen@csie.ntu.edu.tw
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OCR research started very early and has achieved many good results. In a traditional
OCR system, textual data is scanned and saved as images, and then transformed into text files
[Lee and Chen, 1996]. There have also been many researches on handwriting OCR. In
contrast, video OCR is more challenging than traditional OCR because we have to recognize

small characters on a colorful background instead of black characters on a white background.

Several approaches have been proposed to video OCR. Wu et al. [1997, 1998] tried to
find characters in pictures by means of connected components. Their method performs well
on pictures but not films because the background of a film is more complicated, and text will
also connect with other objects in the film. Lienhart ef al. [1998, 2000] found text by means
of color segmentation, contrast segmentation, geometry analysis, and texture analysis. Li,
Doermann and Kia [2000] adopted a neural network to detect strings in images. Li and
Doermann [1999] also employed multiple images to enhance resolution. Smith and Kande
[1997] used text and object shifting, and facial recognition to reduce the size of images. Sato
et al. [1998] achieved higher OCR correctness by means of image improving and multi-frame

integration.

This paper focuses on Chinese captions in videos. Section 2 introduces several issues
concerning video OCR and the architecture of our system. Sections 3 to 8 describe each
strategy and each module in detail. The performance was evaluated using films made by the
Discovery Channel. Section 9 demonstrates an application for question answering. Section

10 presents conclusion.

2. Architecture

There are two kinds of texts in videos, i.e., captions and image texts. Captions often appear
at specific positions, such as a textual line in the lower part of a screen, or a vertical text line
in the left or right part of a screen. Image texts consist of characters appearing in an image,
such as shop signs, automobile registration numbers, etc. They are themselves part of the
image, so they change their positions when the camera moves. Captions are narratives or
dialogues in a film, so they often carry valuable information. The focus of this paper is how

to extract texts in captions.

Complex backgrounds often show up behind captions; thus, the first problem is how to
remove backgrounds. After backgrounds are removed, the remaining captions are black
characters on a white background. That will make the following OCR task easier. We also
apply a post-processing procedure to improve OCR performance. Figure 1 shows the

architecture of the whole system.
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Removing Backgrounds within Single Images y

2-Level Binary Image

v

Removing Large Black Areas

Removing Backgrounds by Means of Multiple I‘nages

Detecting Changes of Captions
v

Removing Backgrounds

___________________________________________ )

Figure 1 The Architecture of the Video OCR System.

To evaluate the performance of the system, some films produced by the Discovery
Channel were used as experimental materials. Their topics vary widely from natural science

to history, military, adventures and human life.
3. Deciding Caption Regions

The characteristics of captions are: (1) they are always in a straight line from left to right or up
to down; (2) the characters usually have colors which contrast with the background, and often
have perceivable borders; (3) they are always in the foreground of the image; (4) they usually
consist of two or more characters; (5) the height of the caption region is not often higher than
one third of the height of the image, because characters cannot be too large or too small for
reading; (6) they have fixed height, width, and size; (7) they have fixed colors. We employ

these characteristics to locate captions.

3.1 Binary Image

Before processing, we first transform the original images into binary images. This technique
is often used in video processing. It helps to simplify the background and make the retrieval

of captions much easier.

When extracting images from a film, we take 2 pictures in a second and save them in the
BMP format. In a BMP file, the color of each point is recorded as its RGB-value, (red-value,
green-value, blue-value). Each value ranges in brightness from 0 to 255. Here, O indicates
the darkest value and 255 the brightest value.
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FAMFEHRE
#atA18294

Figure 2 An Example of Binary Image Transformation.

Using the RGB-values, we can transform an image into a binary image using the
following method:

Let the binary-threshold be SegColorScore
For each point (red-value, green-value, blue-value) in an image:
IF  red-value, green-value, and blue-value are larger than SegColorScore
THEN change the color of this point to black, i.e., (0, 0, 0)
ELSE change the color of this point to white, i.e., (255, 255, 255).

In our experiment, SegColorScore was set to 190. Hgure 2 shows an example of binary
image transformation. The captions are clearly separated from the background. The result
is black characters on a white background.

3.2 Deciding Caption Regions

After performing binary image transformation, we decide where the captions are. Here, we
employ another characteristic of captions: if we draw a horizontal line across a caption, the
line will go through many vertical lines of Chinese characters. As in printed characters,

these vertical lines are often of the same width.

Consider every point at the same height height;. A sequence of black points is called a
segment. In this way, a horizontal line at height; is composed of a set SEGMENT=(segment;;,
segment;, ..) of segments. If the difference between the numbers of black points in two
neighboring segments is not larger than a predefined threshold (e.g., 3 in this paper), then we
say these two segments belong to the same group. Thus, we have a set GROUP=(group;;,
groupp, ..) at height;. Seg(group;) is defined as the number of segments in group;. Now
we define Score As Caption Region (abbreviated as SACR hereafter) of height; as

|GrOUP,|
SACR; = _2] Seg(group,j)xlogz Seg(groupij) . (h
j=
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Figure 4 Examples of Deciding Caption Regions (2).

Consider the following example. Here, 0 denotes a white point and 1 a black point.

points: 00111011111001100011101111111011111111100111101110110111111
segments: --111-22222--33---444-5555555-666666666—--7777-888-99-AAAAAA
groups:  |--------- 1--mmmmooo | [==mmmmm e | [===m=3mmmmm | | -4 |
Seg(group) : 4 2 3 1

SACR in this example is 4log, 4 +2log, 2 + 3log, 3+ 1log, 1 = 14.75.

Assume that the height of an image is m. We calculate m SACR's for the height levels
and compute the average SACR . The height levels that have SACR's higher than the
average one are in the captionregion. Figures 3 and 4 show two examples. On the left side
is the original image; in the middle is its binary image; and on the right side is the
corresponding SACR of each height level, where the x-axis denotes the height, the y-axis
denotes the SACR value, the solid vertical line is m, and the horizontal dashed lines

denote the caption regions.

3.3 Evaluation

The experiment was performed on three Discovery films: "Lightening," "Animals in the
Wild," and "Whales." There were 69, 66, and 41 sentences in captions, respectively. The
first 500 images of each film were extracted as experiment data. As shown in Table 1, the
precision rates obtained were 76.7%, 39.8% and 82.0%, respectively, but the recall rates were
nearly 100%. Errors occurred in cases like the stone road shown in Figure 4. The white

stone road in the image had many black segments of the same width, so it was misjudged as a
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captionregion. Such misjudgments can be filtered out in the OCR processing stage. Hence,

the recall rate is more important here for retrieving all the captions.

Table 1. Evaluation of Caption Region Deciding.

Films Actual | System Decided | Correct | Precision | Recall

Lightening 69 90 69 76.7% | 100.0%
Animals in the Wild 66 161 64 39.8% 97.0%
Whales 41 50 41 82.0% | 100.0%

4. Removing Backgrounds within Single Images

When we adjusted the binary image threshold SegColorScore, we found an interesting
phenomenon: if SegColorScore was set too low, the background could not be removed very
well; on the other hand, if it was set too high, the background was removed, but the captions
were too unclear to do OCR. The value 190 used in the previous module resulted in very

unclear images.

To do OCR more precisely, we have to keep the character clear while removing all the
background. In this section, we will propose a method for removing backgrounds within
single images by employing the difference between the captions and the background. How
information from multiple images is used to remove backgrounds will be discussed in the next

section.

4.1 2-Level Binary Image

During transformation into binary images, the values of SegColorScore will affect the
clearness of the remaining images of captions. As shown in Figures 5 and 6, captions are
clearly seen when SegColorScore is set to 140, but more background parts remain. The
situation is reversed when it is set to 180.

Here, we propose a new method, called 2-level binary image transformation, which
employs two different SegColorScore values to keep captions clear and to remove

backgrounds at the same time. The method is described in the following.

TR

SegColorScore=140.

F igﬂre 5 Binary Image o-f

KB O RR LG P U S
Figure 6 Binary Image of SegColorScore=180.
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Figure 7 Illustration of 2-Level Binary Image Transformation.

S G RRALE i s

Figure 8 2-Level Binary Image of Figure 5 and Figure 6.

Given a picture, we overlap two binary images obtained using two different
SegColorScore values (let HiSegColorScore be the higher one, and LowSegColorScore the
lower one). Consider the example shown in Figure 7. ‘O’ denotes a black point in both
binary images, and ‘X’ a black point only in the binary image obtained using a lower
SegColorScore value. We keep only those ¢ X’ areas adjacent to a ‘O’ , because those areas
are regarded as black points, and change the other areas into white points. The resulting
image is shown on the right side of Figure 7. Figure 8 shows the 2-level binary image result

obtained from Figures 5 and 6, which is a clearer caption image.

4.2 Removing Large Black Areas

Consider the image shown in Figure 9, which contains large black areas. It is not easy to
remove a background area with a high brightness value using the above method. Thus,
another method shown below is proposed to clean such an area if it is large and wide. We
will try to deal with small fragments in the next section by using multiple images of the same

caption texts.

“r PR A e i

Large Black Areas

Image WA s

Heigcht

Figure 9 An Example of Removing Large Black Areas.
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Range = (height of the caption region) —+4;
Total = Range x Range x 0.9;
CHECK each black point in the caption region
Look at a square with edge of Range and with an upper-left corner at this point
IF the number of black points in this square >= Total (i.e., 90% of the points are
black)
THEN clear all the points in the area adjacent to this point
END

5. Removing Backgrounds by Means of Multiple Images

We employ another characteristic of captions to remove small and bright backgrounds; i.e.,
the positions of the images of captions will not change with the camera, but the background
will. We overlap all the images with the same caption texts. Those black points which
appear in almost all the images are considered as caption texts. In the next two subsections,
we will introduce the method we use to detect the changes of caption texts and the method we

use to remove backgrounds by means of multiple images.

5.1 Detecting Changes of Captions

The first task in removing backgrounds with multiple images is to decide which images have
the same caption texts. Refer to the example shown in Figure 10. We record the border
information of all the black areas. After reading the next image, we compare the border

information with that of the previous one. If the difference is larger than a threshold, say,

S EwhEEeSd

. ey 9

anopa

L iE G AR T B A B AR

Ima

e A Ay R BB RE A0 R AR Borders

Figure 10 An Example of Detecting the Change of Captions.
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Figure 11 An Example of Removing Backgrounds by Multiple Images.
SceneChangeScore, we postulate that the caption texts are different. In the experiment, the
value of SceneChangeScore was set to 0.6.

The same three films used to evaluate the method used to determine caption regions were

also used to evaluate this method. Table 2 shows that the performance was quite good.

Table 2. Evaluation of Detecting Changes of Subtitles.

Film Number of Changes | Number of False Alarms | Correctness
Lightening 69 0 100.0%
Animals in the Wild 66 3 95.5%
Whales 41 0 100.0%

5.2 Removing Backgrounds by Means of Multiple Images

After detecting a sequence of images with the same caption texts, we use the following

method to remove the backgrounds. Let NumFrames be the total number of sequential

images. We consider each point in the caption region. If it is black in 90% of the images

(i.e., NumFrames x 0.9), then we set the point as black. Otherwise, it is set as a white point.
Figure 11 shows an example. The background is removed more clearly than that is in Figure
9.

6. Character Segmentation

At this point, there exists a binary image that has black characters on a white background for
each sentence in a caption. We next apply traditional OCR techniques to retrieve caption
texts. The first step in performing OCR is to decide the boundaries of each character.

We first decide the left and right boundaries. The most popular way to perform
character segmentation is to use projection profiles [Lu, 1995]. As shown in Figure 12, we
project every black point onto a horizontal line. Intuitively, the projection for the space
between Chinese characters is zero. However, there is also space inside a Chinese character.
We employ another cue to resolve this problem. The width of Chinese characters is often
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Figure 12 An Example of Character Segmentation.

approximately equal to their height. Let the height of a caption region be ImageHeight.
The gap that is a distance of ImageHeightx0.7 ~ ImageHeightx1.4 from the previous gap will
be regarded as a possible segmentation point.

After deciding the left and right boundaries, we use the same method to decide the upper

and lower boundaries of each character.

7. Optical Character Recognition

We adopt a statistical model similar to that of Oka [1982] to perform Chinese OCR. Figure
13 shows an example. Each character image is separated into 16 equal parts. Starting from
the center of each part, we observe its up, down, left, and right directions. If there is a black
point in a given direction, the corresponding signature value is set to 0. Otherwise, it is set to
1. In this way, we will have 64 (16 parts x 4 directions) values (called a signature) for each

character image.

A set of character images that were retrieved from the Discovery Channel films formed a
corpus for collecting the signatures of a standard character corpus. When recognizing a new
image, we first extract its signature and then compare it with the ones in the standard character
corpus. The similarity is measured by counting how many values are matched. Therefore,
the similarity score will be between 0 and 64. The higher the score is, the more similar the
two patterns are. If the highest score of a new image is less than 16, it is regarded as

non-character image.

The following is an example. A new image [°H is compared with * {8 and * 1 in the

standard character corpus. The corresponding signatures are as follows:

| s w | =

Figure 13 Signature of Image “K”.
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HRACE (A S
00000003-1-01.bmp: (56)5F
00000003-1-02.bmp: (58)FZE SHFEE 56)RE G5FEZE
00000003-1-03.bmp: (56)iEEE (53)iEEHEE
00000003-1-04.bmp: (60)fE
00000003-1-05.bmp: (59)EKE
00000003-1-06.bmp: (59)HI G4
00000003-1-07.bmp: (60)3F
00000003-1-08.bmp: (60)F
00000003-1-09.bmp: (59)tt
00000003-1-10.bmp: (63)5%

Figure 14 The First Ten Candidates of OCR.

@ 1010100010001101110100100000101111101010010001011111111111001111
%2 1010100000001101010101100000100111101010010001011111111111001111

T@I 1110100000011111010001000100100111101100010001011111111111101101

The similarity of the image [ with * {8 and * f is 60 and 50, respectively, so * & is ranked
as the first candidate of this image.

Figure 14 illustrates the first ten candidates of each character image in
BREN ISR T R after OCR is performed. The correct rate of the top one is very
high, and most of correct answers appear in the top ten. Table 3 shows the top one

performance. The film "Genetics" was used in inside test, and "King of the Pyramids" and
"The Real Cleopatra" were used in the outside tests. The results show that the correct rates
in the inside test was 91.5%, and that the performance of the outside tests was 78.5% and

81.5% for the two films, respectively.
Table 3. Experiment Results of OCR.

Films TOTAL | CORRECT ERROR MISS

Genetics 809 739 (91.5%)| 69 (8.5%) 0
King of the Pyramids 684 537 (78.5%) | 110 (16.1%) | 37 (5.4%)
The Real Cleopatra 750 611 (81.5%)| 86 (11.5%)| 53 (7.1%)

8. OCR Post-Processing

We found that nearly 95% of the correct answers were in the top ten candidates, and Table 3
shows that the top one achieved 91.5% performance in the inside test. This section will
touch on how to promote the wrrect answer which is not ranked first initially to the first

position to improve the overall performance.
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8.1 Basic Model

In Figure 14, a value enclosed in parentheses before a candidate denotes its similarity score.
First, we filter out those candidates whose scores are lower than the score of the top one

candidate by a threshold. The filtered characters are shadowed in Figure 14. Only the

characters with larger scores are retained. This will reduce the number of possible

candidates. Then, we perform the following steps. Consider three characters denoted ABC

sequentially. Generate all the possible candidate pairs for ABC,e.g., A;B; or B,,C,. Check

if a candidate pair is in a dictionary (i.e., a two-character word), or is a part of a
three-character word. If it is, we multiply the OCR similarity scores of these two candidates.
Otherwise, their score is set to zero. Next, we find the pair with the highest score. If it is

A;B;, then A; and B; are selected, and we start the next iteration from C (i.e., CDE). If it is

B, C,,then A;,i.e., the top one candidate of A, is selected, and we start the next iteration from
B(i.e.,BCD).

8.2 Strategies Used in Experiments

For the above algorithm, several issues had to be evaluated in the experiments. For example,
should we consider all the combinations of characters? Is the top one candidate more
important than the others? Are longer words in the dictionary more helpful? We applied 3
strategies to the basic model to examine these factors. The experimental results were
compared with those obtained using the Select-First and Longest-First models.

[Strategy 1]  All pairs of candidates are considered.

[Strategy 2]  Only pairs consisting of at least one ranked first candidate are proposed.
In other words, when AB are recognized, only A;B;, A;B;, ...A:B;,
A;By, ..are considered.

[Strategy 3]  4- or 3-character words in the dictionary are proposed first. Then, Strategy

2 is considered.

8.3 Evaluation

The standard character corpus was collected from six Discovery films (i.e., "Natural Born
Winners," "Snakes," "Genetics," "The Southern Rockies," "Great Quakes: Kobe, Japan," and
"Galapagos: Beyond Darwin"). There were in total 7,818 character images, and only 2,256
signatures of distinct characters were recorded. Tables 4 to 6 show the experimental results
for the three different films. Among them, "Genetics" was used in the inside test; "King of
the Pyramids " and "The Real Cleopatra" were used in the outside tests. The first 700 images

of each film were extracted as experiment data. The notations used in the tables are defined
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as follows:
TOTAL:
CORRECT:
ERROR:

MISS:

Improve:

Select-First:

total number of characters in captions;

number of characters recognized correctly;

number of characters collected in the standard corpus but recognized

incorrectly;

number of characters which are not collected in the standard character

COrpus;

improvement relative to the baseline;

(baseline) select the top one candidate;

Longest-First: select the longest candidate combination which is collected in the dictionary.

Table 4. Experimental Results of Post-Processing for the Film "Genetics".

TOTAL CORRECT ERROR MISS Improve
Select-First 809 739 (91.5%) | 69 (8.5%) 0 | -
Longest-First 809 753 (93.1%) | 56 (6.9%) 0 1.6%
Strategy 1 809 751 (92.8%) | 58 (7.2%) 0 1.3%
Strategy 2 809 759 (93.8%) | 50 (6.2%) 0 2.3%
Strategy 3 809 762 (94.2%) | 47 (5.8%) 0 2.7%
Table 5. Experimental Results of Post-Processing for the Film "King of the Pyramids"

TOTAL CORRECT ERROR MISS Improve
Select-First 684 537 (78.5%) | 110 16.1%) | 37 (54%) | --——--
Longest-First 684 544 (79.5%) | 103 (15.1%)| 37 (5.4%) 1.0%
Strategy 1 684 546 (79.8%) | 101 (14.8%)| 37 (5.4%) 1.3%
Strategy 2 684 559 (81.7%) | 88 (12.9%) | 37 (5.4%) 3.2%
Strategy 3 684 563 (82.3%) | 84 (12.3%) | 37 (5.4%) 3.8%
Table 6. Experimental Results of Post-Processing for the Film "The Real Cleopatra".

TOTAL CORRECT ERROR MISS Improve
Select-First 750 611 (81.5%) | 86 (11.5%) | 53 (7.1%) |  --—-—--
Longest-First 750 614 (81.9%) | 83 (11.1%) | 53 (7.1%) 0.4%
Strategy 1 750 635 (84.5%) | 62 (8.3%) | 53 (7.1%) 3.0%
Strategy 2 750 640 (85.3%) | 57 (7.6%) | 53 (7.1%) 3.8%
Strategy 3 750 644 (85.9%) | 53 (7.1%) | 53 (7.1%) 4.4%

Tables 4, 5, and 6 show that Strategy 3 was the best one. The correct rates were 82.3%

and 85.9% in the outside tests, and 94.2% in the inside test.

could not be found in the dictionary in the outside tests, respectively.

5.4% and 7.1% of the characters

We further compare the experimental results obtained using Strategy 3 and the

Select-First Model in Table 7, where “T—F” is the number of characters recognized correctly
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using Select-First but incorrectly using Strategy 3, and “F—=T” is the number of characters
recognized correctly using Strategy 3 but incorrectly using Select-First. From Table 7, we
can find that “T—F” case was only 0.7%, but that 3.0% to 5.2% of more characters could be

recognized correctly. This leads us to the conclusion that post-processing is helpful.

Table 7. Comparison of Strategy 3 and Select-First.

Film Total| Result T—-T T—F F—T F—F

Genetics 809 | 94.2% | 738 (91.2%) | 6 (0.7%)| 24 (3.0%) | 41 (5.1%)

King of the Pyramids | 647 | 87.0% | 532 (82.2%) |5 (0.8%)| 31 (4.8%) | 79 (11.2%)
The Real Cleopatra 697 | 92.4% | 608 (87.2%) | 3 (0.4%)| 36 (5.2%) | 50 (7.2%)

Table 8 shows the experimental results for the three whole films. The main error in the
outside test was that about 7~10% of the characters were not collected in the standard
character corpus. The signatures of the standard character corpus were collected from the

real images of the six films, and only those of 2,256 distinct characters were included.

Table 8. Experimental Results for the Entire Films Obtained Using Strategy 3.

[ R Rt Come | |
Genetics 9189 8834 8105 (88.2%)| 1481(16.1%) | 26(0.3%)
King of the Pyramids| 7976 7878 6582 (82.5%)| 851(10.7%) |543(6.8%)
The Real Cleopatra 8862 8874 7365 (83.1%)| 636(7.18%) |861(9.7%)

To solve this problem, we tried to collect the signatures from the existing font types.
We experimented on 121488 and ZFEEEPHEEE. The experimental results are listed in Table 9.
The first experiment was the same the experiment reported in Table 8. In the second and the
third experiments, we used 5,401 frequently used Chinese characters as the standard character

corpus in #ZEHEEE and FEFEF SRS, respectively. Comparatively speaking, the results were
worse, and using ZEFFIHEEE was better than using 1ZHEEE.

In addition, we prepared another standard character corpus for the fourth and the fifth
experiments, in which 2,256 signatures came from the original corpus, and the other Chinese
characters came from the EEFEPHERE images. The performance was improved, but it was
still not as good as that obtained in the inside test. Meanwhile, the whole character set

(13,060) did not perform better than the set of frequently used characters.
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Table 9. Experimental Results on Different Standard Character Corpora ("King of
the Pyramids").

Real Reported Correct Error Miss
Answers | by System (Recall)
_ 851

2,256, Original 7976 7878 6582 (82.5%) (10.7%) 543(6.8%)

5401, 1EhsEE 7976 | 7092|2648 332%) | 32 | 3(0.0%)
(66.8%)

5401, 4708

e 7976 7380 3265 (40.9%) (59.0%) 3(0.0%)

5401, 1272

Original+ B BTt i e 7976 7885 6701 (84.0%) (15.9%) 3(0.0%)

13060, 1272

Original+ EEEFChiEe 7976 7885 6612 (82.9%) (15.9%) 0(0.0%)

9. Question Answering (QA) System

Since caption texts in video can be extracted successfully using the procedures proposed in the
previous sections, we tried to integrate the IR and QA techniques to develop a video question

answering system in the next step.

9.1 Video QA System

Figure 15 shows the interface of the Video QA System. Users issue questions in the
submission window. The system finds answers in a film corpus and shows them in the
answer window with several indicative pictures extracted from the video for each answer. If
the user wants to watch the original film for an answer, he can click on that picture, and the

system will play the film starting from the answer fragment.

The technique used for QA was proposed by Lin et al. [2001]. It implements a question
answering system on heterogeneous collections including video. The correctness of Video
OCR is not 100% yet (82.3% or better is shown in Tables 5 and 6), so pattern matching in
traditional techniques (i.e., matching keywords or synonyms, or searching in other semantic
trees) has to take OCR similarity into account. The score for extracting answers can be

calculated as follows:

scoreqw; ,pwj) =0 if |qu| = |PWj|

law |
else=| SOcr(qcy ,pcy) |qwi|] x weight(qw;) » (2)
k=1
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Figure 15 The Interface of Video QA System.

where lgw;| denotes the number of characters in gw;, and gc; is the k™ character in gw; (the
same convention is used for pw)). Ocr(qc, pcy) is the OCR similarity of characters gc, and
DC-

9.2 Evaluation

9.2.1 Questions

Testing questions were collected from "Assignment Discovery" at the web site of Discovery,
traditional Chinese version (http://chinese.discovery.com/sch/index.html).  "Assignment
Discovery" is a project that provides many learning lessons from Discovery programs. This
project provides lesson plans, activities, and comprehension questions and answers for

teachers to use in designing study programs for students.




A Simple Method for Chinese Video OCR and Its Application to Question Answering 27

We selected the comprehension questions for six films as our testing questions to do the
evaluation. We collected questions from this website in order to avoid bias. The films
were "Elephants,” "On Jupiter," "Hubble: Secrets from Space,” "Eye of the Serpent,"
"Whales," and "Lightning."

9.2.2 Performance
The performance of the QA system was measured in MRR (Mean Reciprocal Rank), which
was used in the QA evaluation of TREC QA-Track [Voorhees, 2000].

There were 43 questions in total for these six films. The experiment results are listed in
Table 10. The MRR result was 0.1848 (=(4+5/2+3/3+1/4+1/5)/43). 32.6% (14/43) of the
questions were answered correctly.

Table 10. Evaluation of the Video QA System.

Rank 1 Rank 2 Rank 3 Rank 4 Rank 5 Not Answered
4 5 3 1 1 29

From our investigation, the main sources of errors were as follows:
(1) Characters in keywords were not collected in the standard character corpus,
for example, “ & in the question “ JKENEIAZE ? ~
(2) Paraphrase problem.
For the question “/RE#HEITABZ—BAERZ R 77, the answer text is “/NEBIREGEN
B—RE - BHERESRE+ 4 o The two phrases “4Z1T—3&” and “IREE—E" are
paraphrases.
(3) More precise rules for deciding question focus are required.
Consider the question “PIEE o] IUNBEZHMWTEE 72> It is classified as
“QUANTITY,” so all quantity expressions become possible candidates. But we
should only look for temperature expressions as answers.
(4) World knowledge is needed.
Consider the question “FESE_ESE—({BIBERAIAZM 7~ The correct answer
mentions that Franklin did an experiment in 1752, but “the first” is not mentioned.
Therefore, it is hard to decide whether he was the first experimenter.
We only employ information consisting of question foci, question keywords, and Named
Entities in our Chinese QA system. From the above observations, world knowledge and

semantic analysis are needed to answer these questions, especially “How” and “Why”

questions. This is a challenging problem.
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10. Conclusion

This paper has introduced a Chinese video OCR system, including image capturing, caption
regions deciding, background removal, character segmentation, OCR, and NLP
post-processing. The correctness achieved is above 90% for the inside test, and above 80%
for the outside test. Its application to video retrieval and a QA system have also been
discussed.

There are mainly four kinds of OCR errors: (1) the standard character corpus is not
complete; (2) the background is not clear enough; (3) character segmentation errors; and (4)
errors in OCR post-processing. In our standard character corpus, there are only 2,256
characters. But there are 5,401 frequently used Chinese characters, not to mention 7,659 less
frequently used characters. This is why many characters could not be recognized. In our
experiments, most of the backgrounds could be cleared successfully. But if the objects do
not move, or if small fragments appear behind the captions, it is not easy to remove them
using our method. This will affect the performance of character segmentation and OCR.
The OCR errors may also propagate to the post-processing module. For example, a character
image that is not in the standard character corpus will not have a correct answer among its

candidates, and these ten candidates will affect the choice of other characters.
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Pitch Marking Based on an Adaptable Filter and a
Peak-Valley Estimation Method

Jau-Hung Chen and Yung-An Kao'

Abstract

In a text-to-speech (TTS) conversion system based on the time-domain
pitch-synchronous overlap-add (TD-PSOLA) method, accurate estimation of pitch
periods and pitch marks is necessary for pitch modification to assure optimal
quality of synthetic speech. In general, there are two major tasks in pitch marking:
pitch detection and location determination. In this paper, an adaptable filter, which
serves as a bandpass filter, is proposed for use in pitch detection to transform
voiced speech into a sine-like wave. The pass band of the adaptable filter can be
adapted based on the fundamental frequency. Based on the sine-like wave, a
peak-valley decision method is proposed to determine the appropriate parts
(positive part and negative part) of voiced speech for use in pitch mark estimation.
In each pitch period, two possible peaks/valleys are searched, and dynamic
programming is performed to obtain pitch marks. Experimental results indicate that

our proposed method performs very well if correct pitch information is estimated.

1. Introduction

In past years, the concatenative synthesis approach has been adopted for use in many
text-to-speech (TTS) systems [Hamon et al. 1989][Iwahashi et al. 1995][Shih et al.
1996][Chen et al. 1998][Chou et al. 1998][Charpentier et al. 1986]. Concatenative synthesis
uses real recorded speech segments as synthesis units and concatenates them together during
synthesis. In addition, the time-domain pitch-synchronous overlap-add (TD-PSOLA)
[Charpentier et al. 1986] method has been employed to perform prosody modification. This
method modifies the prosodic features of a synthesis unit according to the target prosodic
information. Generally, the prosodic information of a speech unit includes its pitch (the

fundamental frequency, f;), intensity, duration, etc. For a synthesis scheme based on the

* Advanced Techonlogy Center, Computer and Communication Research Laboratories, Industrial
Technology Research Institute, Chutung 310, Taiwan
Email: chenjh@itri.org.tw, kya@itri.org.tw
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TD-PSOLA method, it is necessary to obtain a pitch mark for each pitch period in order to
assure optimal quality of synthetic speech. The pitch mark is a reference point for the overlap

between speech signals.

A speech synthesizer with various voices is useful for speech synthesis. Sometimes, it is
also important for a service-providing company to have a synthesizer with the voice of its own
employee or its favorite speaker. For conventional TTS systems, however, it is a demanding
and tedious job to create a new voice. Recently, corpus-based TTS systems have been
developed which use a large number of speech segments. Some approaches select speech
segments as candidates for synthesis units. Establishing synthesis units involves speech
segmentation, pitch estimation, pitch marking, and so on. Moreover, pitch marking is very

labor-intensive task if no automatic mechanism is available.

In general, there are two major tasks in pitch marking: pitch detection and location
determination. Compared to the literature on pitch detection [Rabiner et al. 1976][Rabiner
1977][Noll 1967][Markel 1972][Barnard et al. 1991][Kadambe et al. 1991][Barner
2000][Huang et al. 2000], few papers have focused on pitch marking [Moulines et al.
1990][Kobayashi et al. 1998], which is also a difficult problem because of the great variability
of speech signals. Moulines et al. [Moulines et al. 1990] proposed a pitch-marking algorithm
based on the detection of abrupt changes at glottal closure instants. In each period, they
assumed that the speech waveform could be represented by the concatenation of the response
of two all-pole systems. On the other hand, Kobayashi et al. [Kobayashi et al. 1998] used
dyadic wavelets for pitch marking. The glottal closure instant was detected by searching for a

local peak in the wavelet transform of the speech waveform.

In this paper, we propose a pitch-marking method based on an adaptable filter and a
peak-valley estimation method. The block diagram of our method is shown in Fig. 1. The
input signals are limited to voiced speech because only the periodic parts are of interest. We
introduce an adaptable filter, which serves as a bandpass filter, to transform voiced speech
into a sine-like wave. FFT (Fast Fourier Transform) is used to transform voice to the
frequency domain, and the filter’s pass band is determined by finding the spectral peak of the
fundamental frequency. Consequently, the pass band can be adapted based on the fundamental
frequency. The autocorrelation method is then used to estimate the pitch periods on the
sine-like wave. In addition, a peak-valley decision method is employed to determine which
part of the voiced speech is suitable for pitch mark estimation. The positive part (the speech
with positive amplitude) and the negative part (the speech with negative amplitude) are
investigated in this method. This is demonstrated by Fig. 3(a), which shows an example of a
waveform having a negative part that reveals explicit periodicity. In general, it is possible to

achieve better speech quality if the pitch marks are labeled at the positions of the extreme
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points (peaks and valleys) of speech. In each pitch period, two possible peaks/valleys are
searched. Finally, the pitch marks are obtained through dynamic programming by calculating

the degree of pitch distortion.

Voiced Speech

Pitch Detection

Adaptable Filter

v
Autocorrelation

v
Pitch Periods

Pitch Mark
Determination

Peak-Valley Decision

A 4

Peak/Valley Searching

A 4

Dynamic Programming

v
Pitch Marks

Figure 1 Block diagram of the proposed pitch-marking method.
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2. Pitch Detection Using an Adaptable Filter Followed by Application of
the Autocorrelation Method

The proposed adaptable filter serves as a bandpass filter in which the pass band extends from
50 Hz to the detected fundamental frequency, up to 500 Hz, of the voiced speech. First, we

will define the following symbols, which are used in this algorithm:
N: frame size in sample. Consecutive frames do not overlap.
su[n]: the voiced speech of the m-th frame, where 0<n< N.
SF,[k]: the frequency response of s,,[n], where 0<k< N.
YF,.[k]: the pass band frequency response of SF,,[k], where 0<k< N.
o,[1]: the adaptable filter’s output signal of the m-th frame, where 0</<N.

The algorithm of the adaptable filter is described as follows:
Step 1. Use FFT to transform the signal s,,[n] to obtain the frequency response SF,[k].

Step 2. Find the position &, of the spectral peak of the fundamental frequency for SF,[k] by
searching the first forty points of ‘ SF k] ’ .

Step 3. Decide on the filter’s pass band. Let YF,[k]=SF,[k] if 3<k<k,+2 or 3<N-k<k,+2;
otherwise, let YF,,[k]=0.

Step 4. Normalize YF,,[k] by multiplying a scale of Max;( | YF,[k] ‘ )/ ‘ YF,[ky] | .
Step 5. Use IFFT (Inverse FFT) to transform the normalized YF,[k] to the time domain. Let

o,[n] be the real part of the time domain signal.

Finally, the refined pitch periods are obtained by analyzing the filtered speech o[n]
using the conventional autocorrelation method. The waveform of o,[n] after IFFT may be
discontinuous at the frame boundaries. A typical example is shown in Fig. 2. However, such
waveform discontinuity is not very significant and does not significantly affect the results of

pitch period estimation.

Discontinuity

Figure 2 A typical example of waveform discontinuity after IFFT.

An example of an adaptable filter is displayed in Fig. 3. Panels (a) and (b) show the
waveforms of the original speech and the filtered speech, respectively. It can be seen that the
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filtered speech is generally a sine-like wave with clear periodicity than the original speech
waveform. For a frame in the middle of the voiced speech, the spectral contour is depicted in
panel (d). Note that the frequency axis is not linearly plotted to allow inspection of the first
spectral peak. The first peak was found at 168 Hz, which was the fundamental frequency.
Finally, the pitch periods were obtained by analyzing the filtered speech using the

conventional autocorrelation method.

© {f”W' " rww\‘rll H'V‘Iw‘

(b)
TP
The first peak —F—1— | .,
@ P
S L
| V/ A [P

Hz 42.00 24.00 168.0 338.0 6720 1344 2698 5376 10752

Figure 3 Results obtained using the adaptable filter and pitch mark
determination. (a) Waveform of the voiced speech with explicit periodicity in the
negative part. (b) Waveform of the filtered speech. (c) Detected pitch marks. (d)
Spectral contour (note that the frequency axis is not linearly plotted).

3. Pitch Mark Determination Using a Peak-Valley Decision Method and
Dynamic Programming

3.1 Peak-Valley Decision

From observations, we have found that voiced speech, s[-], is synchronous with filtered
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speech, o[], either at peaks or at valleys. The cases illustrated in Figs. 3 (a) and 2 (b) are
synchronous at valleys having explicit periodicity instead of at peaks. As a result, the pitch
marks can be more easily determined in the negative part than in the positive part. In the
following, the peak-valley decision method is used to calculate two costs by summing the

amplitudes of s[g], where g represents the position of the local extreme point of o] over each

pitch period:
1 Npeak
Cpeak :N—' ZS[POSpeak[n]]ﬂ (1)
peak n=1
1 Nvalley
Cvalley = z S[Posvalley [l’l]] 2 (2)
Nvalley n=l1

where the symbols are defined as follows:

Cpeak : cost estimated at the peaks of o[-].

Cva”ey : cost estimated at the valleys of o[].

N peak - total number of the peaks of o[ ].
Nvalley
Pos
Pos

: total number of the valleys of o[].

pear L1 POsition of the n-th peak of o[].

valley [11] : position of the n-th valley of o[].

The peak-valley decision is made as follows: If C peak > C then the positive part (peak)

valley *
of 5[] is adopted for evaluation of the pitch marks. Otherwise, the negative part (valley) of s[-]

is adopted.

3.2 Pitch Mark Determination Based on Dynamic Programming

Once the peak or valley, say the peak, has been adopted, the positions of the pitch marks are
determined by picking the peaks of s[-]. For a speech segment with a length of one pitch
period, the PSOLA method can be used to synthesize good quality speech if the pitch mark is
denoted at the signal with the largest amplitude. However, the largest peak may not
correspond to the largest one in the next period (as shown in Fig. 4). This inconsistency will
result in unpleasant speech after the PSOLA method is used. Therefore, the two highest peaks
in each period are searched in pitch mark determination. We do not use three peaks or more
because this would improve the performance very little. In this paper, we consider that a peak

is located at the signal with the largest amplitude among consecutive positive signals. Among
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peaks, the highest peak is the one with the largest amplitude. The second highest peak is the
highest of the two peaks, the left-side and the right-side peaks, neighboring the highest peak.

For the i-th pitch period, P;, suppose the highest and the second highest peaks are
located at L;; and L;,, respectively. It might occur that the second one is absent. In this case,
we let L;; = L;;. For all the detected peaks, pitch mark determination is then performed based
on dynamic programming. The distortion of the pitch period, di(j,k), and its accumulation,
A(j), are defined as follows:

d;(j,k)= HLJ — Ly - P,.‘ +g(j,k), for i=2,...,PN, 3)

d;(j;D)+ 4., (1),

4L = min {di(]:2) +4,,(2)

} , for i=2,3,...,PN, 4)

where PN is the total number of pitch period and j, &=1,2. In Equation (3), g(j,k) is a
penalty function represented by
0,if j=lork =1

g(j,k)=1 1 . (5)
——, otherwise
PN

The penalty function is introduced here due to the preference for the highest peak.

The search path of the dynamic programming is illustrated in Fig. 5. The peak locations
(pitch marks) can be obtained by back tracing the peak sequence corresponding to the smallest
values of 4,(1) and 4,(2). An example of the results of pitch marking is shown in Fig. 3(c). A

procedure similar to that described above can be applied for the case of a “valley.”

m \ ) %

| \Jl rl ‘w. i, H‘lﬂmﬁn J

e
l||| ]\ \]
|
1
1
|

Figure 4 An example of a waveform (syllable /a/ of tone 3), in which the largest
peak does not correspond to the largest one in the next period (indicated by the
circles).
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N m fo
Peak 2

1 2 3 4 PN-1 PN

Figure 5 lllustration of the peak-picking search path of the dynamic
programming.

4 Experiments and Results

4.1 Experimental Environment

A continuous speech database was established which provides the basic synthesis units
of our Mandarin Chinese TTS system. This database is composed of 70 phrases, and their
lengths are from 4 to 6 Chinese characters. It includes a total of 436 tonal syllables comprising
the required 413 basic synthesis units. A native female speaker read them in normal speaking
style. The speech signals were then digitized by a 16-bit A/D converter at a 44.1k Hz
sampling rate. Syllable segmentation was done manually in order to obtain the precise
boundaries of the voiced speech and unvoiced speech. The total duration of the 436 voiced
speech segments was about 2.1 minutes. For each syllable, the voiced speech was used to test
the proposed methods. The frame size used in the adaptable filter was set to 4096 speech
samples (92.8 ms). We used large frame size so that we could deal with signals with very low

fo values.

For the voiced speech, the waveforms along with the pitch marks obtained using our
pitch-marking program were visually displayed. The pitch marks were then checked and
corrected by an experienced person through a friendly interface. For evaluation of the
experiments, we obtained 436 sets of human-labeled pitch marks, denoted as H, which

comprises 23,868 pitch marks.

4.2 Performance of the Pitch Marking Method

The peak-valley decision results were verified by human judgment based on visual displays. A
success rate of 99.1% was obtained (4 of the 436 results disagreed). For the female speaker,

we found that 97.2% of the voiced segments revealed clear periodicity in the negative parts.
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The proposed method generated 23,860 pitch marks, denoted as I, without any

duplication. The success rate of the pitch marking method is calculated as follows:
|{x|xe1ander}|

Correct rate =
|H|

x100% . (6)

As shown in Table 1, a success rate of 97.2% was obtained (baseline), in contrast with
95% and 97% success rates obtained using the methods proposed in [Moulines et al. 1990]
and [Kobayashi et al. 1998], respectively. Moreover, we found that most of the errors resulted
from incorrect pitch detection results. Most of the pitch errors were due to large changes of
pitch located at the boundaries of the voiced speech. With correct pitch information provided,

our method achieved a success rate of 99.5%.

The tone type of voice significantly affects the results of the detection of f0. The main
reason for error detection of f, is dependent on the tone types of voice. There are five tones in
Mandarin speech, including a high-level tone (Tone 1), a mid-rising tone (Tone2), a
mid-falling-rising tone (Tone 3), a high-falling tone (Tone 4), a neutral tone (Tone 5). In our
system, it is easy to detect f; for tone 1 and tone 2 since the spectral peak of f, is prominent
(Fig. 3 (d)). For tone 3, tone 4 and tone 5, f, may be erroneously detected at the end of the
voice segment if the consecutive pitch periods change abruptly (Fig. 6 (a)). For this case, the

spectral peak of fj is unclear (Fig. 6 (b)), which may result in error detection.

Table 1. Success rate of the pitch-marking method.

Condition Baseline | Using correct pitch

Success rate 97.2% 99.5%
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Figure 6 An example of unclear spectral peaks. (a) Waveform of the syllable /a/
of tone 3. (b) Spectral contour corresponding to the end part of the waveform
(note that the frequency axis is not linearly plotted).

5 Conclusions

In this paper, a preliminary work on pitch marking has been proposed. We have presented an
adaptable filter which can be combined with the autocorrelation method to perform pitch
detection. On the other hand, a peak-valley decision method has been proposed to select either
the positive or the negative part for pitch mark evaluation. Also, a
dynamic-programming-based pitch mark determination method has been demonstrated, where
two peaks/valleys are searched in each period. In the experiments, our pitch-marking method
achieved a 97.2% success rate. Furthermore, a high success rate of 99.5% was obtained when

correct pitch information was provided.
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Abstract

Machine Translation is one of the most difficult problems in the field of natural
language processing. In the past, MT has been applied to professional
communication in the process of translating technical and corporate document on a
specific domain. Recent years saw the rapid development of Internet as a new
form of communication and information exchange, and the need to access
information across the language barrier became apparent. People began to look
into the role that MT can play in Cross Language Information Retrieval. The
prevalent approach to CLIR is based on translation of query, in particular query
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phrases. However, for CLIR there is an additional new objective of translating
into something that is relevant to the collection being searched upon. Therefore,
the current approach of using general bilingual word list or an off-the-shelf
commercial MT software is bound to be very ineffective in terms of retrieving
relevant documents. We propose a new approach to Statistical Phrase Translation
Model (SPTM), aimed at achieving a tighter estimation of phrase translation.
Experiments were conducted using bilingual phrases in BDC Electronic
Chinese-English Dictionary. Preliminary results shows the approach is much
faster and produces better word alignment for phrases, which has not been possible
using previous approaches.

Keywords: Statistical Machine Translation; Phrase Translation; Cross-language
Information Retrieval.
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FHEEHENER) 7 k=3 A m=5REELRD - FEHES A<NERLE 35% °
BEIEMET AAMRAELUGEETE (Maximum Likelihood Estimation) * 5%

Praue (A*)=0235
ARMEMRBIIMFERT

Pr(A* ) =P(111,3,5) P(211,3,5) P(312,3,5) P(412,3,5) P(513,3.,5)

ENfEfu EMEERENRSHE (0.6) fEt P(1i35)  HFRIHAERRSENMGERE -
Pr(A*) < (0.6)°=0.046656 < 0.35

BTERBESENMGTIZERCENKER - HMRE T ERAtRElE
BEFHAMCE - TULHUET - ZEMRICERMERSHRRIERME ( Assignment
Probability) ° RItFEEIIZREFNFHNCE - BEERME - 2ENTFH > EN
BENRBR—HER - EEENEET - BNEES S MEX THEEHE Pr(T15) >
SDERALAT BU MR R Y

(a) FIEBIEEMEE (Lexical Translation Probability )
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Pr(T(A)1S,)
(b) FEIRHEZ ( Assignment Probability )
Pr(Alk,m)=Pr(Ay,Ay, Ay, ANk, m)
Hrp

S; % S SR | @F

T(A)%R T DEFEE S, WD

A B T PEEHER S HRET2HIRR
A B T DEER S HERDHIESR. i >0
k5SS HRE

mBT HRE

4. B

HIVETT —RIINER - UEERMIRHAFN A EERENMRE T - &8
B - BMETRIREBREN T YR ERE -
1. BIERSEREREERRNCEREME - S5 TN SRBIEENE BN ?
2. HIRNABERERDELRERRN - MASFSERNBERMENHFIES ? 15
IKRENSHE EFDBSZ > SFDEFLFTHEEBS ?
3. IHIRRENSHENRTHE - BT - HERENRTUIEESTSEE ?
4. FlRERNKBIFRE  BRAREESKRENTITHESE ?

4.1 BRARETEERHMRENRTE
HRFSMEAELEERENEN - HRA BDC ERFH [BDC 1992] MAEIRBEE
SEBRNREME - RTERSERNER - LEAE @ HMAEEEERXZR 3 @:E
HRE - EPXREARR - AR @ 4 75 (8) UEZIREEGINRER 4% T2 T2
BRESEERARRKRURESH - SNRMALEEPXHNEFRERE - ELEREN
= EETAEFTEWE  ZELZE  tMEREEMNNMA - RaEEEREE
HMIBE 96,156 TR F BRI - HMM (P, 0,) .n=1,N RRKEMH
RO EERIRELE -

TRt - AU EM BEE - REAF =GR HNBIRBIERER  FIRMEER -
BRI T F—ARFRE - BLELl Och FA [2000] #1 [BM H#EREENSGEBRRAY
& - HENERHREEMERERMMEE -
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1. BRYAHIRHR - FPIERFE IBM Model 2 @ LGASEIEMREM BEHRMEER - RiEGEH
ARARE TR B MRS - 7£ EM REENSE "2 7 BltaE AFTRE IR

2. HFRERRD A REMER - RXAPXFHIEF—HIREBES - FRASE—WE
EMRRENOERMRERTR—RERNTIIDT Pr(li k,m) =1/m  TIHRA
SEENFETE - RiBR EHEERRABRXIEFREEER - <A SR
WRAEMT -

Pr(jli,k,m)=1—‘—j_0'5—4|i_0'5 o))
m k

Hip = RXPUE k= KXFEY )= PXPHE = DIXFHEY - B
AR HRE - BEEFEE - S8k m BEEER. WA, Pk,
m)HIINAER 1 -

% 1. ERMENBAETE

S: T. i k i | M Pr(ili.k.m)
flight 8 1|2]1]4 0.318
flight F ol1]2]2]4 0.318
flight m | 1]2]3]4 0.227
flight | T |[1[2]|4]4 0.136
eight 8 212114 0.136
eight F 2224 0.227
eight mr | 2]2]3]4 0.318
eight T |2]2]4]|4 0.318

HRE-SLERE  IMNEREARXFUUBEREDELA—EPXF  BE
HERERUETFME - HINK—LLRRE 2 ERXFEEMN 4 EhXF -
B2 8 ERPXFNESTEY - S—EEHNGERMBERNAN 1 Pr(jlikmiE e
pign - WERIPEERE (flight cight, 8 FARIT) @ HMAAR | AIBAGEFRNMRK 1
I SRARECH N ERMEER -
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K 2. (EHHBREFRIERENGEE

S, T; i|k|j|m| Pr(likm) Prigx (C1E) Pr(T;1 Sy
flight 8 |1]2|1|4] 0318 0.00797 0.00253
flight | F [1]2|2]4] 0318 0.00797 0.00253
flight o |1]2|3]4] 0227 0.25770 0.05850
flight | 4T [1]|2]4|4] 0.136 0.16901 0.02299
eight 8 |2]2|1]4] 0.136 0.02903 0.00395
eight F o|2|2(2]4]| 0227 0.04839 0.01098
eight A’ (22|34 0318 0.06774 0.02154
eight | 1T |2]2|4]4| 0318 0.06774 0.02154

BT ESRHNMERMERE - MM oTBLLAREREREPRNEARXF E
MpXZ C BNBIEMR Pr x(CIE) AT

EE d(E,P, (D) (C.0,()) Pr(jli,k,m)
Pr(ClE)=212 (2)

iiié(E,R,(i))Pr(ju,k,m)

i

W=

Hip PORPZEIF  Q()BOKEF k=Pl m=10,|
d(x,)=1Fx=y,8(x,y)=0 Hx=y
AR 2 MASERNE £EF C NERBREDHBEE @ MR E MIFREDX C
MM RENES  EEHREN CEPr (Cl EHMBREMES 1 - KIBAX 1 AKX 2
HIMRME - BT EEHERI R EEREEFTEE S, 7) EEE :

Pr(T;|S) =Pr(jl i,k,m) Prigx(C|E) HBf C=T," E=S,

BARNAREERI P EERERRE (flight eight,8 FRIT) Bl - WHREDRIF flight Bcp
X7 T MUEIFEMERE Propyx (R I flight ) Pr(3/1,2,4) - R 2 FIHER 1| NESEEHNGE
SHEWE - —S @ ERMNAEHLETHEESNETRE - MRCFBETHEEERNGE
HMEZSE - Hlin - IEREME AL EHEERI Pr( | flight ) F Pr( 1T Iflight)2BIH
0.05850 £ 0.02299 » RS EHFRAVE FERIRISMEER Pr( 8 | flight ) FPr( = | flight
0.00253 °
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42 EM BEEENE —iRstE

BT R RRELETHE - BT OTLETT EM BERREFHERE NS HE -
HPIFER Viterbi NANERE EM BEIE - EEREFGER  IKIES—ERIRELFE
MAZERBE— BRI FRIERTIEEHFE -

F—XRNHEREL

MRS ENEEEE ( Greedy Method) SRREVE—HEEERE (P,.0,) HRIEHE -
HMERREENZERE | —ERXOTUEELR 0 BSEPXF - MEEPXFREY
BEIRZ—ERXTF - B7 hEANESEHEE A B RAER A HERERE(
xR 2)  HAARMTUEES—EAPXF  FRENHYBIRNFHRERSE  EER
XM pXFHEcE - WIRBERERNZERE - BFREMMRXFALL DX FHEREY - R
BT LD - BRISARBRNDXT - ARKREERE—EPHUEE (threshold) &
It - ERRBHDPXT - MEARLBEHERRNT - RIEHBORRPURE - TXER
SHEEXENEREE - WEBIREA 0 ¥ 1 0 HSMEERN - LRERIMRERZ
% > BA0.008 BPIE(E @ TJHEEARMESEENIEERECE - BEIE “flight cight” HIfHI
F o BR 2 ERE - HMTFEWMER 3 EESR (0,34,12) -

R 3. (flight eight, 8FMAT) ZRIEHFE (0,34, 12)

S, T, | i|k|j|m|Pr(iikm)| Prix (CIE) Pr(T;15)
flight | & |1|2]3]4| 0227 0.25770 0.0585
flight | T |1|2]4|4| 02318 0.16901 0.05375
eight | F |[2]2(2]4] 0227 0.04839 0.01098
eight | 8 [2]2]1[4]| 0.136 0.02903 0.00395

FEIRBRAHENERGSE

AR ERRECRIETENBELTNE - HAIRTUAREENFHCERMEER - 8
AFEEREIRMRRE - BREFTEENESAEERE - RAKRHENRDFE
HetHRPXFH L Em BIET - FEHIRTTN A B

count (A&Y(S, T HIETFE)

3
count (k = |S|,m = |T|)

Pr(Alk,m) =
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K 4. MFHOFHENERERESSNE 12 &

RIAEEE

A

k m Pr(Alk,m)
Ao A A,

2 4 0 12 34 0.572025052
2 4 0 123 4 0.121317560
2 4 0 1 234 0.085479007
2 4 0 1234 0 0.078056136
2 4 0 0 1234 0.065066110
2 4 0 124 3 0.020992809
2 4 0 2 134 0.016585479
2 4 0 3 124 0.007886801
2 4 0 34 12 0.005915101
2 4 0 13 24 0.004059383
2 4 0 134 2 0.003363489
2 4 0 23 14 0.002551612




et B IERE 53

*® 5. ZFRNFRHEE - &oJEM 5 BIRIRANNES

T T(A,) S T(A) Ss T(A,)
T-shaped antenna | T FZR4R T-shaped | T# antenna Rigk
X-ray examination | X JEHEE X-ray X% examination BE
Irresistible force | A a$RA irresistible |AAI41  |force yAj
Unwritten law TRGE unwritten | A3 |law iE
Central Asia thEn 4Hen Central th Asia ]
mutual . .
Cominterference BAFi% mutual I=) non-interference| %
undesirable element | AR undesirable | AR 4 |element
Unalterable truth | NS Z5R unalterable |53 Z 5 |truth
come soon T B iR come soon A~ B HBR
a desperado TELZE a desperado TiEZTE

EERD - EM BEENFE—WEPNEEL 601 BERAR - MMFHNFHEE

(=]

' B 38 AN o K 4 FIHIKIRMEBSEMEFESIMAET 12 BIFKTR

FR%l 2 # 4 FRERBRERAIF - B 4 T UBRTBIRR -

1. BERMEETER - HEMRBIIKBRANEA

RO REM A ERENIER 2R ERXNIER -
B—RXFHEHENBRMESEEN -

—ERXFRUEMZE 2 @AhXF -

A2ERS

2. BIRZHHERESEPEDEBAERN L - RoIAEM 3 BIEIK @ G TR 80%
HIBEER - Al S & 10 BIEIRA I ° BRIRET 95%M 99 5%HIRE - 555
BT FEFIEIRIEER - ol IAR AR LR H FET M 23 BIERT - [REIIESMER -

mAEE

BUREREM o

3. IEIRHERER BUNRIHVEZRIR o
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K 6. “flight BZMA R P X FHIHER

RERE

E C Pr (CIE)
flight AT 0.6480231012
flight i 0.1411528654
flight finze 0.0602616768
flight $empty$ 0.0296114718
flight fir 0.0296114718
flight 7 0.0041786956
flight pal] 0.0041786956
flight TR 0.0041786956
flight AR 0.0041786956
flight e 0.0041786956
flight AR 0.0041786956
flight & 0.0041786956
flight B 0.0041786956
flight $any$ 0.0000009248

AEMEREENENGE
HEHHERANNBENER - BPEENDLE 42 SIRECHER © GEIRXFEE
AR P FHIRE - HPIEMME—RT—E&NNE  TEEERFHERPE
FHHRE  MEETRE—ERNFERBY ' FRERENDXFE o S FERE
PHIERSEEN - MARAHREERWFEIE - ERELVEHIGIF - KXHEERIEZ
BEFH - TEEFE - TAEAMEIZE ( bound morpheme ) FFIEN ° HFILA“ Sempty$”
RAKRNFHEEIZFENIER - ERENAE (data sparseness ) HITTEE * HFIEA
“$any$” RA TR X FHEEEIRNNEEDPXFEHIER * WEEA Good-Turing HIFiE
{67 iE (smoothing method) ZK{hETSany$ HFIBHREMEER -

3= 6 FliH flight BRER AR PSFEMEE - SIE—ARAIRE ~ 5338 - Sempty$ ~ Sany$ ©
HEE—RAVEAEEMETD © flight HEBISempty$ FUBZRIEETE 0.0296114718 {HARBE °
REEREERINEK 4 89 (00,1234) 1 (1,0234) HIMEER - DA SanySHE R FHEGET
B5E  HHAEE EM BEEHNMEMNLAERED - MEGHERFENERT @ Sempty$
WERGFHESEHARE - MBS ENERS -
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4.3 EM BEEENE "8

TEFE—WMMAAEEGFTZE - RPITUBRIRINAZENRITERELN - EE RN
EHED > HATHBERALN | WUERMKER  MIBRACEMGETHRNEEMNE
IRHR

&K 7. Pr( 8 FIT/ flight eight) HWERBERBZAI 5 &

S T Ay | A | A [T | TAD | T(A) Pr(T,AIS)
flight eight | 8FMIT | 0 | 34 | 12 MiT | 8F | 0.0000788100
flight eight | 8FMIT | 0 | 3 | 124 & | 8=T | 0.0000000051
flight eight | 8FMIT | 12 [ 34 | 0 | 8F | M|’IT | $empty$ | 0.0000000007
flight eight | 8FMIT | 12 | 3 | 4 |8F | 7 0.0000000003
flight eight | 8FHIT| 2 | 3 | 14 | FF | 817 | 0.0000000001

FREED c BMPE—LEERE (S, T) @ RBEHEXHPXFY - ZEMH
AMEREMIEIRA N A STEEHBIENER Pr(T, A1S) - HRE—ISRAR A’ PH(T, AIS)
B AHIEETR A FRRENRESEEE S, , T(A)) FIEEETRE :

Pr(T'| $) = max Pr(T, A1) = max Pr(A| k,m)ﬁ Pr(T(A)IS,)
FIL R OTEERIEIR A* AT FHI AN IRE

A" =arg max Pr(T ,AlS)
K 4)
= arg mglx Pr(Al k,m)]'_‘[Pr(T(A,.) IS;)

Hpk=I1S,m=IT
BAGS, T) = (flight eight, 8 FF1T) Bl - HRAEHIIEIK A - HEIESEMENT ¢

A=(0,12,34):

Pr(T,AIS) = Pr(0,12 3412 4) Pr( 8 Fiflight) Pr(f{Tleight)
A=(0,34,12)

Pr(T,AIS) = Pr(0,34,1212 4) Pr(&1T | flight) Pr( 8 Fleight)
A=(0,3,124) :

Pr(T,A1S) = Pr(0,3,124 1 2,4) Pr(FRl flight) Pr( 8 2{Tleight)
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A=(2,34,1):
Pr(TAIS) = Pr(2,34,1124) Pr(7&1T! flight) Pr( 8 leight)
A=(12,34,0) :
Pr(T,AIS) = Pr(12,34,012 4) Pr( 1T flight) Pr($Sempty$leight)
fE5TE812 D © FPIEEEY Branch and Bound HUIESSE @ LR EILSAIESRT - RS
FOEERZ EHER RERIEME Pr(T, A SHMEESBENEXE EE—EBMENNRE
FIIEIRA R AR - HEREERECIONRERNEEUEENER  ZIBRAR ARIFT
FTE  AABESERUFEIIEMERE R EERES/)  FRBATTFLAEZE @ aibaTAx
ISHIEE EM EELERIREE -
K751 (flighteight, 8 FTT) MAEARSHZHRENEIRAN - X7 WEE
BRE_HNRHTECKEENRE  RENHE©O, 34, 2)NBEERE
0.0000788100 * =B REREIFEO, 3, 124) HIHEZR{E 0.0000000051 ©

5. BEAERETE

HMETNEE - BIATHNGE XA EHERERETT  EELHEERNHES
o FREPBEANEREENS A DBENFR - ALt 10 BEENE R TTIAER
HETSEMZIEMERE - HRITRE - BR THHFSMRERNSRE - EM BEENTER
HURFRIERY - MR BRI ELBRIR -

K 8. BrmERZAHBERMEREQIERNE T

S T F—EmAER BT EAER
T(A)| T(A) T(Ay) T(A)| T(A) | T(Ay)
association football] A EBEK A EBER A | BEK
delay flip-flop | DEYIF/2% DEIFR23 DE | IER28
Idemodulator | | {S3RARFIEE | {SRAZR 28 | {S5% | ARaAES
Disgraceful act | AREFITEN TREFITEN TR 78
disregard to ES NN )N ) iy
secret ballot T RRIEE T RRIE TaR| BE
bearer stock FoBEE FRBE B iR BE
false retrieval TEmE TERE T8 | BE
used car thihE thihE thy ==
infix operation hFE& hFES b | EE
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5.1 BRERD

HERMAREE - MERBEERZEREACERBEE - BETURES—FH
HEEEMENEMFHMZEMEESENERMY - MEELLERIEREAE BT - FRBA
HEHEMNEELLRRENEERER - AL IERA ST -
1. HEREEEEAZEREENE » U0 association BEEER "HE, - '8F, -
T association football PANENEREEMISEMN " A, © B association &
BliEm "A X, - ERIEREERTMULLEMER 3 FE—FEZFH "A
N, BRSHIER -
2. HEIFEAE RBTEMNERNEEENE (light verb) * 91 make » take » to
E  EIRREEMRE T thE o] LS EIERSHIME -
3. MEXA—HHIEEIER 10 (flight eight, 8 F/TT) * EIESIREEAIREY
T oJARREEMMERE -

MRS EIITNESR @ SHISRSELERHNIER - hREE—HRAE_"&RD
THAER - BAIRREESLEERE TE " RERTHRER - KE2IRFBHEKH
BIIERANDIT  FESRKR8

RTHMEERABEE - HPIEA Och FA000) HFHERE o EETHHIERER
BEBRALIERHE  MEASEER - AIINEP—ELERB I (butter cream biscuit,
WMsRILEHEz ) ATIETRHSEZERIE 1 Fimn < 5945 2 F&: S (sure) F P (possible)
S RNEEHEIFE - P RCIEEREIRE - ESCP o

butter S/P S/P
cream - . P P
biscuit - . . - S/P S/P
o M %o Bt &
1 NTEERSEERMHF

M MEEEFHAE ERIEIRS A A » BIA (butter cream biscuit, YHiMFINEHEZ )
= - ERAEELERINE 2 Frn -

butter A A
cream * . A A
biscuit - . . . A A

g5 MmO B E
2 ERNEERNGT
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A EBIF - FRAPITTLABE] 1SI=4 » IPl=6 (EHEIERA S HIZES) * IAI=6 " IAN SI=4 * |A
N PI=6 ° #R#§ Och F A (2000) FiiREMIAT + BFI oI FEIBEIZR (recall) ~ ZEREZR (precision)
ERSEERZE (error rate)q1F

recall=w=i—l
S|4
oo lArP 6
recision = ———=—=
g PG
AER(S P'A)=1—|Al S|Ar A _4+6
T |4 +|S] 6+4

BMAESE_RERD - BERMEE 500 BER (B3 2 ARXFM 3 BRXFH
BASEZ 250 fE) - AATHELEARARMHBIET - MEASZER - KEBNEREA
THETHNSEERIE - BTSSRI THBEZR (recall) » ZEREZR (precision) BEIFHFRER
(error rate) -

A1 S| 1116

recall = ——=——-=0.894
S| 1248
precision= M = 1308 =0.862
|4 1517
AER(S,P;A)=1—|AI S+ P|=1-m6+1308=0.123
|A|+]S] 1517+1248

EF"WERZE  HAMEM BEREEES - REFTIBNWER - FHFE—E8
EREVEER « FEREREASEERERINEK 9 FIR ©
X 9. EAFRETIIREREZOR  EER - FEERERIRIEH

FE—iR FE iR E=tR SEMiER Ehim
FE|EIES 0.853 0.894 0.885 0.874 0.873
EER 0.796 0.862 0.859 0.851 0.849
FHERE 0.178 0.123 0.129 0.139 0.140

57T THEHNERERESHERNER - FMHOUARERNER « BENESEE - B
IR RIEIRERIRA 1BM REIPMZERERT A EHREMMEER - 1T 1BM Model
HUHIRARERER - BREEMS - SAMNIERME - KEEEAMEER - ERITERLS
RAHIBGE » TEIERER RIS —5 o 32 IBM model 3 BRFEARZELRS - EETE
RIFERMEAZR - BERERAIEER © IBM model 3 FEEREBRS -



R 10. fER IBM Model 3 FIGRERENZ DR « ERER - (HREHUIHIER

et A R

iR E m E=Hm
BEZE 0.853 0.883 0.867
EER 0.796 0.848 0.838
FEERE 0.178 0.136 0.149

52 HftFR{IE

FANGRER B KIEPENMERE - R ARELEHEE - EENEDEENERINA
iL o IRETEESREPNERAEZENERE - It - RATESRBERTRE > ME
BUEIARE RN RGN - GIINEGRTREMEDNE — R EHRESEHE

(flight attendant ZERRE )

WNRFMIREIAREES] - 2F (flight, Z8) WIFASEECE » MIEEIERENISHT ( flight attendant
ZZARE ) HUEIFE - EAALLESTPI T LARER flight ¥ Sany$BUHEER o (BRSanyS IR E T
H2EC - BEMERNARRHER - BLHEIRNWEEZNRR - NP ESRTR -
SNELPNFESELERSHARIIAE - W BERBRZUEEEEIRNNRER - &
LEDNARAHIIESR - FRIRERBHMAEE - HRRE K - HMEZEBL RS
RGFTEBENME - (B FEERMEHE -

thZHIEFRMEENIIRS » 0 ( flight, AiZE) HIERIENEE ( flight, A7) B3 ( flight, 2F)
RN HIR T EE M A E - MIESRREIEER (flight, B) RIBHER 0 - B&M - &

(attendant, FR¥EE )ECEIHIFD » ZROENEE( attendant, BRE )~( attendant, BR )~( attendant,
AR¥E ) BUTTREMEEESRSHY (attendant, $Sany$ ) HIFIIE - SABIEETHEENER -
HWELTFTRSHFBHEE - flWNNKANGEEEEHT (preservation, fRE ) MM

(preservation, fR¥F) B ( preservation, {5 ) #ARFHIRENMRERID - HoJgettn
AENRHMERSEEENTERE -

USRS HERMERE  #{1X (flight attendant ZERE ) HIHIFE @ AEEENERE
ERERER Pr(Sany$Iflight)Fl Pr(Sany$leight) FIER(E - AR O REEE T OJRERECES -
WML RIRRIEIREER Pr(AR23)RIRE—L]) - TEBRRT  ARXMFE=FHENR
S oREEIFER (0,12,3) @ HMRUESEU T AT IERREEDT

(flight, ZEAR ) , (attendant, )

EHEEREES ARSI - 485 (flight, Z8) B2 (attendant, fRE ) BKSMTBEE
fsHE - RIS S EEIERME B - 0

(flight, Z8) , (attendant, IRE )
EREMEERUR B P XEFUREE I EFTHMAREEEE - REME
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RIGEHE - a%ﬁE'JE’f“T'ﬁ"E%Bﬁ—?-*ET'E’JﬂFE AEBRFHPEF « e
FrRMERENATHESRE - SRS ENMGEE -

. AR AR RMER T

AR ARBIZNAR - CEFTSENESE - ETHARDPHMFRMABRAN
PUEZER - RSRIRTER ENH REMESE - MMREANRE A ERERETHE
HUHIFE - oI RN EHREEANEE - UMEREESHRENNE - RMHEERD - )
SEEMNIRE > BN ENRENEYR L - BRUE -

HPERARRMAT N EEH R SETE - ERRANSCEEHMEBA T ASE -
ARETREMFRZE T EE4E

1. BrERERHEATURFEPAREE  MGEIER - HdrisREEREE - FBRERFE
SRGER  REERENATE - HEHEEME o #ANLE - EREAEIENT
P RMAENHEFTEHEMENZEE - AMAEREMEEEEEBN A ENEEN
BIKAX  BRANEER - BRINME - RTREFH @ ReeBR A BlEREENEYE -
HEMFETEARBNIENALE - HRTENEE -~ #53@ » EaaARE  IHTE
IS IRIERIZE! - IR ERENHEEEENYR - ERA=RENERAHE © UE
Bty A RER A EEIEE - INBAGNAR - I fEER IR G s 1E # A fE REAEIEM ST -
HMTESTAARBLAIGERIE » UM ERENE © RalRFA=MEZ MR - 8ol
FEIBENAEIERER -

2. }EFEH'; HIESREREEEHNENRZBHE - BERZSD AU RTEZSEE

BOMIRT - FEREERAMANAEEESRAEANNREE  AEHENSER

BEEA“'_HEJ MERRZFHRE [Kupiec 1993] - HMIREHMNRN A EEHE
BIFNRERREY - O AETFITRMNEDRINEENRE @ REHEIEN EEERRE
=8 - (ERHIEMEIEEEMNELR TR - AR ERERNEE - HMEEHRE—
EXGETHREHEME - UINATRBHEEES D0 - BASEDULE
MR EITENE  EITEZERENENEER - EstUUREcHsT R BEHE
EIFGEREY - R —MEEFMERXAN R EEEE ﬂﬂ(graduate institute, fiff
Z2FM), (cross-strait affair, WFEEE¥%), (exclusive interview, EahH)EF o

3. EARZIERENREZSRETHNER[ADE - BeiNEESKRENHS - Bx
BEEEE U LNEARE  SEEEERRhEIEENIE - HREHE
Wiz R RRNVERTEIRE - BE—F32E 0 MEFNIAERBNAMNERTREER -
HEt A EEERE - JUBREPEBHEI R RNREEERER - LiRE
B AR AIERRZE ( translation in context ) * BIALLEEERIHIRMAE EMMEE - W
graduate 7E graduate student FISZARTF » TILASIFERI T3S ) HOBEE - MR
graduate AFEENRETIE TR WEIE - BRE Eﬂi‘%ﬁiﬁﬁhﬁﬂ’]“"‘"ﬁf&ﬂ
LUEREE » W nuclear OJIAE TRF, ~ "#&F, ~ "%, ~ TR, E50E - 88
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HAEERE - S EIEMERER B 4 EFREIR R E N-gram FEESHREL - AIUE
FERM A ERRENERE - BFABESHRENER -

S E ]
A 2SRRI E4RSE NSC 89-2420-H-007-001 5128 -

ZEZXRM

BDC 1992 “The BDC Chinese-English electronic dictionary” (version 2.0), Behavior Design
Corporation, Taiwan.

Brown, P. F., Cocke J., Della Pietra S. A., Della Pietra V. J., Jelinek F., Mercer R. L., and
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