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Abstract

In this paper, we describe compare-mt, a
tool for holistic analysis and comparison of
the results of systems for language generation
tasks such as machine translation. The main
goal of the tool is to give the user a high-level
and coherent view of the salient differences
between systems that can then be used to guide
further analysis or system improvement. It im-
plements a number of tools to do so, such as
analysis of accuracy of generation of partic-
ular types of words, bucketed histograms of
sentence accuracies or counts based on salient
characteristics, and extraction of characteristic
n-grams for each system. It also has a number
of advanced features such as use of linguistic
labels, source side data, or comparison of log
likelihoods for probabilistic models, and also
aims to be easily extensible by users to new
types of analysis. compare-mt is a pure-
Python open source package,! that has already
proven useful to generate analyses that have
been used in our published papers.

1 Introduction

Tasks involving the generation of natural language
are ubiquitous in NLP, including machine trans-
lation (MT; Koehn (2010)), language generation
from structured data (Reiter and Dale, 2000), sum-
marization (Mani, 1999), dialog response gener-
ation (Oh and Rudnicky, 2000), image caption-
ing (Mitchell et al., 2012). Unlike tasks that in-
volve prediction of a single label such as text
classification, natural language texts are nuanced,
and there are not clear yes/no distinctions about
whether outputs are correct or not. Evaluation
measures such as BLEU (Papineni et al., 2002),
ROUGE (Lin, 2004), METEOR (Denkowski and
Lavie, 2011), and many others attempt to give an

Code http://github.com/neulab/compare-mt and video
demo https://youtu.be/K-MNPOGKnDQ are available.
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Figure 1: Workflow of using compare-mt for analy-
sis of two systems

overall idea of system performance, and technical
research often attempts to improve accuracy ac-
cording to these metrics.

However, as useful as these metrics are, they are
often opaque: if we see, for example, that an MT
model has achieved a gain in one BLEU point,
this does not tell us what characteristics of the
output have changed. Without fine-grained anal-
ysis, readers of research papers, or even the writ-
ers themselves can be left scratching their heads
asking “what exactly is the source of the gains in
accuracy that we’re seeing?”

Unfortunately, this analysis can be time-
consuming and difficult. Manual inspection of in-
dividual examples can be informative, but finding
salient patterns for unusual phenomena requires
perusing a large number of examples. There is also
arisk that confirmation bias will simply affirm pre-
existing assumptions. If a developer has some hy-
pothesis about specifically what phenomena their
method should be helping with, they can develop
scripts to automatically test these assumptions.
However, this requires deep intuitions with respect
to what changes to expect in advance, which can-
not be taken for granted in beginning researchers
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or others not intimately familiar with the task at
hand. In addition, creation of special-purpose one-
off analysis scripts is time-consuming.

In this paper, we present compare-mt, a tool
for holistic comparison and analysis of the re-
sults of language generation systems. The main
use case of compare—mt, illustrated in 1, is that
once a developer obtains multiple system outputs
(e.g. from a baseline system and improved sys-
tem), they feed these outputs along with a refer-
ence output into compare-mt, which extracts
aggregate statistics comparing various aspects of
these outputs. The developer can then quickly
browse through this holistic report and note salient
differences between the systems, which will then
guide fine-grained analysis of specific examples
that elucidate exactly what is changing between
the two systems.

Examples of the aggregate statistics generated
by compare-mt are shown in §2, along with de-
scription of how these lead to discovery of salient
differences between systems. These statistics in-
clude word-level accuracies for words of different
types, sentence-level accuracies or counts for sen-
tences of different types, and salient n-grams or
sentences where one system does better than the
other. §4 demonstrates compare-mt’s practical
applicability by showing some case studies where
has already been used for analysis in our previ-
ously published work. Appendix A further details
more advanced functionality of compare-mt
that can make use of specific labels, perform anal-
ysis over source side text through alignments, and
allow simple extension to new types of analy-
sis. The methodology in compare-mt is in-
spired by several previous works on automatic er-
ror analysis (Popovi¢ and Ney, 2011), and we per-
form an extensive survey of the literature, note
how many of the methods proposed in previous
work can be easily realized by using functionality
in compare—mt, and detail the differences with
other existing toolkits in Appendix B.

2 Basic Analysis using compare-mt

Using compare-mt with the default settings is
as simple as typing

compare-mt ref sysl sys2

where ref is a manually curated reference file,
and sys1 and sys2 are the outputs of two sys-
tems that we would like to compare. These analy-
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| PBMT NMT Win?
BLEU 22.43 24.03 s2>s1
[21.76,23.19] [23.33,24.65] p<0.001
RIBES 80.00 80.00 -
[79.39,80.64] [79.44,80.92] p=0.44
Length 94.79 93.82 sI>s2
[94.10,95.49] [92.90,94.85] p<0.001

Table 1: Aggregate score analysis with scores, confi-
dence intervals, and pairwise significance tests.

sis results can be written to the terminal in text for-
mat, but can also be written to a formatted HTML
file with charts and LaTeX tables that can be di-
rectly used in papers or reports.”

In this section, we demonstrate the types of
analysis that are provided by this standard usage
of compare-mt. Specifically, we use the ex-
ample of comparing phrase-based (Koehn et al.,
2003) and neural (Bahdanau et al., 2015) Slovak-
English machine translation systems from Neubig
and Hu (2018).

Aggregate Score Analysis The first variety of
analysis is not unique to compare—mt, answer-
ing the standard question posed by most research
papers: “given two systems, which one has better
accuracy overall?” 1t can calculate scores accord-
ing to standard BLEU (Papineni et al., 2002), as
well as other measures such as output-to-reference
length ratio (which can discover systematic bi-
ases towards generating too-long or too-short sen-
tences) or alternative evaluation metrics such as
chrF (Popovié, 2015) and RIBES (Isozaki et al.,
2010). compare-mt also has an extensible
Scorer class, which will be used to expand the
metrics supported by compare-mt in the future,
and can be used by users to implement their own
metrics as well. Confidence intervals and signif-
icance of differences in these scores can be mea-
sured using bootstrap resampling (Koehn, 2004).

Fig. 1 shows the concrete results of this anal-
ysis on our PBMT and NMT systems. From the
results we can see that the NMT achieves higher
BLEU but shorter sentence length, while there is
no significant difference in RIBES.

Bucketed Analysis A
nuanced, variety of analysis

second, and more
supported by

In fact, all of the figures and tables in this paper (with
the exception of Fig. 1) were generated by compare-mt,
and only slightly modified for formatting. An example of the
command used to do so is shown in the Appendix.
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Figure 2: Examples of bucketed analysis

which
and

compare-mt is bucketed analysis,
assigns words or sentences to buckets,
calculates salient statistics over these buckets.

Specifically, bucketed word accuracy analysis
attempts to answer the question “which types of
words can each system generate better than the
other?” by calculating word accuracy by bucket.
One example of this, shown in Fig. 2a, is mea-
surement of word accuracy bucketed by frequency
in the training corpus. By default this “accuracy”
is defined as f-measure of system outputs with re-
spect to the reference, which gives a good over-
all picture of how well the system is doing, but it
is also possible to separately measure precision or
recall, which can demonstrate how much a system
over- or under-produces words of a specific type
as well. From the results in the example, we can
see that both PBMT and NMT systems do more
poorly on rare words, but the PBMT system tends
to be more robust to low-frequency words while
the NMT system does a bit better on very high-
frequency words.

A similar analysis can be done on the sentence
level, attempting to answer questions of “on what
types of sentences can one system perform bet-
ter than the other?” In this analysis we define
the “bucket type”, which determines how we split
sentences into bucket, and the “statistic” that we
calculate for each of these buckets. For example,
compare-mt calculates three types of analysis
by default:

o bucket=length, statistic=score: This calcu-
lates the BLEU score by reference sentence
length, indicating whether a system does bet-
ter or worse at shorter or longer sentences.
From the Fig. 2b, we can see that the PBMT

system does better at very long sentences,
while the NMT system does better at very
short sentences.

e bucket=lengthdiff, statistic=count: This
outputs a histogram of the number of sen-
tences that have a particular length differ-
ence from the reference output. A distribu-
tion peaked around O indicates that a system
generally matches the output length, while
a flatter distribution indicates a system has
trouble generating sentences of the correct
length Fig. 2c indicates that while PBMT
rarely generates extremely short sentences,
NMT has a tendency to do so in some cases.

o bucket=score, statistic=count: This outputs
a histogram of the number of sentences re-
ceiving a particular score (e.g. sentence-level
BLEU score). This shows how many sen-
tences of a particular accuracy each system
outputs. Fig. 2d, we can see that the PBMT
system has slightly more sentences with low
scores.

These are just three examples of the many differ-
ent types of sentence-level analysis that are pos-
sible with difference settings of the bucket and
statistic types.

N-gram Difference Analysis The holistic anal-
ysis above is quite useful when word or sentence
buckets can uncover salient accuracy differences
between the systems. However, it is also common
that we may not be able to predict a-priori what
kinds of differences we might expect between two
systems. As a method for more fine-grained anal-
ysis, compare-mt implements a method that
looks at differences in the n-grams produced by
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n-gram | mi ma s
phantom 34 1 0.945
Amy 9 0 0.909
, who 8 0 0.900
my mother 7 0 0.889
else happened 5 0 0.857
going to show you 0 6 0.125
going to show 0 6 0.125
hemisphere 0 5 0.143
Is 0 5 0.143
'm going to show 0 5 0.143

Table 2: Examples discovered by n-gram analysis

each system, and tries to find n-grams that each
system is better at producing than the other (Akabe
et al., 2014). Specifically, it counts the number of
times each system matches each ngram x, defined
as m1 (x) and ma(x) respectively, and calculates a
smoothed probability of an n-gram match coming
from one system or another:

mi(z) + a
m(x) + ma(x) + 2a

p(x) = (1)
Intuitively, n-grams where the first system excels
will have a high value (close to 1), and when the
second excels the value will be low (close to 0).
If smoothing coefficient « is set high, the system
will prefer frequent n-grams with robust statistcs,
and when « is low, the system will prefer highly
characteristic n-grams with a high ratio of matches
in one system compared to the other.

An example of n-grams discovered with this
analysis is shown in Tab. 2. From this, we can
then explore the references and outputs of each
system, and figure out what phenomena resulted
in these differences in n-gram accuracy. For ex-
ample, further analysis showed that the relatively
high accuracy of “hemisphere” for the NMT sys-
tem was due to the propensity of the PBMT sys-
tem to output the mis-spelling “hemispher,” which
it picked up from a mistaken alignment. This may
indicate the necessity to improve alignments for
word stems, a problem that could not have easily
been discovered from the bucketed analysis in the
previous section.

Sentence Example Analysis Finally,
compare-mt makes it possible to analyze
and compare individual sentence examples based
on statistics, or differences of statistics. Specifi-
cally, we can calculate a measure of accuracy of
each sentence (e.g. sentence-level BLEU score),
sort the sentences in the test set according to
the difference in this measure, then display the
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Ref/Sys | BLEU Text
Ref - Beth Israel ’s in Boston .
PBMT 1.00 Beth Israel ’s in Boston .
NMT 0.41 Beat Isaill is in Boston .
Ref - And what I *m talking about is this .
PBMT 0.35  And that ’s what I *'m saying is this .
NMT 1.00  And what I *'m talking about is this .

Table 3: Sentence-by-sentence examples

examples where the difference in evaluation is
largest in either direction.

Tab. 3 shows two examples (cherry-picked from
the top 10 sentence examples due to space limi-
tations). We can see that in the first example, the
PBMT-based system performs better on accurately
translating a low-frequency named entity, while in
the second example the NMT system accurately
generates a multi-word expression with many fre-
quent words. These concrete examples can both
help reinforce our understanding of the patterns
found in the holistic analysis above, or uncover
new examples that may lead to new methods for
holistic analysis.

3 Advanced Features

Here we discuss advanced features that allow for
more sophisticated types of analysis using other
sources of information than the references and sys-
tem outputs themselves.

Label-wise Abstraction One feature that
greatly improves the flexibility of analysis is
compare—mt’s ability to do analysis over arbi-
trary word labels. For example, we can perform
word accuracy analysis where we bucket the
words by POS tags, as shown in 4. In the case of
the PBMT vs. NMT analysis above, this uncovers
the interesting fact that PBMT was better at gen-
erating base-form verbs, whereas NMT was better
at generating conjugated verbs. This can also
be applied to the n-gram analysis, finding which
POS n-grams are generated well by one system or
another, a type of analysis that was performed by
Chiang et al. (2005) to understand differences in
reordering between different systems.

Labels are provided by external files, where
there is one label per word in the reference and
system outputs, which means that generating these
labels can be an arbitrary pre-processing step per-
formed by the user without any direct modifica-
tions to the compare-mt code itself. These la-
bels do not have to be POS tags, of course, and can
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Figure 3: Word F-measure bucketed by POS tag.

also be used for other kinds of analysis. For exam-
ple, one may perform analysis to find accuracy of
generation of words with particular morphological
tags (Popovic et al., 2006), or words that appear in
a sentiment lexicon (Mohammad et al., 2016).

Source-side Analysis While most analysis up
until this point focused on whether a particular
word on the farget side is accurate or not, it is
also of interest what source-side words are or are
not accurately translated. compare-mt also sup-
ports word accuracy analysis for source-language
words given the source language input file, and
alignments between the input, and both the refer-
ence and the system outputs. Using alignments,
compare-mt finds what words on the source
side were generated correctly or incorrectly on the
target side, and can do aggregate word accuracy
analysis, either using word frequency or labels
such as POS tags.

Word Likelihood Analysis Finally, as many re-
cent methods can directly calculate a log likeli-
hood for each word, we also provide another tool
compare—11 that makes it possible to perform
holistic analysis of these log likelihoods. First, the
user creates a file where there is one log likelihood
for each word in the reference file, and then, like
the word accuracy analysis above, compare-11
can calculate aggregate statistics for this log like-
lihood based on word buckets.

Extending compare-mt One other useful fea-
ture is compare-mt’s ability to be easily ex-
tended to new types of analysis. For example,

e If a user is interested in using a different eval-
uation metric, they could implement a new
instance of the Scorer class and use it for
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both aggregate score analysis (with signifi-
cance tests), sentence bucket analysis, or sen-
tence example analysis.

If a user wanted to bucket words accord-
ing to a different type of statistic or feature,
they could implement their own instance of
a Bucketer class, and use this in the word
accuracy analysis.

4 [Example Use-cases

To emphasize compare-mt’s practical utility,
we also provide examples of how it has already
been used in analyses in published research pa-
pers: Figs. 4 and 5 of Wang et al. (2018) use
sentence-level bucketed analysis. Tab. 7 of Qi
et al. (2018) and Tab. 8 of Michel and Neubig
(2018) show the results of n-gram analysis. Fig.
2 of Qi et al. (2018), Fig. 4 of Sachan and Neu-
big (2018), Tab. 5 of Kumar and Tsvetkov (2019)
show the results of word accuracy analysis.

5 Conclusion

In this paper, we presented an open-source tool for
holistic analysis of the results of machine trans-
lation or other language generation systems. It
makes it possible to discover salient patterns that
may help guide further analysis.

compare-mt is evolving, and we plan to add
more functionality as it becomes necessary to fur-
ther understand cutting-edge techniques for MT.
One concrete future plan includes better integra-
tion with example-by-example analysis (after do-
ing holistic analysis, clicking through to individual
examples that highlight each trait), but many more
improvements will be made as the need arises.
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