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Abstract

Neural text-to-speech synthesis (NTTS) mo-
dels have shown significant progress in gene-
rating high-quality speech, however they requ-
ire a large quantity of training data. This ma-
kes creating models for multiple styles expen-
sive and time-consuming. In this paper dif-
ferent styles of speech are analysed based on
prosodic variations, from this a model is pro-
posed to synthesise speech in the style of a
newscaster, with just a few hours of supple-
mentary data. We pose the problem of syn-
thesising in a target style using limited data
as that of creating a bi-style model that can
synthesise both neutral-style and newscaster-
style speech via a one-hot vector which fac-
torises the two styles. We also propose con-
ditioning the model on contextual word em-
beddings, and extensively evaluate it aga-
inst neutral NTTS, and neutral concatenative-
based synthesis. This model closes the gap in
perceived style-appropriateness between natu-
ral recordings for newscaster-style of speech,
and neutral speech synthesis by approximately
two-thirds.

1 Introduction

Newscasters have a clearly identifiable dynamic
style of speech. As more people are using virtual
assistants, in their mobile devices and home ap-
pliances, for listening to daily news, synthesising
newscaster-style of speech becomes commercially
relevant. A newscaster-style of speech gives users
a better experience when listening to news as com-
pared to news generated in the neutral-style spe-
ech, which is typically used in text-to-speech syn-
thesis. In addition, synthesising news using text-
to-speech is more cost-effective and flexible than
having to record new snippets of news with profes-
sional newscasters every time a new story breaks
in.

Recent advances in neural text-to-speech
(NTTS) synthesis (Van Den Oord et al., 2016;
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Wang et al.,, 2017; Shen et al.,, 2018; Merritt
et al., 2018) have enabled researchers to generate
high-quality speech with a wide range of prosodic
variations. For many years, concatenative-based
speech synthesis (Black and Campbell, 1995;
Taylor, 2006; Qian et al., 2013; Merritt et al.,
2016; Wan et al., 2017) has been the industry
standard. Concatenative-based speech synthesis
methods can produce high-quality speech, but are
limited by the coverage of units in its database.
When it comes to more expressive styles of
speech, this problem is aggravated by the many
hours of speech data that would be needed to
cover an acceptable range of prosodic variations
present in a particular style of speech. The
concatenative approaches also require extensive
hand-crafting of relevant low-level features, and
arduous engineering efforts.

Recently proposed models based on sequence-
to-sequence (seq2seq) architecture (Wang et al.,
2017; Shen et al., 2018; Ping et al., 2017) attempt
to alleviate some of these issues by transforming
the low-level feature representation into a learning
task. These models function as acoustic models
which take text, in the form of characters or pho-
nemes as input, and output low-level acoustic fe-
atures that can be then converted into speech wa-
veform using one of the several ‘vocoding’ tech-
niques (Perraudin et al., 2013; Shen et al., 2018;
Lorenzo-Trueba et al., 2018). Seq2seq models
also allow us to condition the model on additio-
nal observed or latent attributes that help in impro-
ving the flexibility (modelling different speaker,
and styles), and naturalness (Ping et al., 2017; Jia
et al., 2018; Wang et al., 2018; Skerry-Ryan et al.,
2018; Stanton et al., 2018). Li et. al. (2018) have
explored transformer networks for context gene-
ration. This improves training efficiency while
capturing long-range dependencies. Even though
transformers have enabled parallel training, they
still suffer from slow inference due to autoregres-
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sion. LSTM-based seq2seq architectures, having
lesser number of trainable parameters, allow for
faster inference.

Several works have explored the “controllabi-
lity” of style in synthesised speech through latent-
variable modelling techniques (Akuzawa et al.,
2018; Henter et al., 2018; Hsu et al., 2018). These
models not only enable us to jointly model diffe-
rent styles, but also allow the user to control the
style through modification of disentangled latent
variable during the inference. Although flexible,
these models usually require a large amount of
data to capture the idiosyncrasies of speaking sty-
les, and to disentangle the characteristics of spe-
ech (pitch, duration, amplitude etc.) Additionally,
these models are slow to train and are potentially
overly complex for modelling styles of speech that
are expressive but do not display large prosodic
variations. During inference, the user would need
to input the latent variables to synthesise, which is
not ideal for production systems.

Conventional seq2seq models for NTTS rely
on a single encoder for linguistic inputs (phone-
mes/character embeddings). This encoder cannot
be solely relied upon to capture higher-level text
characteristics like syntax or semantics. The re-
lation between syntax, semantics and prosody is
complex. Many linguistic theories try to tie these
phenomena but they struggle to explain some edge
cases and are mutually inconsistent (Taylor, 2009)
. Thus, it might be unsatisfactory to apply lingu-
istic knowledge directly to prosody modelling by
conditioning the model on manually selected fe-
atures. Recent advances in representation learning
for text (Peters et al., 2018; Devlin et al., 2018)
have allowed us to come up with linguistic repre-
sentations that not only capture the semantics of a
word, but are also context-dependent as a function
of the entire sentence. Contextual word embed-
dings (CWE) can be used to present to the model
additional conditioning features that can help mo-
del the prosodic variations in each word, based on
the context in which it is present.

Latorre et. al (2018) investigated the effect of
data reduction on seq2seq acoustic models. They
train a multispeaker model with limited data from
several speakers. Chung et. al (2018) pre-train
the decoder of their acoustic model on a large
amount of unpaired data where the decoder le-
arns the task of predicting the next frame. They
also propose conditioning the model on traditio-

nal word-vectors like GloVe and Word2vec (Pen-
nington et al., 2014; Mikolov et al., 2013) to pro-
vide additional linguistic information. Both these
works don’t look at varying prosody or speaking-
style. There has been a growing interest in ad-
aptive techniques for voice cloning (Arik et al.,
2018; Chen et al., 2019), and style adaptation
(Bollepalli et al., 2018) with limited data. Ho-
wever, these models require extensive fine-tuning.
Additional investigation is needed on the perfor-
mance of such adaptive models on more multi-
style setting.

The contribution of this work is two-fold: (1)
We propose a ‘bi-style’ model that is capable of
generating both a distinct newscaster style of spe-
ech, and neutral style of speech, trained only on
few hours of supplementary newscaster-style data,
(2) we explore the use of CWE as an additional
conditioning input for prosody modelling.

2 Data Exploration

This section aims at understanding the prosodic
variability in neutral-style, and newscaster-style
corpora. For this purpose, we study the ave-
rage variance in the natural logarithm of funda-
mental frequency (I[f0) for each utterance in the
two styles. The values are reported in Table 1.
For contrast, we also study per-utterance [f0 in
a mixed-expressive corpus from the same spe-
aker. We notice that among the three corpora,
the neutral-style utterances have the lowest mean
variance per utterance, making it more tractable
and easier to model with NTTS than the other two
corpora. Newscaster-style has a slightly higher
mean variance given greater expressiveness, and
the mixed-expressive corpus has the highest mean
variance. Latent-variable models (Akuzawa et al.,
2018; Hsu et al., 2018; Wang et al., 2018; Hen-
ter et al., 2018; Stanton et al., 2018) tackle the
problem of modelling varied expressive corpora.
As we have already discussed, these models are
slow to train, and require prediction or manual in-
jection of continuous latent variables during infe-
rence. These might not be well-suited for the task
of modelling newscaster-style, which even though
is expressive, has much lower mean variance per
utterance than the mixed-expressive corpus.
Latorre et. al. (2018) found that a minimum
of ~ 15000 utterances (approximately 15 hours
of data) are required to train a seq2seq acoustic
model from scratch. Gathering 15 hours of data
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Figure 1: Context Generation Module

Corpus Variance | Range
Neutral 6.32 5.66
Newscaster 6.33 5.68
Mixed expressive 6.79 5.71

Table 1: Analysis of mean prosodic variations based
on [f0 per utterance

for each new style is both expensive and time-
consuming. Given that the mean variance for the
newscaster-style utterances is marginally higher
than that of neutral-style utterances, we propose
jointly modelling both the neutral-style and the
newscaster-style, with a one-hot ‘style ID’ to dif-
ferentiate between the two styles. We hypothesise
that the style ID will be able to effectively facto-
rise the neutral and newscaster styles, and gene-
rate style-appropriate samples for both. This will
also alleviate the problem of prediction, and in-
jection of continuous latent variables, that might
introduce additional latency in the system. During
inference, the style ID can be set by modification
of simple binary flags.

From our internal corpus of female US-English
voice, we use ~ 20 hours of neutral-style utte-
rances. For the newscaster-style, we use additio-
nal recordings from the same voice talent, appro-
ximating the style of American newscasters. For
experiments in this paper, the amount of data used
for the newscaster-style is one-fifth that of neutral-
style. Using both these utterances to train a bi-
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style model provides us with enough overall data
to train the acoustic model, and also help the mo-
del learn to factorise the two styles with the style
ID input.

3 Model Description

Our proposed model is composed of two modules -
Context Generation and Waveform Synthesis. The
context generation module takes phonemes as in-
puts, and predicts temporal acoustic features, e.g.
mel-spectrograms. The predicted acoustic featu-
res are then converted to time-domain audio wa-
veforms by the Waveform Synthesis module. We
provide additional inputs to the context generation
module, in the form of ‘style ID’ and contextual
word embeddings, for better prosody modelling.

3.1 Context Generation

The context generation module is an extension
of the seq2seq-based acoustic model proposed by
Latorre et al. (2018), and is shown in Figure
1. We propose multi-scale encoder conditioning,
with the acoustic model processing phoneme-level
inputs, and an additional CWE encoder that pro-
cesses word-level inputs.

3.1.1 Acoustic Model

The acoustic model consists of the phoneme en-
coder, style ID input, a single-headed location-
sensitive attention block, and the decoder module.
The style ID is a two-dimensional one-hot vec-



tor (representing whether the input utterance be-
longs is in the neutral-style or newscaster-style),
which is projected into continuous space by an
embedding lookup layer to produce a style em-
bedding. The style embedding is concatenated at
each step of the output of the phoneme encoder.
Single-headed location-sensitive attention (Cho-
rowski et al., 2015) is applied to the concatenated
outputs. A unidirectional LSTM-layer takes the
concatenated vector of the output vector of the at-
tention block and the pre-net layer as an input. The
decoder, in each step, predicts blocks of 5 frames
of 80-dimensional mel-spectrograms. We define
a frame as a 50ms sequence, with an overlap of
12.5ms. The last frame of the previous outputs is
passed to the pre-net layer as input for generating
the next set of frames.

3.1.2 CWE Encoder

We use Embeddings from Language Models
(ELMo), introduced by Peters et al. (2018) for
obtaining the contextual word embeddings for the
input utterance. ELMo takes advantage of unsu-
pervised language modelling task to learn rich
text representations on a large text corpus. These
representations can then be transferred to down-
stream tasks that often require explicit labels.
ELMo embeddings bring a significant improve-
ment for a variety of Natural Language Processing
(NLP) tasks. They are able to capture both seman-
tic and syntactic relations between words (Perone
et al., 2018). As such, they seem to be a good fit
for modelling prosody.

For each sentence in the training set we extract
ELMo features using publicly available CLI tool
(Gardner et al., 2018). This model is pre-trained
on the 1 Billion Word Benchmark dataset (Chelba
et al., 2014). We only use hidden states from
the top layer of bi-directional Language Mo-
del (biLM). This produces a sequence of 1024-
dimensional vectors, one for each word in a sen-
tence. During training these vectors are fed to
CWE encoder. CWE encoder has a similar topo-
logy to the phoneme encoder.

Encoded ELMo embeddings are passed to the
decoder through Bahdanau-style attention (Bah-
danau et al., 2015). It operates independently
of location sensitive attention for phoneme enco-
dings. It can attend to encodings of words that are
not focused by location sensitive attention. We hy-
pothesise that this can help the decoder to consider
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a broader context.

3.2 Waveform Synthesis

We use the pre-trained speaker-independent RNN-
based “neural vocoder” proposed by Lorenzo-
Trueba et. al. (2018) to convert the mel-
spectrograms predicted by our context generation
module into high-fidelity audio waveforms.

4 Experimental Protocol

4.1 Training

The news stories are on an average longer than
neutral-style utterances, and consist of multiple
sentences. Seq2seq models have a tendency to
lose attention and have misalignment in longer in-
put sequences during inference. To alleviate this,
we split the news stories into individual senten-
ces in both the training and the test sets. Split-
ting into individual sentences also enables us to
train the model on larger batch size, helping the
model to converge faster and with lesser perturba-
tion of the training loss. To convert the utteran-
ces into phoneme sequences, we use our internal
grapheme-to-phone mapping tool, which encodes
the phonemes, stress marks, and punctuations as
one-hot vectors.

We train the model using an L1 loss in the de-
coder output for mel-spectrogram prediction. To
indicate when to stop predicting the decoder out-
puts, we have a linear stop token generator at the
decoder outputs, trained jointly with the context
generation module. The stop token generator is
trained with an L2 loss. During training, the stop
token is linearly increased from O at the beginning
of the sentence to 1 at the end.

ADAM optimizer (Kingma and Ba, 2014) is
used to minimise the training loss, with learning
rate decay. The model is trained with teacher-
forcing on the decoder outputs. The attention we-
ights are normalised to add up to 1 using a softmax
layer.

We use mel-spectrogram distortion (Kubichek,
1993) to monitor the input-output alignment, and
the training loss to get a rough estimation on the
convergence of our model. We also synthesise
some held-out sentences to monitor the segmental
quality and the prosody of our system, as the per-
ceptual quality of the generated samples does not
always align with the lower training and validation
losses, and spectrogram distortion metrics.



Concatenative-based unit selection system driven by state-level statistical

Newscaster-style NTTS speech without CWE conditioning
Newscaster-style NTTS speech with CWE conditioning

System Description
Concatenative

parametric predictions
Neutral Neutral-style NTTS speech
News w/o CWE
News with CWE
Recordings Natural speech waveforms

Table 2: Systems present in the MUSHRA evaluation

4.2 Setup for Evaluation

4.2.1 Objective Metrics

We compare acoustic parameters extracted from
the synthesised sentences, and the natural recor-
dings for the analysis of prosody and segmental
quality. To match the predicted sequence length
to the reference sequence length for all compari-
sons, we use the dynamic time warping (DTW)
algorithm (Bellman and Kalaba, 1959).

We use Mel-spectrogram Distortion to assess the
segmental quality of the synthesised sentences.
Mel-spectrogram distortion (MSD) (Kubi-
chek, 1993) measures the distortion between
predicted and extracted (from natural speech)
mel-spectrogram coefficients and is defined as:

a T D—-1
MSD =% (calt) — éa(t))> (1)
t=1 d=1
10+/2
= g

where c4(t), ¢4(t) are the d-th mel-spectrogram
coefficient of the t-th frame from reference and
predicted. T denotes the total number of frames
in each utterance and D is the dimensionality of
the mel-spectrogram coefficients. For our experi-
ments, we use 80 coefficients per speech frame.
The zeroth coefficient (overall energy) is excluded
from MSD computation, as shown in equation 1.

For evaluating prosody, we use the following
metrics calculated on [f0:
F0 Root Mean Square Error (FRMSE) is defi-
ned as:

T ~
FRMSE = \/ Zt:l(g;ﬁ —R

where x; and £, in our work denote [f0 extracted
from reference and predicted audio respectively.

FO0 Linear Correlation Coefficient (FCORR) is

the measure of the direct linear relationship be-
tween the predicted /f0 and the reference [f0. It
is expressed as:

T (wede) — Q- @) (D7)

VIS ad) — (S a)?yT(S ) — (X 0)?
4
If 24 and 2; have a strong positive linear correla-
tion, FCORR is close to +1.

Gross pitch error (GPE) (Nakatani et al., 2008)
is measured as percentage of voiced frames whose
relative /f0 error is more than 20%. Relative [f0
error is defined as:

|z — 74

x 100 5)

Tt

Fine pitch error (FPE) (Krubsack and Nieder-
john, 1991) is measured as standard deviation of
the distribution of relative /0 errors, for which re-
lative [f0 error is less than 20%.

Since we don’t explicitly predict If0, we use [f0
extracted from natural recordings, and synthesised
sentences for computation of the objective metrics
described above.

4.2.2 Subjective Evaluations

Even though the objective metrics give us a ge-
neral indication on the prosody and segmental qu-
ality of synthesised speech, the metrics may not di-
rectly correlate to the perceptual quality. We con-
duct additional subjective evaluations with human
listeners and consider these as the final outcome of
our experiments.

For subjective evaluations, we concatenate the
synthesised news-style sentences into full news
stories, to capture the overall experience of our in-
tended use-case. Each utterance is 3-5 sentences
long, and the average duration is 33.47seconds.
We test our system with 10 expert listeners with
native linguistic proficiency in English, using the
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MUltiple Stimuli with Hidden Reference and An-
chor (MUSHRA) methodology (ITUR Recom-
mendation, 2001). The systems used in this eva-
luation are described in Table 2. The listeners are
asked to rate the appropriateness of each system
as a newscaster voice on a scale of 0 to 100. For
each utterance, 5 stimuli are presented to the liste-
ners side-by-side on the same screen, representing
the 5 test systems in a random order. Each listener
rates 51 screens.

5 Results

5.1 Analysis of Objective Metrics

The scores for the objective metrics are shown in
Table 3. We observe that both of our newscaster-
style models obtain consistently better scores on
all metrics, than neutral NTTS and concatenative-
based system. Furthermore, we also observe
that conditioning the newscaster-style model with
CWE helps improve the prosody of the synthesi-
sed utterances.

There’s a slight loss in segmental quality when
conditioning the model with CWE, but it appears
to be imperceptible to human listeners.

5.2 Analysis of MUSHRA Scores

The listener responses from the subjective evalu-
ation are shown in Figure 2. In Table 4 the de-
scriptive statistics for the MUSHRA evaluation
are reported. The proposed model closes the gap
between concatenative-based synthesis for new-
sreading, which is still largely the industry stan-
dard, and the natural recordings by 69.7%. The
gap compared with the neutral NTTS voice is also
closed by 60.9%. All of the systems present in
the MUSHRA test are statistically significant from
each other at a p-value of 0.01. This significance
is observed across the listener responses using a t-
test. Holm-Bonferroni correction was applied due
to the number of condition pairs to compare. This
significance is also observed over the MUSHRA
responses in terms of the rank order awarded by
listeners. For this a Wilcoxon signed-rank test ap-
plying Holm-Bonferroni correction was used.
The concatenative-based system is prone to au-
dible artefacts at the concatenation-points, prima-
rily due to abrupt changes in fundamental frequ-
ency in voiced phonemes. This reduces the per-
ceived naturalness of synthesised speech. The
neutral-style system is unable to model the pro-
sody that is distinct to the newscaster-style of spe-
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Figure 2: Boxplot of the listener responses in the MU-
SHRA evaluation

ech. A higher score for the newscaster-style model
with CWE conditioning with respect to the model
without, provides evidence supporting the hypo-
thesis that we made in Section 1 that CWE featu-
res help model the prosodic variation better given
the additional information on the syntactic context
of words in the sentence.

Rank

50 u t
Concatenative Neutral News w/o CWE News with CWE Recordings

Figure 3: Violin plot of the rank-order awarded by li-
steners

We also generated a violin plot (Figure 3) depic-
ting the distribution of the rank-order awarded to
the systems in the test. We notice that for some of
the utterances, the listeners have ranked our new-
sreader voice (both with and without CWE) higher
than the natural recordings, showing that our con-
text generation module is able to closely mimic the
recordings in terms of prosody and naturalness.

5.3 Effect of Contextual Word Embeddings
on Prosody Modelling

To further reinforce the effect of CWE on prosody
modelling for newscaster-style, a preference test
was conducted comparing newscaster-style with
and without CWE conditioning, using 10 expert



Segmental Quality Prosody
System MSD (dB) FRMSE (Hz) | FCORR | GPE (%) | FPE (cents)
Concatenative 6.07 44.85 0.28 33.58 5.68
Neutral 5.27 44.81 0.30 32.02 5.63
News w/o CWE 4.52 42.90 0.35 28.89 5.57
News with CWE 4.54 42.14 0.36 27.59 5.55

Table 3: Objective metrics for analysis of prosody and segmental quality. High FCORR indicates better prosody.
For all other metrics, lower value indicates better performance.

System Mean score | Median score | Mean Rank | Median Rank
Concatenative 28.31 21.5 4.60 5
Neutral 42.44 37.0 3.86 4
News w/o CWE 68.15 76.0 2.67 3
News with CWE 72.4 80.0 241 2
Recordings 91.61 100.0 1.45 1

Table 4: Listener ratings from the MUSHRA evaluation

listeners. Listeners were informed to rate the sys-
tems in terms of their naturalness, and were asked
to choose between News with CWE, News w/o
CWE, or indicate No Preference(NP).

Preference Votes
News with CWE | 43.2%
News w/o CWE 31%
No Preference 25.8%

Table 5: Preference test between systems with and wi-
thout CWE conditioning

The listener responses are shown in Table 5.
The samples conditioned on contextual word em-
beddings are shown to be significantly prefer-
red (43.2%) over the samples generated without
(31%), with p < 0.01. A binomial test was used
to detect statistical significance.

5.4 Analysis of Speech Tempo

We define speech tempo of a corpus as the average
number of phonemes present per second. Spe-
ech tempo is a crucial aspect in differentiating be-
tween the neutral and the newscaster styles. The
newscaster-style is more dynamic than the neutral-
style utterances, with higher speech tempo. In Ta-
ble 6 we report the speech tempo in the neutral-
style, and the newscaster-style for natural recor-
dings, and compare those with our models with
and without CWE. We observe that the model
conditioned on CWE can better model the speech
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tempo in both styles. This gives us additional evi-
dence that conditioning the model on CWE helps
us synthesise samples that are not only more style-
appropriate, but are also better in naturalness with
respect to natural recordings. Analysis of speech

System Neutral | Newscaster
Recordings | 11.63 14.02
with CWE 10.12 13.88
w/o CWE 10.11 13.65

Table 6: Speech tempo: recordings vs test systems

tempo also shows us that the model is able to fac-
torise, and replicate during inference, both styles
using just a one-hot style ID.

6 Conclusions

We proposed a bi-style model for generating neu-
tral and newscaster styles of speech. We also pro-
posed multi-scale encoder conditioning, focusing
on phoneme-level and word-level inputs. Our pro-
posed model is shown to be able to generate high-
quality newsreader voice, which is significantly
preferred over the neutral-style voice. We sho-
wed that the two styles can be factorised using a
one-hot style ID. We also showed that the intro-
duction of CWE conditioning significantly impro-
ves the prosody modelling ability of our context
generation module, and hope that this result inspi-
res more research into the use of NLP features in
NTTS.
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