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Abstract

This work, concerning paraphrase identifica-
tion task, on one hand contributes to expand-
ing deep learning embeddings to include con-
tinuous and discontinuous linguistic phrases.
On the other hand, it comes up with a new
scheme TF-KLD-KNN to learn the discrimi-
native weights of words and phrases specific
to paraphrase task, so that a weighted sum of
embeddings can represent sentences more ef-
fectively. Based on these two innovations we
get competitive state-of-the-art performance
on paraphrase identification.

1 Introduction

This work investigates representation learning via
deep learning in paraphrase identification task,
which aims to determine whether two sentences
have the same meaning. One main innovation of
deep learning is that it learns distributed word repre-
sentations (also called “word embeddings”) to deal
with various Natural Language Processing (NLP)
tasks. Our goal is to use and refine embeddings to
get competitive performance.

We adopt a supervised classification approach to
paraphrase identification like most top performing
systems. Our focus is representation learning of sen-
tences. Following prior work (e.g., Blacoe and Lap-
ata (2012)), we compute the vector of a sentence as
the sum of the vectors of its components. But unlike
prior work we use single words, continuous phrases
and discontinuous phrases as the components, not
just single words. Our rationale is that many seman-
tic units are formed by multiple words — e.g., the
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continuous phrase “side effects” and the discontin-
uous phrase “pick ... off”. The better we can dis-
cover and represent such components, the better the
compositional sentence vector should be. We use
the term unit to refer to single words, continuous
phrases and discontinuous phrases.

Ji and Eisenstein (2013) show that not all words
are equally important for paraphrase identification.
They propose TF-KLD, a discriminative weighting
scheme to address this problem. While they do not
represent sentences as vectors composed of other
vectors, TF-KLD is promising for a vector-based
approach as well since the insight that units are of
different importance still applies. A shortcoming of
TF-KLD is its failure to define weights for words
that do not occur in the training set. We propose
TF-KLD-KNN, an extension of TF-KLD that com-
putes the weight of an unknown unit as the average
of the weights of its k nearest neighbors. We de-
termine nearest neighbors by cosine measure over
embedding space. We then represent a sentence as
the sum of the vectors of its units, weighted by TF-
KLD-KNN.

We use (Madnani et al., 2012) as our baseline
system. They used simple features — eight dif-
ferent machine translation metrics — yet got good
performance. Based on above new sentence rep-
resentations, we compute three kinds of features
to describe a pair of sentences — cosine similarity,
element-wise sum and absolute element-wise differ-
ence — and show that combining them with the fea-
tures from Madnani et al. (2012) gets state-of-the-art
performance on the Microsoft Research Paraphrase
(MSRP) corpus (Dolan et al., 2004).
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In summary, our first contribution lies in em-
bedding learning of continuous and discontinuous
phrases. Our second contribution is the weighting
scheme TF-KLD-KNN.

This paper is structured as follows. Section 2 re-
views related work. Section 3 describes our method
for learning embeddings of units. Section 4 intro-
duces a measure of unit discriminativity that can be
used for differential weighting of units. Section 5
presents experimental setup and results. Section 6
concludes.

2 Related work

The key for good performance in paraphrase iden-
tification is the design of good features. We now
discuss relevant prior work based on the linguistic
granularity of feature learning.

The first line is compositional semantics, which
learns representations for words and then composes
them to representations of sentences. Blacoe and La-
pata (2012) carried out a comparative study of three
word representation methods (the simple distribu-
tional semantic space (Mitchell and Lapata, 2010),
distributional memory tensor (Baroni and Lenci,
2010) and word embedding (Collobert and Weston,
2008)), along with three composition methods (ad-
dition, point-wise multiplication, and recursive auto-
encoder (Socher et al., 2011)). They showed that ad-
dition over word embeddings is competitive, despite
its simplicity.

The second category directly seeks sentence-level
features. Ji and FEisenstein (2013) explored uni-
grams, bigrams and dependency pairs as sentence
features. They proposed TF-KLD to weight fea-
tures and used non-negative factorization to learn la-
tent sentence representations. Our method TF-KLD-
KNN is an extension of their work.

The third line directly computes features for sen-
tence pairs. Wan et al. (2006) used N-gram overlap,
dependency relation overlap, dependency tree-edit
distance and difference of sentence lengths. Finch
et al. (2005) and Madnani et al. (2012) combined
several machine translation metrics. Das and Smith
(2009) presented a generative model over two sen-
tences’ dependency trees, incorporating syntax, lex-
ical semantics, and hidden loose alignments between
the trees to model generating a paraphrase of a given
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sentence. Socher et al. (2011) used recursive autoen-
coders to learn representations for words and word
sequences on each layer of the sentence parsing tree,
and then proposed dynamic pooling layer to form
a fixed-size matrix as the representation of the two
sentences. Other work representative of this line is
by Kozareva and Montoyo (2006), Qiu et al. (2006),
Ul-Qayyum and Altaf (2012).

Our work, first learning unit embeddings, then
adding them to form sentence representations, fi-
nally calculating pair features (cosine similarity, ab-
solute difference and MT metrics) actually is a com-
bination of above three lines.

3 Embedding learning for units

As explained in Section 1, “units” in this work in-
clude single words, continuous phrases and discon-
tinuous phrases. Phrases have a larger linguistic
granularity than words and thus will in general con-
tain more meaning aspects for a sentence. For ex-
ample, successful detection of continuous phrase
“side effects” and discontinuous phrase “pick - - -
off” is helpful to understand the sentence meaning
correctly. This section focuses on how to detect
phrases and how to represent them.

3.1 Phrase collection

Phrases defined by a lexicon have not been inves-
tigated extensively before in deep learning. To
collect canonical phrase set, we extract two-word
phrases defined in Wiktionary' and Wordnet (Miller
and Fellbaum, 1998) to form a collection of size
95,218. This collection contains continuous phrases
— phrases whose parts always occur next to each
other (e.g., “side effects”) — and discontinuous
phrases — phrases whose parts more often occur sep-
arated from each other (e.g., “pick ... off”).

3.2 Identification of phrase continuity

Wiktionary and WordNet do not categorize phrases
as continuous or discontinuous. So we need a
heuristic to determine this automatically.

For each phrase “A_B”, we compute [c1, c2, c3,
¢4, c5] where ¢;, 1 < ¢ < 5, indicates there are c;
occurrences of A and B in that order with a distance

"http://en.wiktionary.org



of i. We compute these statistics for a corpus con-
sisting of English Gigaword (Graff et al., 2003) and
Wikipedia. We set the maximal distance to 5 be-
cause discontinuous phrases are rarely separated by
more than 5 tokens.

If ¢; is 10 times higher than (ca +c3+c4+¢5) /4,
we classify “A_B” as continuous, otherwise as dis-
continuous. For example, [cy, ..., c5] is [1121, 632,
337, 348, 4052] for “pick_off”, so c; is smaller than
the average 1342.25 and “pick_off” is set as “discon-
tinuous™; [c1, ..., cs5] is [14831, 16, 177, 331, 3471]
for “Cornell University”, c; is 10 times larger than
the average and this phrase is set to “continuous’.

We found that that this heuristic for distinguish-
ing between continuous and discontinuous phrases
works well and leave the development of a more
principled method for future work.

3.3 Sentence reformatting

Sentence “... A... B...” is

e reformattedas “... A_B...” if A and B form a
continuous phrase and no word intervenes be-
tween them and

e reformatted as “... AB... AB...” if Aand
B form a discontinuous phrase and are sepa-
rated by 1 to 4 words. We replace each of
the two component words with A_B to make
the context of both constituents available to the
phrase in learning.

This method of phrase detection will generate
some false positives, e.g., if “pick” and “off” occur
in a context like “she picked an island off the coast
of Maine”. However, our experimental results indi-
cate that it is robust enough for our purposes.

We run word2vec (Mikolov et al., 2013) on the
reformatted Wikipedia corpus to learn embeddings
for all units. Embedding size is set to 200.

4 Measure of unit discriminativity

We will represent a sentence as the sum of the em-
beddings of its units. Building on Ji and Eisenstein
(2013)’s TF-KLD, we want to weight units accord-
ing to their ability to discriminate two sentences spe-
cific to the paraphrase task.

TF-KLD assumes a training set of sentence pairs
in the form (u;, v;,t;), where u; and v; denote the
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binary unit occurrence vectors for the sentences in
the ith pair and ¢; € {0, 1} is the gold tag. Then, we
define p;. and g, as follows.

e pr = P(ui|vir, = 1,¢; = 1). This is the prob-
ability that unit wy, occurs in sentence u; given
that wy, occurs in its counterpart v; and they are
paraphrases.

e g = P(usi|vip = 1,t; = 0). This is the prob-
ability that unit wy, occurs in sentence u; given
that wy, occurs in its counterpart v; and they are
not paraphrases.

TF-KLD computes the discriminativity of unit wy,
as the Kullback-Leibler divergence of the Bernoulli
distributions (pg, 1-px) and (qx, 1-qx)

TF-KLD has a serious shortcoming for unknown
units. Unfortunately, the test data of the commonly
used MSPR corpus in paraphrase task has about 6%
unknown words and 62.5% of its sentences contain
unknown words. It motivates us to design an im-
proved scheme TF-KLD-KNN to reweight the fea-
tures.

TF-KLD-KNN weights are the same as TF-KLD
weights for known units. For a unit that did not oc-
cur in training, TF-KLD-KNN computes its weight
as the average of the weights of its £ nearest neigh-
bors in embedding space, where unit similarity is
calculated by cosine measure.?

Word2vec learns word embeddings based on the
word context. The intuition of TF-KLD-KNN is
that words with similar context have similar discrim-
inativities. This enables us to transfer the weights
of features in training data to the unknown features
in test data, greatly helping to address problems of
sparseness.

5 Experiments

5.1 Data and baselines

We use the MSRP corpus (Dolan et al., 2004) for
evaluation. It consists of a training set of 2753 true
paraphrase pairs and 1323 false paraphrase pairs and
a test set of 1147 true and 578 false pairs.

*Unknown words without embeddings (only seven cases in
our experiments) are ignored. This problem can be effectively
relieved by training embedding on larger corpora.



For our new method, it is interesting to measure
the improvement on the subset of those MSRP sen-
tences that contain at least one phrase. In the stan-
dard MSRP corpus, 3027 training pairs (2123 true,
904 false) and 1273 test pairs (871 true, 402 false)
contain phrases; we denote this subset as subset.
We carry out experiments on overall (all MSRP sen-
tences) as well as subset cases.

We compare six methods for paraphrase identifi-
cation.

e NOWEIGHT. Following Blacoe and Lapata
(2012), we simply represent a sentence as the
unweighted sum of the embeddings of all its
units.

e MT is the method proposed by Madnani et
al. (2012): the sentence pair is represented as
a vector of eight different machine translation
metrics.

¢ Ji and Eisenstein (2013). We reimplemented
their “inductive” setup which is based on ma-
trix factorization and is the top-performing sys-
tem in paraphrasing task.’

The following three methods not only use this
vector of eight MT metrics, but use three
kinds of additional features given two sentence
representations s; and s3: cosine similarity,
element-wise sum s1 + so and element-wise ab-
solute difference |s; — s2|. We now describe
how each of the three methods computes the
sentence vectors.

e WORD. The sentence is represented as the sum
of all single-word embeddings, weighted by
TF-KLD-KNN.

e WORD+PHRASE. The sentence is repre-
sented as the sum of the embeddings of all
its units (including phrases), weighted by TF-
KLD-KNN.

¢ WORD+GOOGLE. Mikolov et al. (2013)
use a data-driven method to detect statistical
phrases which are mostly continuous bigrams.

3They report even better performance in a “transductive”
setup that makes use of test data. We only address paraphrase
identification for the case that the test data are not available for
training the model in this paper.
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We implement their system by first exploiting
word2phrase* to reformat Wikipedia, then us-
ing word2vec skip-gram model to train phrase
embeddings.

We use the same weighting scheme TF-KLD-
KNN for the three weighted sum approaches:
WORD, WORD+PHRASE and WORD+GOOGLE.
Note however that there is an interaction be-
tween representation space and nearest neighbor
search. We limit the neighbor range of unknown
words for WORD to single words; in contrast, we
search the space of all single words and linguistic
(resp. Google) phrases for WORD+PHRASE (resp.
WORD+GOOGLE).

We use LIBLINEAR (Fan et al., 2008) as our lin-
ear SVM implementation. 20% training data is used
as development data. Parameter £ is fine-tuned on
development set and the best value 3 is finally used
in following reported results.

5.2 Experimental results

Table 1 shows performance for the six methods as
well as for the majority baseline. In the overall (resp.
subset) setup, WORD+PHRASE performs best and
outperforms (Ji and Eisenstein, 2013) by .009 (resp.
.052) on accuracy. Interestingly, Ji and Eisen-
stein (2013)’s method obtains worse performance on
subset. This can be explained by the effect of ma-
trix factorization in their work: it works less well
for smaller datasets like subset. This is a short-
coming of their approach. WORD+GOOGLE has a
slightly worse performance than WORD+PHRASE;
this suggests that linguistic phrases might be more
effective than statistical phrases in identifying para-
phrases.

Cases overall and subset both suggest that phrase
embeddings improve sentence representations. The
accuracy of WORD+PHRASE is lower on overall
than on subset because WORD+PHRASE has no ad-
vantage over WORD for sentences without phrases.

5.3 Effectiveness of TF-KLD-KNN

The key contribution of TF-KLD-KNN is that it
achieves full coverage of feature weights in the face
of data sparseness. We now compare four weight-
ing methods on overall corpus and with the combi-

*nttps://code.google.com/p/word2vec/



overall subset
method acc Fi acc Fj
baseline .665 .799 |.684 .812
NOWEIGHT 708 .809 |.713 .823
MT 774 841 |.772 .839
Ji and Eisenstein (2013)|.778 .843 |.749 .827
WORD 775 839 |.776 .843
WORD+GOOGLE 780 .843 |.795 .853
WORD+PHRASE 787 .848* |.801 .857*

Table 1: Results on overall and subset corpus. Significant
improvements over MT are marked with * (approximate
randomization test, Padé (2006), p < .05).

method ‘ acc I

NOWEIGHT 746 815
TF-IDF 752 821
TF-KLD T74 842
TF-KLD-KNN | .787 .848

Table 2: Effects of different reweighting methods on
overall.

nation of MT features: NOWEIGHT, TF-IDF, TF-
KLD, TF-KLD

Table 2 suggests that task-specific reweighting ap-
proaches (including TF-KLD and TF-KLD-KNN)
are superior to unspecific schemes (NOWEIGHT
and TF-IDF). Also, it demonstrates the effectiveness
of our weight learning solution for unknown units in
paraphrase task.

5.4 Reweighting schemes for unseen units

We compare our reweighting scheme KNN (i.e., TF-
KLD-KNN) with three other reweighting schemes.
Zero: zero weight, i.e., ignore unseen units; Type-
average: take the average of weights of all known
unit types in test set; Context-average: average of
the weights of the adjacent known units of the un-
known unit (two, one or defaulting to Zero, depend-
ing on how many there are). Figure 1 shows that
KNN performs best.

6 Conclusion

This work introduced TF-KLD-KNN, a new
reweighting scheme that learns the discriminativi-
ties of known as well as unknown units effectively.
We further improved paraphrase identification per-
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Figure 1: Performance of different reweighting schemes
for unseen units on overall.

formance by the utilization of continuous and dis-
continuous phrase embeddings.

In future, we plan to do experiments in a cross-
domain setup and enhance our algorithm for domain
adaptation paraphrase identification.
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