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Cross-document Temporal and Spatial Person Tracking
System Demonstration

Heng Ji
Queens College and the Graduate Center

Zheng Chen
The Graduate Center

The City University of New Y ork
New York, NY, 11367

hengji @cs.gc.cuny.edu

Abstract

Traditional Information Extraction (IE) sys
tems identify many unconnected facts. The
objective of this paper is to define a new
cross-document information extraction task
and demonstrate a system which can extract,
rank and track events in two dimensions. tem-
poral and spatial. The system can automati-
cally label the person entities involved in
significant events as 'centroid arguments, and
then present the events involving the same
centroid on atime line and on a geographical

map.

1 Introduction

Information Extraction (IE) systems can identify
‘facts’ (entities, relations and events) of particular
types within individual documents, and so can
unleash the knowledge embedded in texts for many
domains, such as military monitoring, daily news,
financial analysis and biomedical reports. However,
most current |E systems focus on processing single
documents and, except for coreference resolution,
operate a sentence at a time. The result are large
databases containing many unconnected, unranked,
redundant (and some erroneous) facts.

McNamara (2001) proved that a high-coherence
text has fewer conceptual gaps and thus requires
fewer inferences and less prior knowledge, render-
ing the text easier to understand. In our task text
coherence is the extent to which the relationships
between events in a text can be made explicit. We
noted that linking all eventsin temporal and spatial
directions for the entire corpus was not feasible
because of the large number of event arguments.
Grosz et al. (1995) claimed that certain entities are
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more central than others and that this property im-
posed constraints on discourse coherence. There-
fore we have devel oped a system which can extract
globally salient and novel arguments as centroid
arguments, and link all events involving each cen-
troid argument on a time line and on a geographi-
cal map.

Beyond extracting isolated facts from individual
sentences, we provide coherent event chains so that
the users can save time in connecting relevant
events and conducting reasoning, such as tracking
a person’s movement activities and an organiza-
tion’s personnel changes. Thiswill provide aricher
set of views than is possible with document clus-
tering for summarization or with topic tracking. In
addition, such cross-document extraction results
are indexed and allow a fast entity searching
mechanism. Beyond traditional search, the system
can correlate and organize information across dif-
ferent time series by temporal tracking, and deliver
to usersin different geographies by spatial tracking.

The rest of this paper is structured as follows.
Section 2 presents the overall system architecture
including the baseline system and the detailed ap-
proaches to extract event chains. Section 3 then
presents the experimental results compared to tra
ditiona IE. Section 4 demonstrates the system out-
put. Section 5 compares our approach with related
work and Section 6 then concludes the paper and
sketches our future work.

2 System Overview

In this section we will present the overall proce-
dure of our system.
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2.1  Within-document |E

We first apply a state-of-the-art English IE system
(J and Grishman, 2008) to extract events from
each single document. The |E system includes en-
tity extraction, time expression extraction and
normalization, relation extraction and event extrac-
tion. Entities include persons, locations, organiza-
tions, facilities, vehicles and weapons;, Events
include the 33 distinct event types defined in
Automatic Content Extraction (ACE05)".

The event extraction system combines pattern
matching with statistical models. For every event
instance in the ACE training corpus, patterns are
constructed based on the sequences of constituent
heads separating the trigger and arguments. In ad-
dition, a set of Maximum Entropy classifiers are
trained: to distinguish events from non-events; to
classify events by type and subtype; to distinguish
arguments from non-arguments; to classify argu-
ments by argument role; and given a trigger, an
event type, and a set of arguments, to determine
whether there is a reportable event mention. In ad-
dition, the global evidence from related documents
is combined with loca decisions to conduct cross-
document inference for improving the extraction
performance as described in (J and Grishman,
2008).

2.2 Centroid Argument Detection

After we harvest a large repository of events we
can label those important person entities which are
involved frequently in events as ‘centroid argu-
ments . Not only are such arguments central to the
information in a collection (high-frequency), they
aso should have higher accuracy (high-
confidence). In this project we exploit global con-
fidence metrics to reach both of these two goals.

For an event mention, the within-document
event classifiers produce the following local confi-
dences values:

e LConf(trigger,etype): The probability of a
string trigger indicating an event mention with
type etype.

e LConf(arg, etype): The probability that a men-
tion arg is an argument of some particular
event type etype.

L http://www.nist.gov/speech/tests/ace/

o LConf(arg, etype, role); If arg is an argument
with event type etype, the probability of arg
having some particular role.

We use the INDRI information retrieval system
(Strohman et al., 2005) to obtain the top N related
documents for each test document to form a topi-
cally-related cluster. The intuition is that if an ar-
gument appears frequently as well as with high
extraction confidence in a cluster, it is more salient.
For each argument arg we also added other person
names coreferential with or bearing some ACE
relation to the argument as argset.

In addition we developed a cross-document per-
son name disambiguation component based on
heuristic rules to resolve ambiguities among cen-
troid arguments. Then we define the following global
metric weighted with the local confidence values to
measure salience, and generate the top-ranked entities
as centroid arguments.

e Global-Confidence(arg): The frequency of
argset appearing as an event argument in a
cluster, weighted by local confidence values:
LConf(trigger,etype)* LConf(arg, etype)*
LConf(arg, etype, role).

2.3 Cross-document Event Aggregation and
Global Time Discovery

If two events involve the same centroid argument,
we order them along a time line according to their
time arguments and group them into specific geo-
graphical locations based on their place arguments.
When ordering a pair of entity arguments, we re-
place pronouns with their coreferential names or
nominals, and replace nominals with their corefer-
ential names, if applicable. If the normalized dates
are the same for two events, we further compare
them based on their time roles (e.g. ‘time-end’
should be ordered after ‘time-beginning’).

We start from aggregating events by merging
coreferential event mentions using the within-
document coreference resolution component in the
IE system. However, the degree of similarity
among events contained in a group of topically-
related documents is much higher than within a
document, as each document is apt to describe the
main point as well as necessary shared background.



Relation Event; Arguments Event; Arguments | Centroid | Event Type | Event Time
Coreference | Entity[Ariel Sharon] | Entity[Sharon] Powell Contact- 2003-06-20
Place [Jerusalem] Place] Jerusalem] Meet
Subset Entity[Bush] Entity[Bush] Blair Contact- 2003-03-27
Place[Camp David] Meet
Subsumption | Destination[Mideast] | Destination[Egypt] Bush Movement- | 2003-06-02
Transport
Sentence Adjudicator[court] Anwar Justice- 2003-04-18
Complement | [nine-year jail] PlacelMalaysia Ibrahim Sentence
Crime| corruption] Sgntence .
[nine-year prison]

Table 1. Cross-document Event Aggregation Examples

Therefore in order to maximize diversity, we
merge any pair of events that have the same event
type and involve the same centroid argument, via
one of the operationsin Table 1.

3 Experimental Results

We used 10 newswire texts from ACE 2005 train-
ing corpora as our test. For each test text we re-
trieved 25 related texts from English Topic
Detection and Tracking (TDT-5)? corpus which in
total consists of 278,108 texts. The IE system ex-
tracted 179 event mentions including 140 Name
arguments. We define an argument is correctly
extracted if its event type, offsets, and role match
any of the reference argument mentions.

We found that after ranking with the global con-
fidence metrics, the top-ranked event arguments
are substantially more accurate than the arguments
as awhole: the overall accuracy without ranking is
about 53%; but after ranking the top 85 arguments
(61% of total) get accuracy above 70% and the top
116 arguments (83% of total) are above 60% accu-
racy. It suggests that aggregating and ranking
events according to global evidence can enable
users to access salient and accurate information

rapidly.
4 Demonstration

In this section we will demonstrate the results on
al the documents in the English TDT5 corpus. In
total 7962 person entities are identified as centroid
arguments. The offline processing takes about
three hours on a single PC. The real time browsing
only takes one second in a standard web browser.

2 http://projects.|dc.upenn.edw/ TDT5/

Figure 1 and Figure 2 present the tempora and
spatial event chains involving the top 5 centroid
arguments: “Bush”, “Arafat”, “Taylor”, “ Saddam”
and “Abbas’. The events involving each centroid
are ordered on atime line (Figure 1) and associated
with their corresponding geographical codes in a
map (Figure 2).

The users can drag the timeline and map to
browse the events. In addition, the aggregated
event arguments are indexed and allow fast cen-
troid searching. Each argument is also labeled by
its global confidence, language sources, and linked
to its context sentences and other event chainsit is
involved. We omit these details in these screen-
shots.
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5 Related Work

Recently there has been heightened interest in dis-
covering temporal event chains. For example,
Bethard and Martin (2008) applied supervised
learning to classify temporal and causa relations
simultaneously. Chambers and Jurafsky (2008)
extracted narrative event chains based on common
protagonists. In this paper we import these ideas
into 1E while take into account some major differ-
ences. Following the original idea of centering
(Grosz et a., 1995) and the approach of centering
events involving protagonists (Chambers and Ju-
rafsky, 2008), we introduce a new concept of ‘cen-
troid arguments’ to represent those entities which
are involved in all kinds of salient events fre-
quently. We operate cross-document instead of
within-document, which requires us to resolve
more conflicts and ambiguities. In addition, we
study the temporal and spatial linking task on top
of IE results. In this way we extend the representa-
tion of each node in the chains to a structured ag-
gregated event including fine-grained information
such as event types, arguments and their roles.

6 Conclusion and Future Work

In this paper we described several new modes for
browsing and searching a large collection of news
articles, and demonstrated a system implementing
these modes. We introduced ranking methods into
IE, so that the extracted events are connected into
temporal and spatial chains and presented to the
user in an order of salience. We believe these new
forms of presentation are likely to be highly bene-
ficial, especially to users whose native language is

not English, by distilling the information landscape
contained in the large collection of daily news arti-
cles — making more information sources accessible
and useful to them.

On the other hand, for the users searching news
about particular person entities, our system can
suggest a list of centroid event arguments as key
words, and provide a brief story by presenting all
connected events. We believe this will signifi-
cantly speed up text comprehension. In this paper
we only demonstrated the results for person enti-
ties, but this system can be naturally extended to
other entity types, such as company names to track
their start/end/acquire/merge activities. In addition,
we plan to automatically adjust cross-document
event aggregation operations according to specific
compression ratios provided by the users.
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Building Conversational Agents with Basilica
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Abstract

Basilica is an event-driven software architec-
ture for creating conversational agents as a
collection of reusable components. Software
engineers and computer scientists can use this
general architecture to create increasingly so-
phisticated conversational agents. We have
developed agents based on Basilica that have
been used in various application scenarios and
foresee that agents build on Basilica can cater
to a wider variety of interactive situations as
we continue to add functionality to our archi-
tecture.

1 Introduction

Conversational Interfaces apply the metaphor of
agent to an interface which allows the user to con-
versationally interact with the machine using natu-
ral language through speech or text. The current
state of the art in the area of conversational inter-
faces is largely dominated by spoken dialog sys-
tems (SDS). These SDS are most often used for
the purpose of accessing information from a data-
base over the telephone. Other common applica-
tions of conversational agents include computer
aided instruction (CAIl) and human-robot interac-
tion (HRI).

Conversational Agents in most of today’s SDS,
CAl and HRI are designed to work within the
scope of specific task domains which allows the
scientists and engineers working on such systems
to ensure satisfactory and relevant interaction with
the user most of the time. Within the task domain,
such agents can display intelligent interactive be-
havior like helping the user use the interface, ask-
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ing remedial questions (Bohus and Rudnicky,
2005), shaping the user behavior (Tomko and Ro-
senfeld, 2004) by using alternative phrasing of ut-
terances, responding to user affect (D’Mello et al.,
2008) through text, voice and gesture, engaging the
user through the display of presence via backchan-
nels (Ward, 1996) and embodiment (Cassell et al.,
1999).

As more and more of these intelligent interac-
tive agents get built for many task domains (Raux
et al., 2005; Bohus et al., 2007; Gockley et al.,
2005; Amtrak Julie; ...) that surround our every-
day life, we observe a gradual transition in the use
of the conversational agent technology to be a form
of situated interaction. One of the characteristic
requirements of this transition towards ubiquity of
such interactive agents is the capability to sense
and trigger behavior in a context sensitive way.

In most conversational interfaces today, the on-
ly trigger used by the agents is that of initiation of
conversation usually by sensing user presence
through a telephone call, proximity detection or
user login into a virtual environment. The initiation
event is followed by a scripted task-oriented con-
versation with the agent. These scripts could be
fairly complex depending on the representational
formalism underlying the script. Most of the com-
mon software architectures/platforms used to
create conversational agents like TellMe Studio,
Voxeo Prophecy, Olympus (Bohus et al., 2007),
DIPPER (Bos and Oka, 2003), etc. use one or more
of these presence sensing techniques and one of the
many existing scripting languages including
VoiceXML, SALT, TuTalk (Jordan et al., 2007)
and Ravenclaw (Bohus and Rudnicky, 2003) task
specification language among others.

However, in our recent work on building con-
versational agents situated in collaborative learning

Proceedings of NAACL HLT 2009: Demonstrations, pages 5-8,
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environments, we have discovered the need for a
software architecture for creating agents that pers-
ist in an interactive environment in which human
users interact with these agents as well as with
each other. In this situation, the agents need to be
able to sense many kinds of triggers at many points
of time and choose to respond to some of those
triggers through a variety of modalities including
conversation. This observation was the motivation
for creating Basilica which is our architecture for
building conversational agents. In section 2, we
talk more about the intricacies of Basilica and
agents built on this architecture. Section 3 de-
scribes some of application scenarios in which we
are using Conversational Agents based on Basilica.

2 Basilica Architecture

In order to meet the need for an architecture that
enables development of Conversational Agents as
a collection of behavioral components that can
sense triggers and respond to those appropriately,
we created the Basilica architecture.

In this architecture, we model sensing and res-
ponding as two types of components that make up
conversational agents. The sensing components
referred to as Filters observe stimuli from various
kinds of input sources and other components. They
can also generate stimuli for other components. On
the other hand, Actor components generate respon-
sive behavior that may be observed the user(s) and
other components. Basilica provides the software
elements required to tie Filters and Actors together
through Connections that carry Events over them.
We think that many of the state of the art intelli-
gent behaviors listed in section 1 can be imple-
mented as dyads of filter and actor components.

The minimal set of behavioral component
classes listed above can easily be extended. For
example, certain agent designs may need memory
components and coordination components which
bridge across multiple actors or filters that do not
necessarily share events with each others. Timer
components may be used to generate regulated
stimuli. Besides belonging to one of these classes
of components, certain components may act as
wrappers to external systems. For example, we use
wrapper components to integrate TuTalk dialog
management system (Jordan et al., 2007) for some
of the instructive behavior exhibited by our agents.
Also, certain components act as wrappers to the
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environment in which the agent is present. These
wrappers help in easily integrating the same agent
with multiple environments without having to
change any underlying components except the
wrappers to the environment.

We believe that fairly intelligent conversational
agents can be built for situated interaction applica-
tions by incrementally building a large number of
behavioral components. Each of these components
represent a decomposition of the agent’s perceptive
and cognitive capabilities. Among the agents we
have built using Basilica, we observe that some of
these capabilities are common across agents.
Hence the corresponding behavioral components
get re-used in many cases. Some instances of com-
ponent re-use are mentioned in Section 3.

Note that recently there has been other work on
modeling conversational agents as a decomposition
of components. Jaspis (Turunen and Hakulinen,
2003) models the agent as a collection of manag-
ers, agents and evaluators which synchronize with
each other through transactions. RIME (Nakano et
al., 2008) distributes cognitive capabilities across a
collection of experts of two types. However, eva-
luators and agents are configured as a pile of com-
ponents whereas our filters and actors are
configured as a network. Hence, designing conver-
sational agents with Basilica gives the flexibility to
change the network topology. Also, while Jaspis
agents are stateless, actors in our architecture need
not be stateless. In other work on event-based mul-
ti-layered architectures (Raux and Eskenazi, 2007),
events are used for communication between layers
as a mean to provide higher reactive compared to
pipeline architectures. While we share this motiva-
tion, definition of events is extended here as events
are used for all kinds of communication, coordina-
tion and control in Basilica.

3 Current Application Scenarios

In 2008, we built three conversational agents to
support learners in collaborative learning environ-
ments. Also, we are currently using Basilica to de-
velop a cross-lingual assistive agent to support
non-Spanish speaking 911 dispatchers in the
southern states of the US. In this section, we will
discuss these four conversational agents briefly.
CycleTalk is an intelligent tutoring system that
helps college sophomores studying Thermodynam-
ics learn about principles of designing Steam



cycles. In our recent experiments, we have studied
the effectiveness of conversational agents in this
intelligent tutoring system (Kumar et al., 2007;
Chaudhuri et al., 2008). Student use the system
both individually and in pairs. The conversational
agent monitors student interaction in a chat room
as the students work on solving a design problem.
The tutor provides the students with hints to help
touch upon all the underlying concepts while the
students work on the design exercise. Also the
agent brings up reflective dialogs when it detects a
relevant topic in the students conversation. One of
the problems we observed over the years with the
use of instructional dialogs in collaborative envi-
ronments is that the students tend to ignore the tu-
toring agent if it interrupts the students when they
are talking to each other. Basilica helped us in re-
solving this problem by implementing a compo-
nent that tells that student that help is available on
the topic they are talking about and they can ask
for the dialog support when they are ready. Basili-
ca gives the flexibility to change the intervention
strategy used by the agent when it is speaking with
more than one student.

In another version of this system, the tutoring
agent prompted the students with some motiva-
tional prompts occasionally as we observed that
many of the students found the design exercise
very demanding to complete in the time permitted
for this lab exercise. We found that the use of mo-
tivational prompts improved the student’s attitude
towards the automated agent.

We developed another agent to help college
level mathematics students working on problem
solving. This agent operates in a collaborative en-
vironment which includes a whiteboard. As in the
case with the CycleTalk agent, the agent used here
also helps the students with hints and dialogs. The
component required for those behaviors were re-
used as-is with modifications only their configura-
tion files. Besides these behaviors, the agent coor-
dinates the problem solving sessions for the team
by presenting the team with problems as images
placed on the whiteboard and helping the students
stay on track by answering questions about the
amount of time left in the problem solving session.

Recently, we modified the environment wrap-
per components of our CycleTalk agent and inte-
grated them with a SecondLife application
(Weusijana et al., 2008). This integration helps

developers of conversational agents create interac-
tive agents in the SecondL.ife virtual environment.

Finally, in a currently ongoing project, we are
building an agent that would interpret Spanish ut-
terances from a distressed 9-1-1 caller and work
with a human dispatcher who does not know Span-
ish to attend to the call. We model the agent in this
scenario after a human translator who does not just
translate the caller’s input to English and vice ver-
sa. Instead the translator partners with the dis-
patcher to provide service to the caller. Partnering
conversational agents with a human user to help
another human user in a different role is a novel
application of interactive agents.

4 Building Agents using Basilica

Student1 Student?

Presence Concert Chat Channel |
| Actor Environment Filter :
|

TuTalk
Promptlng Hlntlng Tutorlng % CCText
Actor Actor Actor Filter

| ”éﬂi'e”r“ L e T“E.Iil"““
t
Figure 1. Components of the CycIeTaIk Agent

Building conversational agents using Basilica in-
volves the process of representing the desired
agent as a decomposition of components. Figure 1
above shows the components that make up the
CycleTalk conversational agent we mentioned in
Section 3. The rectangles represent Filters and the
parallelograms represent Actors. Connections are
shown as solid lines. In a detailed design, these
lines are annotated with the events they carry.

Once an agent is designed, the agents and filters
required for the implementation of the agent can be
either re-used from the pre-existing components of
Basilica or implemented as Java objects that ex-
tend the corresponding component class. Often the
programming task is limited to implementing han-
dlers and generators for the events received and
sent out by the component. Theoretically, the va-
lidity of a component can be verified if it can han-
dle and generate all the events as specified in the
design diagram.

As we continue to develop more conversational
agents on this architecture, we intend to create de-
velopment tools which would easily translate a



design like Figure 1 to the implementation and fa-
cilitate validation and debugging of the agent.

5 Demonstration Outline

The demonstration of our architecture will give the
audience an opportunity to interact with the agents
we have described in section 3 and discuss how we
can design such agents using Basilica. We will
have a poster to aid the discussion along with abili-
ty to probe into the code underlying the design of
these agents. Attendees will be able to understand
the process involved in building agents with Basi-
lica and assess the effort required. Additionally, if
we have any specialized development tools to au-
tomatically map agent design as described in Sec-
tion 4 to Java code, we will demonstrate those
tools. Up to date information about Basilica can be
found at http://basilica.rohitkumar.net/wiki/
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Abstract

The Speech Transcription Analysis Tool
(STAT) is an open source tool for aligning
and comparing two phonetically transcribed
texts of human speech. The output analysis is
a parameterized set of phonological differ-
ences. These differences are based upon a se-
lectable set of binary phonetic features such as
[voice], [continuant], [high], etc. STAT was
initially designed to provide sets of
phonological speech patterns in the compari-
sons of various English accents found in the
Speech Accent Archive http://accent.gmu.edu,
but its scope and utility expand to matters of
language assessment, phonetic training, foren-
sic linguistics, and speech recognition.

1 Introduction

The theoretical and practical value of studying
human accented speech is of interest to language
teachers, linguists, and computational linguists. It
is also part of the research program behind the
Speech Accent Archive (http://accent.gmu.edu)
housed at George Mason University. The Archive
is a growing database of English speech varieties
that contains more than 1,100 samples of native
and non-native speakers reading from the same
English paragraph. The non-native speakers of
English come from more than 250 language back-
grounds and include a variety of different levels of
English speech abilities. The native samples dem-
onstrate the various dialects of English speech
from around the world. All samples include pho-
netic transcriptions, phonological generalizations,
demographic and geographic information. For
comparison purposes, the Archive also includes
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phonetic sound inventories from more than 200
world languages so that researchers can perform
various contrastive analyses and accented speech
studies.

No matter how subtle an accent is, human lis-
teners can immediately and automatically notice
that speakers are different. For example, Chinese
speakers of English sound different from French
speakers of English. The Speech Accent Archive
stores and presents data that specifies and codifies
these speech differences at the phonetic segment
level. Trained human linguists compare a standard
speech sample with phonetically transcribed
speech samples from each (non-standard or non-
native) speaker and distill from this analysis a set
of phonological speech patterns (PSPs) for each
speaker. Essentially, the task is to discover the
precise factors or features responsible for humans
to categorize say, a Vietnamese speaker of English
differently from a so-called standard English
speaker. While such analyses are theoretically and
practically valuable, the process of comparing two
phonetically transcribed speech samples requires
explicit training, is time-consuming, and is difficult
to update.

2 Phonological Speech Patterns

As an example of how we manually derive the
PSPs for a non-native English speaker, we begin
by comparing the narrow phonetic transcription of
a “standard” North American English sample (1),
with a representative non-native speaker of English
(here a Vietnamese speaker (2)):
(1) [p"liizz k"al¥ stelo @ska ro biiy itz Oinz
wif2 fIAim 0o stor siks spiiunz ov fief snou
phiiiz fanv 01k slebz ov blu: {fiiiz &n merbi o
snek” fo her biade bab wii al¥so nifire smal¥

p"leestik™ sneik &na brg t"or flaig fo 3 k"ndz

Proceedings of NAACL HLT 2009: Demonstrations, pages 9—12,
Boulder, Colorado, June 2009. (©)2009 Association for Computational Linguistics



fii k3n sk™uup™ 0ii:z O1f)z Into Oyii 1e:d” baigz
@&n wii wil¥ gou miit ha- wénzder ®t” 8o t"3éin

sterfan]

(2) [pli kol stelo as x3 tu bay i Omgs wid x3:
from o stor sixs spuin of fief nou piiz fai® tik
3sleep™ o Blu ¢iis €n merbi € snaek™ o x3: biads
bo? wi ol¥so niit 24 psmorl¥ plestik snex ena
bix tor f1ox 5 8o kis fi ki&n sku? It 6"mgs mtu
tri: 1ed baeyz en wi wil go mit? x3 wenzder a

09s t1€in sterfn]

Each of these phonetic transcriptions are con-
structed by 3 to 4 trained linguists, and disagree-
ments are settled by consensus. As is the case with
all such transcriptions, they remain works in pro-
gress. Two of these trained linguists do a pencil
and paper word-by-word comparison of the two
transcriptions in (1) and (2). Their analysis of the
data may find the following PSPs listed in (3):
(3) (a) final obstruent devoicing ([¢i:s])

(b) non aspiration ([pi:z])

(c) final consonant deletion ([pli])

(d) vowel epenthesis ([3slep™)

(e) substitution of [x] for velars and glot-

tals ([bix])
This is just a partial list. Some speakers may have
more, and some speakers may have less. But the
essential claim here is that each speaker’s English
accent is the sum of their PSPs.

There are certain problems associated with this
manual process. Foremost among them is the cost
and time to train linguists to perform uniform PSP
analyses. Analysts must know what to look for—
they must decide what is important and what
should be ignored. This brings us to the second
drawback of manual analysis: the lack of a quick
and parameterized method of comparison.

If researchers need to test hypotheses about ad-
ditional but uncatalogued PSPs, or if they need to
simply search for a defined subset of PSPs, addi-
tional manual analyses are necessary. A third prob-
lem appears in the proper selection of one arbitrary
standard “base” sample for the comparisons. At
times researchers may want to compare non-
natives with American English native samples, and
at other times they may need to compare non-
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natives with British, or other varieties of native
English. This requires multiple manual compari-
sons, and they take human time and energy. Fi-
nally, as mentioned above, narrow phonetic
transcriptions may need to be modified as collabo-
rators join the analysis. But when these are
changed, they necessitate concomitant change in
the register of PSPs.

Automating PSP generation not only solves
these problems, but also opens up new research
possibilities.

3 An Automated System: Research Poten-
tials

We have developed a computational tool that will
automatically ~ compare  two  phonetically-
transcribed speech samples and generate a set of
PSPs describing the speech differences. Automat-
ing the comparison process will be of great use to
the archive and to any speech scientist who tran-
scribes and analyzes spoken language. It will allow
fast and pointed comparisons of any two phoneti-
cally transcribed speech samples. Instead of sim-
ply comparing a “standard” North American native
speaker and a non-native speaker, it will be quite
simple to perform many accent comparisons, in-
cluding those between a native British English
speaker and a non-native speaker. It will also be
possible to quickly and easily derive a composite
result. That is, after a number of analyses, we can
determine what a typical Russian speaker of Eng-
lish will do with his vowels and consonants. This
promises to be a great empirical improvement over
the pronouncements that are currently offered in
the appendices of various ESL teacher-training
textbooks.

For the analysis of individual speakers, this tool
has direct use in matters of linguistic assessment.
It will be useful in the fields of ESL pronunciation
assessment (Anderson-Hsieh, Johnson, and Kohler,
1992). These kinds of assessments will naturally
lead to a theory of weighted PSPs.

The tool also serves as a fast and systematic
method of checking human transcription accuracy
and thereby facilitates better methods of phonetic
transcription (Cucchiarini, 1996; Shriberg, Hinke,
& Trost-Steffen, 1987).

Finally, the tool can provide a needed human
factor diagnostic to guide research in spectro-



graphic speech analysis. And because speech rec-
ognition and speaker identification programs must
ultimately deal with different accented speech, the
results from the STAT analyses will contribute to
this work (Bartkova & Jouvet, 2007; Deshpande,
Chikkerur, & Govindaraju, 2005).

4 System Overview

Linguists who transcribe speech into a phonetic
representation may use a tool such as PRAAT, to
play the audio source file and a text editor to input
the transcription. The result is normally a Unicode
text file that has an IPA transcription of the audio
file. STAT provides linguists with an easy way to
play back an audio source file and share it with
other linguists. A key feature that STAT provides
in addition to transcription tools is a mechanism to
manage a corpus of phonetic transcriptions. Once a
corpus of phonetic transcriptions is created, lin-
guists can use STAT’s phonological speech pattern
analysis tools to describe differences between dif-
ferent speakers’ accents.

The STAT system incorporates several distinct
components. Users interact with the system pri-
marily via a web interface. All user interfaces are
implemented with Ruby on Rails and various
JavaScript libraries. Backend processes and algo-
rithms are implemented in Java. An open source
web application bundle including the front-end
web interfaces and backend libraries will be made
available as an open source library suitable for use
in other applications in the future. We believe that
the transcription alignment and speech pattern
analysis components of STAT make it a unique
tool for linguists studying speech processes.

4.1 Language Management

The language management component of STAT
provides basic transcribed audio corpus manage-
ment. This module allows a user to define a new
speaker source language, e.g. Japanese, and specify
attributes of the language, e.g. a phonetic inven-
tory. All transcriptions are then associated with a
speaker source language. STAT offers robust
search capabilities that allow a linguist to search by
things such as speaker demographics, phonetic in-
ventories, phonological speech processes, and
speech quality assessments.
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Aligning: English 1 with Vietnamese 4

Current projection:

|Word Index ‘English 1 |Vielnamese 4 ‘Vietnamese PSPs

| 1 ‘p"l_iii z ||pli ‘Dbstruent deletion; Vowel shortening
| 2 ‘k"ulY kol¥ ‘Vowel raising

| 3 stélo |>[ED ‘

| 4 ®skar as ‘Dbstruent deletion; vowel lowering

| 5 ‘ Skip X3 ‘h to velar fricative; Obstruent deletion
| 6 ra |1,u |

Figure 1: STAT provides an initial alignment and asso-
ciated PSPs. Provided alignments and PSPs can be
manually changed by a linguist, recomputed, and anno-
tated.

4.2 Transcription Management

Whenever a transcription is to be made by lin-
guists, a new transcription record is created, asso-
ciated with a source language, and the audio file is
attached to the transcription record. Once the audio
file has been made available, linguists are able to
use a web interface to play the audio recording and
create phonetic transcriptions. The transcription
management interface then allows a senior linguist
to adjudicate differences between transcriptions
and select an authoritative transcription.

4.3 Transcription Alignment and Analysis

Once an authoritative transcription for a speaker
has been created a linguist can then compare the
transcription with the previously transcribed
speech of another speaker. This alignment process
is the core of the system. The first stage of the
comparison is to create a word and phone level
alignment between the two transcriptions. The
alignment is performed by our special implementa-
tion of Kondrak’s phonetic alignment algorithm
(Kondrak, 2000). The output from this part of the
system is a complete phone-to-phone to alignment
of two transcriptions. Figure 1 shows an example
alignment with PSPs that a linguist is able to make
adjustments to or mark correct. After alignment a
linguist can perform an assessment of the speaker’s
speech abilities and make other notes.

To help linguists who do work with a variety of
different languages and research needs, the settings
for the phonemic cluster parser, phoneme distance
measures, and alignment algorithm coefficient can



be easily changed inside of STAT. Linguists can
also control the set of constraints used for the
phonological speech patterns analysis.

4.4 Phonological Speech Pattern Analysis

Once the transcription alignment has been com-
pleted, the phonological speech pattern analysis
can begin. This analysis evaluates all phonetic dif-
ferences between the two transcriptions under
analysis. These differences are then processed by
our algorithm and wused to determine unique
phonological speech patterns. All potential
phonological speech patterns are returned to the
linguist for verification. As the system encounters
and stores more and more phonological speech
pattern analyses for a particular language, general
descriptions are made about peoples’ accents from
a particular language background.

5 Future Work

Our initial design of STAT uses manually deter-
mined weights of phonological features used to
align transcriptions and determine phonological
speech processes. In the next major release of
STAT we intend to integrate automated methods to
propose weight settings based on language selec-
tions.

We are currently planning on integrating a
spectrographic analysis mechanism that will allow
for the transcriptions to be time synchronized with
the original speech sample. After this we will be
investigating the integration of several speaker ac-
cent identification algorithms. We will also be in-
vestigating applications of this tool to help speech
pathologists in the identification and assessment of
disordered speech patterns.
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Abstract

After the release of the open source software
implementation of Morfessor algorithm, a se-
ries of several open evaluations has been or-
ganized for unsupervised morpheme analy-
sis and morpheme-based speech recognition
and information retrieval. The unsupervised
morpheme analysis is a particularly attrac-
tive approach for speech and language tech-
nology for the morphologically complex lan-
guages. When the amount of distinct word
forms becomes prohibitive for the construc-
tion of a sufficient lexicon, it is important
that the words can be segmented into smaller
meaningful language modeling units. In this
presentation we will demonstrate the results
of the evaluations, the baseline systems built
using the open source tools, and invite re-
search groups to participate in the next eval-
uation where the task is to enhance statistical
machine translation by morpheme analysis.

A proposal for a Type II Demo

1 Extended Abstract

1.1 The segmentation of words into
morphemes

One of the fundamental tasks in natural language
processing applications, such as large-vocabulary
speech recognition (LVCSR), statistical machine
translation (SMT) and information retrieval (IR),
is the morphological analysis of words. It is par-
ticularly important for the morphologically com-
plex languages, where the amount of different
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word forms is substantially increased by inflection,
derivation and composition. The decomposition of
words is required not only for understanding the sen-
tence, but in many languages also for just represent-
ing the language by any tractable and trainable sta-
tistical model and lexicon. The manually composed
rule-based morphological analyzers can solve these
problems to some extent, but only a fraction of the
existing languages have been covered so far, and for
many the coverage of the relevant content is insuffi-
cient.

The objective of the Morpho Challenge! is to de-
sign and evaluate new unsupervised statistical ma-
chine learning algorithms that discover which mor-
phemes (smallest individually meaningful units of
language) words consist of. The goal is to discover
basic vocabulary units suitable for different tasks,
such as LVCSR, SMT and IR. In unsupervised learn-
ing the list of morphemes is not pre-specified for
each language, but the optimal morpheme lexicon
and morpheme analysis of all different word forms
is statistically optimized from a large text corpus in
a completely data-driven manner.

The evaluation of the morpheme analysis algo-
rithms is performed both by a linguistic and an ap-
plication oriented task. The analysis obtained for
a long list of words is first compared to the lin-
guistic gold standard representing a grammatically
correct analysis by verifying that the morpheme-
sharing word pairs are the correct ones (Kurimo et
al., 2007). This is repeated in different languages
and then the obtained decomposition of words is
applied in state-of-the-art systems running various

ISee http://www.cis.hut.fi/morphochallenge2009/

Proceedings of NAACL HLT 2009: Demonstrations, pages 13-16,
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NLP applications. The suitability of the morphemes
is verified by comparing the performance of the sys-
tems to each other and to systems using unprocessed
words or conventional word processing algorithms
like stemming or rule-based decompositions.

As a baseline method in all application, we have
built systems by applying the Morfessor algorithm,
which is an unsupervised word decomposition algo-
rithm developed at our research group (Creutz and
Lagus, 2002) and released as open source software
implementation?.

1.2 Morphemes in Information Retrieval

In information retrieval (IR) from text documents a
typical task is to look for the most relevant docu-
ments for a given query. One of the key challenges
is to reduce all the inflected word forms to a common
root or stem for effective indexing. From the mor-
pheme analysis point of view this task is to decom-
pose all the words in the query and text documents
and find out those common morphemes which form
the most relevant links.

In Morpho Challenge the IR systems built using
the unsupervised morpheme analysis algorithms are
compared in state-of-the-art CLEF tasks in Finnish,
German and English (Kurimo and Turunen, 2008)
using the mean average precision metric. The results
are also compared to those obtained by the grammat-
ical morphemes as well as the stemming and word
normalization methods conventionally used in IR.

1.3 Morphemes in Speech Recognition

In large-vocabulary continuous speech recognition
(LVCSR) one key part of the process is the statis-
tical language modeling which determines the prior
probabilities of all the possible word sequences. An
especially challenging task is to cover all the pos-
sible word forms with sufficient accuracy, because
any out-of-vocabulary words will not only be never
correctly recognized, but also severely degrade the
modeling of the other nearby words. By decompos-
ing the words into meaningful sub-word units, such
as morphemes, large-vocabulary language models
can be successfully built even for the most difficult
agglutinative languages, like Finnish, Estonian and
Turkish (Kurimo et al., 2006b).

2See http://www.cis.hut.fi/projects/morpho/
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In Morpho Challenge the unsupervised mor-
pheme algorithms have been compared by using
the morphemes to train statistical language models
and applying the models in state-of-the-art LVCSR
tasks in Finnish and Turkish (Kurimo et al., 2006a).
Benchmarks for the same tasks were obtained by
models that utilize the grammatical morphemes as
well as traditional word-based language models.

1.4 Morphemes in Machine Translation

The state-of-the-art statistical machine translation
(SMT) systems are affected by the morphological
variation of words at two different stages (Virpi-
oja et al., 2007). In the first stage, the alignment
of the source and target language words in a par-
allel training corpus and the training of the transla-
tion model can benefit from the decomposition of
complex words into morphemes. This is particularly
important when either the target or the source lan-
guage, or both, are morphologically complex. The
final stage where the target language text is gener-
ated, may also require morpheme-based models, be-
cause the large-vocabulary statistical language mod-
els are applied in the same way as in LVCSR.

In the on-going Morpho Challenge 2009 compe-
tition, the morpheme analysis algorithms are com-
pared in SMT tasks, where the analysis is needed
for the source language texts. The European Par-
liament parallel corpus (Koehn, 2005) is used in
the evaluation. The source languages are Finnish
and German and the target in both tasks is English.
To obtain a state-of-the-art performance in the tasks
the morpheme-based SMT will be combined with a
word-based SMT using the Minimum Bayes Risk
(MBR) interpolation of the N-best translation hy-
pothesis of both systems (de Gispert et al., 2009).

1.5 Morpho Challenge 2009

As its predecessors, the Morpho Challenge 2009
competition is open to all and free of charge. The
participants’ are expected to use their unsupervised
machine learning algorithms to analyze the word
lists of different languages provided by the organiz-
ers and submit the results of their morpheme analy-
sis. The organizers will then run the linguistic eval-
uations and build the IR and SMT systems and pro-
vide all the results and comparisons of the different
systems. The participated algorithms and evaluation



results will be presented at the Morpho Challenge
workshop that is currently planned to take place
within the HLT-NAACL 2010 conference.
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2 Script outline for the demo presentation

In this demo we will present the achievements of the
Morpho Challenge 2005-2008 competition in graphs
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and the baseline systems for various languages de-
veloped using the Morfessor algorithm for word de-
composition, IR, LVCSR and SMT. The audience
will also be welcome to try their own input for these
baseline systems and view the results.

The script is presented below for a poster-style
and try-it-yourself on laptop demo, but it will work
well as a lecture-style show, too, if needed.

In the poster we illustrate the following points:

1. Basic characteristics of the unsupervised learn-
ing algorithms and morpheme analysis results
in different languages (Finnish, Turkish, Ger-
man, English, Arabic) as in Table 1, demo:
http:/fwww.cis.hut.fi/projects/morpho/.

2. The results of the evaluations against the lin-
guistic gold standard morphemes in different
languages, see e.g. Figure 1.

3. The results of the IR evaluations and compar-
isons to the performance of grammatical mor-
phemes, word-based methods and stemming in
different languages, see e.g. Figure 2.

4. The results of the LVCSR evaluations with
comparisons to grammatical morphemes and
word-based methods, see e.g. Figure 3.

5. The call for participation in the Morpho Chal-
lenge 2009 competition where the new evalua-
tion task is using morphemes in SMT.

ADAPTIVE INFORMATICS

RESEARCH CENTRE 1

Results: Turkish, 620K word types
80— improvement from 2007

& Monson
Paramor+Morfessor

W Monson Paramor

M Monson Morfessor

B Zeman 1

M Kohonen et al

Zeman 3

O Morfessor MAP

O best 2007 Zeman

W Morfessor baseline

O Goodman pruned

50

8

F-measure

0

Figure 1: F-measures for the Turkish morpheme analysis.

The laptop is used to demonstrate the baseline
systems we have recently developed for different
tasks that are all based on unsupervised morphemes:



Example word Morfessor analysis Gold Standard

Finnish: linuxiin linux +iin linux N +ILL

Turkish: popUlerliGini pop +U +ler +1iGini popUler +DER _1Hg +POS2S +ACC,
popUler +DER _IHg +POS3 +ACC3
Arabic: AlmtHdp Al+ mtHd +p mut aHidap_POS:PN Al+ +SG,

mut aHid_POS:AJ Al+ +SG
German: zurueckzubehalten | zurueck+ zu+ be+ halten | zurueck_B zu be halt_V +INF
English: baby-sitters baby-+ sitter +s baby_N sit_V er_s +PL

Table 1: Morpheme analysis examples in different languages.
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Abstract

WordNet::SenseRelate:: AllWords is a freely
available open source Perl package that as-
signs a sense to every content word (known
to WordNet) in a text. It finds the sense of
each word that is most related to the senses
of surrounding words, based on measures
found in WordNet::Similarity. This method is
shown to be competitive with results from re-
cent evaluations including SENSEVAL-2 and
SENSEVAL-3.

1 Introduction

Word sense disambiguation is the task of assigning
a sense to a word based on the context in which it
occurs. This is one of the central problems in Nat-
ural Language Processing, and has a long history of
research. A great deal of progress has been made in
using supervised learning to build models of disam-
biguation that assign a sense to a single target word
in context. This is sometimes referred to as the lexi-
cal sample or target word formulation of the task.

However, to be effective, supervised learning re-
quires many manually disambiguated examples of
a single target word in different contexts to serve
as training data to learn a classifier for that word.
While the resulting models are often quite accurate,
manually creating training data in sufficient volume
to cover even a few words is very time consuming
and error prone. Worse yet, creating sufficient train-
ing data to cover all the different words in a text is
essentially impossible, and has never even been at-
tempted.
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Despite these difficulties, word sense disambigua-
tion is often a necessary step in NLP and can’t sim-
ply be ignored. The question arises as to how to de-
velop broad coverage sense disambiguation modules
that can be deployed in a practical setting without in-
vesting huge sums in manual annotation efforts. Our
answer is WordNet::SenseRelate::AllWords (SR-
AW), a method that uses knowledge already avail-
able in the lexical database WordNet to assign senses
to every content word in text, and as such offers
broad coverage and requires no manual annotation
of training data.

SR-AW finds the sense of each word that is most
related or most similar to those of its neighbors in the
sentence, according to any of the ten measures avail-
able in WordNet::Similarity (Pedersen et al., 2004).

It extends WordNet::SenseRelate:: TargetWord, a
lexical sample word sense disambiguation algorithm
that finds the maximum semantic relatedness be-
tween a target word and its neighbors (Patward-
han et al., 2003). SR-AW was originally developed
by (Michelizzi, 2005) (through version 0.06) and is
now being significantly enhanced.

2 Methodology

SR-AW processes a text sentence by sentence. It
proceeds through each sentence word by word from
left to right, centering each content word in a bal-
anced window of context whose size is determined
by the user. Note that content words at the start
or end of a sentence will have unbalanced windows
associated with them, since the algorithm does not
cross sentence boundaries and treats each sentence
independently.

Proceedings of NAACL HLT 2009: Demonstrations, pages 17-20,
Boulder, Colorado, June 2009. (©)2009 Association for Computational Linguistics



All of the possible senses of the word in the center
of the window are measured for similarity relative to
the possible senses of each of the surrounding words
in the window in a pairwise fashion. The sense of
the center word that has the highest total when those
pairwise scores are summed is considered to be the
sense of that word. SR-AW then moves the center
of the window to the next content word to the right.
The user has the option of fixing the senses of the
words that precede it to those that were discovered
by SR-AW, or allowing all their senses to be consid-
ered in subsequent steps.

WordNet::Similarity! offers six similarity mea-
sures and four measures of relatedness. Measures
of similarity are limited to making noun to noun and
verb to verb comparisons, and are based on using
the hierarchical information available for nouns and
verbs in WordNet. These measures may be based
on path lengths (path, wup, Ich) or on path lengths
augmented with Information Content derived from
corpora (res, lin, jen). The measures of relatedness
may make comparisons between words in any part
of speech, and are based on finding paths between
concepts that are not limited to hierarchical relations
(hso), or on using gloss overlaps either for string
matching (lesk) or for creating a vector space model
(vector and vector-pairs) that are used for measuring
relatedness.

The availability of ten different measures that can
be used with SR-AW leads to an incredible richness
and variety in this approach. In general word sense
disambiguation is based on the presumption that
words that occur together will have similar or related
meanings, so SR-AW allows for a wide range of op-
tions in deciding how to assess similarity and relat-
edness. SR-AW can be viewed as a graph based ap-
proach when using the path based measures, where
words are assigned the senses that are located most
closely together in WordNet. These path based
methods can be easily augmented with Information
Content in order to allow for finer grained distinc-
tions to be made. It is also possible to lessen the
impact of the physical structure of WordNet by us-
ing the content of the glosses as the primary source
of information.

"http://wn-similarity.sourceforge.net
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3 WordNet::SenseRelate::AllWords Usage

Input : The input to SR-AW can either be plain
untagged text (raw), or it may be tagged with Penn
Treebank part of speech tags (tagged : 47 tags; e.g.,
run/VBD), or with WordNet part of speech tags (wn-
tagged: 4 tags for noun, verb, adjective, adverb;
e.g., run#v). Penn Treebank tags are mapped to
WordNet POS tags prior to SR-AW processing, so
even though this tag set is very rich, it is used sim-
ply to distinguish between the four parts of speech
WordNet knows, and identify function words (which
are ignored as WordNet only includes open class
words). In all cases simple morphological process-
ing as provided by WordNet is utilized to identify
the root form of a word in the input text.

Examples of each input format are shown below:

e (raw) : The astronomer married a movie star.

o (tagged) The/DT astronomer/NN mar-
ried/VBD a/DT movie_star/NN

e (wntagged) : The astronomer#n married#v a
movie_star#n

If the format is raw, SR-AW will identify Word-
Net compounds before processing. These are multi-
word terms that are usually nouns with just one
sense, so their successful identification can signif-
icantly improve overall accuracy. If a compound
is not identified, then it often becomes impossible
to disambiguate. For example, if White House is
treated as two separate words, there is no combina-
tion of senses that will equal the residence of the
US president, where that is the only sense of the
compound White_House. To illustrate the scope of
compounds, of the 155,287 unique strings in Word-
Net 3.0, more than 40% (64,331) of them are com-
pounds. If the input is tagged or wntagged, it is
assumed that the user has identified compounds by
connecting the words that make up a compound with
_(e.g., white_house, movie_star).

In the tagged and wntagged formats, the user must
identify compounds and also remove punctuation.
In the raw format SR-AW will simply ignore punc-
tuation unless it happens to be part of a compound
(e.g., adam’s_apple, john_f._ kennedy). In all formats
the upper/lower case distinction is ignored, and it is



assumed that the input is already formatted one line
per sentence, one sentence per line.

SR-AW will then check to see if a stoplist has
been provided by the user, or if the user would like to
use the default stoplist. In general a stoplist is highly
recommended, since there are quite a few words in
WordNet that have unexpected senses and might be
problematic unless they are excluded. For example,
who has a noun sense of World Health Organization.
A has seven senses, including angstrom, vitamin A,
a nucleotide, a purine, an ampere, the letter, and the
blood type. Many numbers have noun senses that
define them as cardinal numbers, and some have ad-
jective senses as well.

In the raw format, the stoplist check is done after
compounding, because certain compounds include
stop words (e.g., us_house_of representatives). In
the wntagged and tagged formats the stoplist check
is still performed, but the stoplist must take into ac-
count the form of the part of speech tags. How-
ever, stoplists are expressed using regular expres-
sions, making it quite convenient to deal with part
of speech tags, and also to specify entire classes of
terms to be ignored, such as numbers or single char-
acter words.

Disambiguation Options : The user has a number
of options to control the direction of the SR-AW al-
gorithm. These include the very powerful choices
regarding the measure of similarity or relatedness
that is to be used. There are ten such measures as
has been described previously. As was also already
mentioned, the user also can choose to fix the senses
of words that have already been processed.

In addition to these options, the user can con-
trol the size of the window used to determine which
words are involved in measuring relatedness or simi-
larity. A window size of N includes the center word,
and then extends out to the left and right of the cen-
ter for N/2 content words, unless it encounters the
sentence boundaries. If N is odd then the number of
words to the left and right (N — 1)/2, and if N is
even there are N /2 words to the left, and (N/2) — 1
words to the right.

When using a measure of similarity and tagged or
wntagged text, it may be desirable to coerce the part
of speech of surrounding words to that of the word
in the center of the window of context. If this is
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not done, then any word with a part of speech other
than that of the center word will not be included in
the calculation of semantic similarity. Coercion is
performed by first checking for forms of the word in
a different part of speech, and then checking if there
are any derivational relations from the word to the
part of speech of the center word. Note that in the
raw format part of speech coercion is not necessary,
since the algorithm will consider all possible parts of
speech for each word. If the sense of previous words
has already been fixed, then part of speech coercion
does not override those fixed assignments.

Finally, the user is able to control several scoring
thresholds in the algorithm. The user may specify a
context score which indicates a minimum threshold
that a sense of the center word should achieve with
all the words in the context in order to be selected.
If this threshold is not met, no sense is assigned and
it may be that the window should be increased.

The pair score is a finer grained threshold that in-
dicates the minimum values that a relatedness score
between a sense of the center word and a sense of
one of the neighbors must achieve in order to be
counted in the overall score of the center word. If
this threshold is not met then the pair will contribute
0 to that score. This can be useful for filtering out
noise from the scores when set to modest values.

Output : The output of SR-AW is the original text
with WordNet sense tags assigned. WordNet sense
tags are given in WPS form, which means word, part
of speech, and sense number. In addition, glosses are
displayed for each of the selected senses.

There are also numerous trace options available,
which can be combined in order to provide more de-
tailed diagnostic output. This includes displaying
the window of context with the center word desig-
nated (1), the winning score for each context win-
dow (2), the non-zero scores for each sense of the
center word (4), the non-zero pairwise scores (8),
the zero values for any of the previous trace levels
(16), and the traces from the semantic relatedness
measures from WordNet::Similarity (32).

4 Experimental Results

We have evaluated SR-AW using three corpora that
have been manually annotated with senses from
WordNet. These include the SemCor corpus, and



Table 1: SR-AW Results (%)

2 5 15
SC P R F|P R F|P R F
Ich |56 13 21|54 29 36|52 35 42
jen |65 15 24|64 31 42|62 41 49
lesk | 58 49 53|62 60 61|62 61 61
S2 P R F|P R F|P R F
Ich |48 10 16|50 24 32|48 31 38
jen |55 9 15|55 21 31|55 31 39
lesk | 54 44 48 |58 56 57|59 59 59
S3 P R F|P R F|P R F
Ich |48 13 20|49 29 37|48 35 41
jen |55 14 22|55 31 40|53 38 46
lesk | 51 43 47|54 52 53|54 53 54

the SENSEVAL-2 and SENSEVAL-3 corpora. Sem-
Cor is made up of more than 200,000 words of run-
ning text from news articles found in the Brown Cor-
pus. The SENSEVAL data sets are each approxi-
mately 4,000 words of running text from Wall Street
Journal news articles from the Penn Treebank. Note
that only the words known to WordNet in these cor-
pora have been sense tagged. As a result, there are
185,273 sense tagged words in SemCor, 2,260 in
SENSEVAL-2, and 1,937 in SENSEVAL-3. We have
used versions of these corpora where the WordNet
senses have been mapped to WordNet 3.0,

In Table 4 we report results using Precision (P),
Recall (R), and F-Measure (F). We use three window
sizes in these experiments (2, 5, and 15), three Word-
Net::Similarity measures (Ich, jen, and lesk),and
three different corpora : SemCor (SC), SENSEVAL-
2 (82), SENSEVAL-3 (83). These experiments were
carried out with version 0.17 of SR-AW.

For all corpora we observe the same patterns.
The lesk measure tends to result in much higher re-
call with smaller window sizes, since it is able to
measure similarity between words with any parts of
speech, whereas Ich and jcn are limited to making
noun-noun and verb-verb measurements. But, as the
window size increases so does recall. Precision con-
tinues to increase for lesk as the window size in-
creases. Our best results come from using the lesk
measure with a window size of 15. For SemCor this
results in an F-measure of 61%. For SENSEVAL-2 it

*http://www.cse.unt.edu/ rada/downloads.html
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results in an F-measure of 59%, and for SENSEVAL-
3 it results in an F-measure of 54%. These results
would have ranked 4th of 22 teams and 15th of 26 in
the respective SENSEVAL events.

A well known baseline for all words disambigua-
tion is to assign the first WordNet sense to each am-
biguous word. This results in an F-measure of 76%
for SemCor, 69% for SENSEVAL-2, and 68% for
SENSEVAL-3. A lower bound can be established
by randomly assigning senses to words. This re-
sults in an F-Measure of 41% for SemCor, 41% for
SENSEVAL-2, and 37% for SENSEVAL-3. This is
relatively high due to the large number of words that
have just one possible sense (so randomly selecting
will result in a correct assignment). For example,
in SemCor approximately 20% of the ambiguous
words have just one sense. From these results we
can see that SR-AW lags behind the sense one base-
line (which is common among all words systems),
but significantly outperforms the random baseline.

5 Conclusions

WordNet::SenseRelate::AllWords is a highly flexi-
ble method of word sense disambiguation that of-
fers broad coverage and does not require training of
any kind. It uses WordNet and measures of seman-
tic similarity and relatedness to identify the senses
of words that are most related to each other in a sen-
tence. It is implemented in Perl and is freely avail-
able from the URL on the title page both as source
code and via a Web interface.
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