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Abstract

A given entity, representing a person, a location
or an organization, may be mentioned in text
in multiple, ambiguous ways. Understanding
natural language requires identifying whether
different mentions of a name, within and across
documents, represent the same entity.

We develop an unsupervised learning approach
that is shown to resolve accurately the name
identification and tracing problem. At the heart
of our approach is a generative model of how
documents are generated and how names are
“sprinkled” into them. In its most general form,
our model assumes: (1) a joint distribution over
entities, (2) an “author” model, that assumes
that at least one mention of an entity in a docu-
ment is easily identifiable, and then generates
other mentions via (3) an appearance model,
governing how mentions are transformed from
the “representative” mention. We show how to
estimate the model and do inference with it and
how this resolves several aspects of the prob-
lem from the perspective of applications such
as questions answering.

}@uiuc.edu

order to pinpoint the concise answer: “on May 29, 1917."
The sentence, and even the document that contains the
answer, may not contain the name “President Kennedy”;
it may refer to this entity as “Kennedy”, “JFK” or “John
Fitzgerald Kennedy”. Other documents may state that
“John F. Kennedy, Jr. was born on November 25, 1960”,
but this fact refers to our target entity’s son. Other men-
tions, such as “Senator Kennedy” or “Mrs. Kennedy”
are even “closer” to the writing of the target entity, but
clearly refer to different entities. Even the statement
“John Kennedy, born 5-29-1941" turns out to refer to a
different entity, as one can tell observing that the doc-
ument discusses Kennedy's batting statistics. A similar
problem exists for other entity types, such as locations,
organizations etc. Ad hoc solutions to this problem, as
we show, fail to provide a reliable and accurate solution.

This paper presents the first attempt to apply a unified
approach to all major aspects of this problem, presented
here from the perspective of the question answering task:

(1) Entity Identity- do mentionsA and B (typically,
occurring in different documents, or in a question and a
document, etc.) refer to the same entity? This problem
requires both identifying when different writings refer to
the same entity, and when similar or identical writings
refer to different entities. (2Name Expansion given a
writing of a name (say, in a question), find other likely
writings of the same name. (Brominence- given

1 Introduction guestion “What is Bush'’s foreign policy?”, and given that

Reading and understanding text is a task that requires tigY large collection of documents may contain several
ability to disambiguate at several levels, abstracting awdgush's, there is a need to identify the most prominent, or
details and using background knowledge in a variety dfélévant “Bush”, perhaps taking into account also some
ways. One of the difficulties that humans resolve instarfontextual information.
taneously and unconsciously is that of reading names. At the heart of our approach is a global probabilistic
Most names of people, locations, organizations and otlview on how documents are generated and how names
ers, have multiple writings that are used freely within andof different entity types) are “sprinkled” into them. In
across documents. its most general form, our model assumes: (1) a joint dis-
The variability in writing a given concept, along with tribution over entities, so that a document that mentions
the fact that different concepts may have very similafPresident Kennedy” is more likely to mention “Oswald”
writings, poses a significant challenge to progress in natr “ White House” than “Roger Clemens”; (2) an “au-
ural language processing. Consider, for example, an opémor’ model, that makes sure that at least one mention
domain question answering system (Moorhees, 2002) thet a name in a document is easily identifiable, and then
attempts, given a question like: “When was Presidergenerates other mentions via (3) an appearance model,
Kennedy born?” to search a large collection of articles igoverning how mentions are transformed from the “rep-



resentative” mention. Our goal is to learn the model from An entityrefers to the “real” concept behind a mention
a large corpus and use it to suppabust reading - en- and can be viewed as a unique identifier to a real-world
abling “on the fly” identification and tracing of entities. object. Examples might be the person “John F. Kennedy”
This work presents the first study of our proposedvho became a president, “White House” — the residence
model and several relaxations of it. Given a collection 0bf the US presidents, etd denotes the collection of all
documents we learn the models in an unsupervised wayossible entities in the world anfl’ = {¢?}\" is the set
that is, the system is not told during training whether twaf entities mentioned in documetit M denotes the col-
mentions represent the same entity. We only assume thation of all possible mentions ant/¢ = {mf}?d is
ability to recognize names, using a named entity recoghe set of mentions in documedt M2 (1 < i < [9) is
nizer run as a preprocessor. We define several inferenagg set of mentions that refer to entity € £<. For en-
that correspond to the solutions we seek, and evaluate tfig “John F. Kennedy”, the corresponding set of mentions
models by performing these inferences against a large a document may contain “Kennedy”, “J. F. Kennedy”
corpus we annotated. Our experimental results suggesgid “President Kennedy”. Among all mentions of an en-
that the entity identity problem can be solved accuratelyity ¢¢ in documentd we distinguish the one occurring
giving accuracies(;) close t090%, depending on the first, r¢ € M¢, as therepresentativeof ef. In practice,
specific task, as opposed&0% given by state of the art ¢ is usually the longest mention ef in the document
ad-hoc approaches. as well, and other mentions are variations of it. Repre-

Previous work in the context of question answeringentatives are viewed as a typical representation of an
has not addressed this problem. Several works in NL@ntity mentioned in a specific time and place. For ex-
and Databases, though, have addressed some aspectaraple, “President J.F.Kennedy” and “Congressman John
it. From the natural language perspective, there hasennedy” may be representatives of “John F. Kennedy”
been a lot of work on the related problem of coreferin different documents.R denotes thedcollection of all
ence resolution (Soon et al., 2001; Ng and Cardie, 20080ssible representatives aid = {r{}}" € M?is the
Kehler, 2002) - which aims at linking occurrences ofset of representatives in documenfThis way, each doc-
noun phrases and pronouns within a document based gfent is represented as the collection of its entities, rep-
their appearance and local context. (Charniak, 200I§sentatives and mentiors= {E¢, R?, M?}.
presents a solution to the problem of name structure Elementsinthe name spadé = FURUM each have
recognition by incorporating coreference information. Iren identifying writing (denoted asrt(n) for n € W)*
the context of databases, several works have looked at thgd an ordered list of attributes} = {a1,...,a,},
problem of record linkage - recognizing duplicate recordwhich depends on the entity type. Attributes used in the
in a database (Cohen and Richman, 2002; Hernandez agitirent evaluation include bothternal attributes, such
Stolfo, 1995; Bilenko and Mooney, 2003). Specifically,as, forPeople {title, firsthame, middlename, lastname,
(Pasula et al., 2002) considers the problem of identity urgende} as well azontextuahttributes such aftime, lo-
certainty in the context of citation matching and suggestation, proper-namgs Proper-namesefer to a list of
a probabilistic model for that. Some of very few worksproper names that occur around the mention in the doc-
we are aware of that works directly with text data andiment. All attributes are of string value and the values
across documents, are (Bagga and Baldwin, 1998; Marseuld be missing or unknowin
and Yarowsky, 2003), which consider one aspect of the The fundamental problem we address in robust read-
problem — that of distinguishing occurrencesdentical ing is to decide what entities are mentioned in a given
names in different documents, and onlypafople document (given the observed 2ét') and what the most

The rest of this paper is organized as follows: We forlikely assignment of entity to each mention is.
malize the “robust reading” problem in Sec. 2. Sec. 3
describes a generative view of documents’ creation ar A Model of Document Generation
three practical probabilistic models designed based on it,
and discusses inference in these models. Sec. 4 illustral¥§ define a probability distribution over documerits-
how to learn these models in an unsupervised setting, ané®> ¢, M}, by describing how documents are being

Sec. 5 describes the experimental study. Sec. 6 concludggnerated. In its most general form the model has the
following three components:

2 Robust Reading (1) A joint probability distributionP(E4) that governs
We consider reading a collection of documetiis = T IThe observed writing of tion is its identify it

: : _ € observea writing or a mention Is Its iaentrying writing.
{_dl’d23 .-, dm}, €ach of which may contalnnerj For entities, it is a standard representation of them, i.e. the full
tions (i.e. real occurrences) ofl'| types of enti-  hame of a person.
ties In the current evaluation we considédr = 2Contextual attributes are not part of the current evaluation,

{Person, Location, Organization}. and will be evaluated in the next step of this work.



House of Ed = argma-rE’gEP(Ed,Rd‘Z\/ld,e) (1)
e = argmarpcpP(EY, R, MY0),  (2)

wheref is the learned model’s parameters. This gives the
assignment of the most likely entigy,, for m.

House of
Representatives

Rd 3.1 Relaxations of the Model

Kennedy . . . .
In order to simplify model estimation and to evaluate

House of
Representatives

Mmd some assumptions, several relaxations are made to form
three simpler probabilistic models.
Moo 5 : :
Model I: (the simplest model) The key relaxation here
H{ President Kennedy, Kennedy, JFK} _____ . {House of Representatives, The House}, is in losing the notion of an “author” — rather than first
choosing a representative for each document, mentions
Figure 1: Generating a document are generated independently and directly given an entity.

That is, an entity; is selected fronE according to the
how entities (of different types) are distributed into a docprior probability P(e;); then its actual mentiom; is se-
ument and reflects their co-occurrence dependencies. |ected according td®(m;|e;). Also, an entity is selected

(2) The number of entities in a documenize(E?), into a document independently of other entities. In this
and the number of mentions of each entity B, way, the probability of the whole document set can be
size(M¢), need to be decided. The current evaluatiogomputed simply as follows:
makes the simplifying assumption that these numbers are n
determined uniformly over a small plausible range. P(D) = P({(ei,ms)}ie1) = H P(es)P(miles),

(3) Theappearance probabilitypf a name generated i=1
(transformed) from its representative is modelled as @nd the inference problem for the most likely entity given
product distribution over relational transformations of at” IS:
tribute values. This model captures the similarity be—e; — argmazees Plelm, 0) = argmazecs P(e) P(mle).
tween appearances of two names. In the current eval- A3)
uation the same appearance model is used to calculatevodel I1: (more expressive) The major relaxation
both the probabilityP(r|e) that generates a representamade here is in assuming a simple model of choos-
tive r given an entitye and the probability”(m|r) that ing entities to appear in documents. Thus, in order to
generates a mention given a representative Attribute  generate a document, after we decidesize(E%) and
transformations are relational, in the sense that the dig$y;jze(M ¢, size(Mg),. ..} according to uniform distri-
tribution is over transformation types and independent Gutions, each entity? is selected intal independently
the specific names. of others according t@(e?). Next, the representativel

Given these, a documentis assumed to be gener-for each entitye? is selected according t8(r¢|e?) and
ated as follows (see Fig. 1): A set sfze(E“) entities  for each representative the actual mentions are selected
E? C Eis selected to appear in a documentccord-  jndependently according B(m¢|r¢). Here, we have in-
ing to P(E?). For each entity{ € E, a representative dividual documents along with representatives, and the
r{ € Ris chosen according tB(r{'|e{), generating?’.  distribution over documents is:

Then mentions\/¢ of an entity are generated from each

representativey € R? — each mentionn{ € M is Py = P R M%) — pEh PRI EY PO RY

independently transformed fron§ according to the ap- |54

pearance probability’(md|rd). Assuming conditional ~ Il tpehpeiedn TIPS

independency betweeW ¢ and E¢ given R?, the proba- - RENEE

bility distribution over documents is therefore after we ignore the size components (they do not influ-
P(d) = P(E%, R, M%) = P(E*)P(RY| EYP(M?|RY), ence inferences). The inference problem here is the same

asin Equ. (2).
and the probability of the document collectibnis: Model lll: This model performs the least relaxation.
P(D) = H P(d). After deciding size(E?) according to a uniform distri-
deD bution, instead of assuming independency among enti-

Given a mentionn in a document! (M¢ is the set of ties which does not hold in reality (For example, “Gore”
observed mentions id), the key inference problem is to and “George. W. Bush” occur together frequently, but
determine the most likely entity’, that corresponds to “Gore” and “Steve. Bush” do not), we select entities us-
it. This is done by computing: ing a graph based algorithm: entities i are viewed



as nodes in a weighted directed graph with edges) Entities E

labelledP(e,le;) representing the probability that en o= GeogeBush 2= GeorgeW.Bush €= Steve Bush

e; is chosen into a document that contains entjtyWe ) )
distribute entities td=“ via a random walk on this gra
starting frome{ with a prior probability P(e). Repre /
sentatives and mentions are generated in the sam
as in Model II. Therefore, a more general model fo dr B 1=Predident d2 Mrzz/ o
distribution over documents is: Bush Bu
m2=Bush

B4 m3=J. Quayle el

P(d) ~ P(ef)P(r{|e$) H2 (P(efled_DPEdlehIx [ PmiIrd

d
9

(r;i,m

The inference problem is the same as in Equ. (2). .
! P ! in Equ. (2) Figure 2: An conceptual example. The arrows represent

3.2 Inference Algorithms the correct assignment of entities to mentiong.r, are

The fundamental problem in robust reading can be solve§ presentatives.

as inference with the models: given a mentionseek the O(IM4J2 + |EJ? « | MY)). The|E|? component can be

most likely entitye € E for m according to Equ. (3) for ‘""" A : . i
Model | or Equ. (2) for Model Il and lll. Instead of all smphﬂed by f|lter|ng oytunhkely entltltlas.for.arepresen
tative according to their appearance similarity.

entities in the real worldF' can be viewed without loss
as the set of entities in a closed document collection that3 piscussion
we use to train the model parameters and it is known aft

training. The inference algorithm for Model | (with time gesmes different assumptions, some fundamental differ-

complexity O(|E|)) is simple and direct: just compute :ar;ﬁes i);il;stlnflnfarerr:tci:er\]/vilthdthte mgeljs asr:/]velll.t I? I\i/lnoddel
P(e,m) for each candidate entitye E and then choose € entity of a mention IS determined compretely inde-
oendently of other mentions, while in Model II, it relies

the one with the highest value. Due to exponential nunPn ther mentions in th me document for clusterin
ber of possible assignments BF, R? to M? in Model 2" Other mentions € same document for clustenng.

Il and IlI, precise inference is infeasible and approximat%g g/lol(z)(it;la:ll l(’jét ':nr;%tnocm%\ilra;i?it§230t$ﬁ;mgms 23:1
algorithms are therefore designed: 9 P y ' 9

In Model II, we adopt a two-step algorithm: First, Weceptual example illustrates those differences as in Fig. 2.

seek the representativé¥ for the mentions\/¢ indocu- Example 3.1 Given £ = {George Bush, George W. Bush,
mentd by sequentially clustering the mentions accordingteVe Bush documentsiy, d» and 5 mentions in them, and

" L uppose the prior probability of entity “George W. Bush” is
to the appearance model. The first mention in each grOLH?gher than those of the other two entities, the entity assign-

is chosen as the representative. Specifically, when cofrents to the five mentions in the models could be as follows:
sidering a mentionn € M9, P(m|r) is computed for For Model |, mentions(e1) = ¢, mentions(es) =
each representativethat have already been created and 1, m2,ms} and mentions(es) = {ma}. The result is
afixed threshold is then used to decide whether to creat&@used by the fact that a mention tends to be assigned to the
. . entity with higher prior probability when the appearance simi-
new group form or to add it to one of the existing groups larity is not distinctive.
with thellargestP(m'|r). ln the se(?ond Step! each '€P-  For Model Il, mentions(e1) = ¢, mentions(ez) =
resentativer! € RY is assigned to its most likely entity {m,,ms} and mentions(es) = {ma,ms}. Local depen-
according tee* = argmax.cgP(e) * P(r|e). Thisalgo- dency (appearance similarity) between mentions inside each
rithm has a time complexity @ ((|A<| + |E|) * | M4)). document enforces the constraint that they should refer to the

Model Il has a similar algorithm as Model Il. The Sar;frfﬂnég)éll:ﬁenit%ifféh)a_”?ﬂ?“f:: }Idbzﬁ@entions(e )

only difference is that we need to consider the global ¢ ientions(e;) — {m4jm;}_ With the help of g|02ba|
dependency between entities. Thus in the second stefgpendency between entities, for example, “George Bush” and
instead of seeking an entity for each representative  “J.- Quayle”, an entity can be distinguished from another one
separately, we determine a set of entitiéé for R4 in ~ With a similar writing.

a Hidden Markov Model wlth entities _nE as hldc_ig_n 34 Other Tasks

states andR? as observations. The prior probabilities, )

the transitive probabilities and the observation probabiQther aspects of “Robust Reading” can be solved based
ities are given byP(e), P(ejle;) and P(r|e) respec- ‘én t_helgbov_e 'f_‘fgrence problem. 4 J

el Hetc we seok fhe most kel sequence of niE Y ety - Chven o mentonsr, €y <y
ties given those representatives in their appearing order

using the Viterbi algorithm. The total time complexity ismq ~ me <= argmazeccgP(e,m1) = argmazec s P(e, m2)



for Model | and

mi ~ mo <= argmaxeeEP(Edl,Rdl,Mdl) =

m’gma:vcgEP(Ed2 JR%, Md2).

for Model Il and IlI.
Name Expansion Given a mentiorm? in a queryg,
decide whether mentiom in the document collectio®

is a ‘legal’ expansion ofn?:
m? —m < eq=argmarecgP(E?, R, M7)

& m € mentions(ex).

Here it's assumed that we already know the possibl

mentions ofex after training the models with D.
Prominence Given a name: € W, the most promi-
nent entity forn is given by (P(e) is given by the prior
distribution P and P(n|e) is given by the appearance
model.):
e* = argmaz.cgP(e)P(nle).

4 Learning the Models

The algorithm for Model | is similar to the above one,
but much simpler in the sense that it does not have the no-
tions of documents and representatives. So in the E-step
we only seek the most likely entity for each mention
m € D, and this simplifies the parameter estimation in
the M-step accordingly. It usually tak8s- 10 iterations
before the algorithms stop in our experiments.

4.2

The purpose of the initial step is to acquire an initial guess
%f document structures and the set of entities E in a closed
collection of document®. The hope is to find all entities
without loss so duplicate entities are allowed. For all the
models, we use the same algorithm:

A local clustering is performed to group mentions in-
side each document: simple heuristics are applied to cal-
culating the similarity between mentions; and pairs of
mentions with similarity above a threshold are then clus-
tered together. The first mention in each group is chosen
as the representative (only in Model Il and Ill) and an

Initialization

Confined by the labor of annotating data, we learn th&ntity having the same writing with the representative is

probabilistic models in an unsupervised way given a cofréated for each chst’er For all the models, the set of
lection of documents; that is, the system is not told duréntities created in different documents become the global

ing training whether two mentions represent the same eRNtity SetE in the following M- and E-steps.

tity. A greedy search algorithm modified after the stan

dard EM algorithm (We call it Truncated EM algorithm)
is adopted here to avoid complex computation.
Given a set of documentsd to be studied and the ob-

4.3 Estimating the Model Parameters

In the learning process, assuming documents have al-
ready been annotatdd = {(e, r, m)}} from previous I-

served mentions/? in each document, this algorithm or E-step, several underlying probability distributions of
iteratively updates the model parametdseveral under- the relaxed models are estimated by maximum likelihood
lying probabilistic distributions described before) and theestimation in each M-step. The model parameters include

structure (that isE¢ and R?) of each document d. Dif-

a set of prior probabilities for entitieBg, a set of tran-

ferent from the standard EM algorithm, in the E-step, isitive probabilities for entity pairé$’zz (only in Model

seeks the most likelfg? andR¢ for each document rather
than the expected assignment.

4.1 Truncated EM Algorithm

The basic framework of the Truncated EM algorithm tomention pairg{ (e;, m;)}7

learn Model Il and Il is as follows:

1. Inthe initial (I-) step, an initial B¢, RY) is assigned
to each documend by an initialization algorithm|
After this step, we can assume that the documents
are annotated witly = {(EJ, R3, M?)}.

. In the M-step, we seek the model paraméter
that maximizesP(D;|0). Given the “labels” supt
plied in the previous I- or E-step, this amounts to the
maximum likelihood estimation. (to be described in
Sec. 4.3).

. In the E-step, we seekBf,, R{,,) for each
documentd that maximizesP(Dy41|0¢+1) where
Di1 = {(Ef 1, RE ., M?)}. It's the same infert
ence problem as in Sec. 3.2.

. Stopping Criterion: If no increase is achieved aver
P(D¢|0:), the algorithm exits. Otherwise the aldo-
rithm will iterate over the M-step and E-step.

1) and the appearance probabiliti€%, ;- of each name
in the name space W being transformed from another.
The prior distributionPg is modelled as a multi-
nomial distribution. Given a set of labelled entity-

17
_ frea(e)
Pe) = .
wherefreq(e) denotes the number of pairs containing
entity e.
e Given all the entities appearing i, the transitive
probability P(ele) is estimated by

OC# wrt(ez), wrt(ey
P(ezler) ~ P(wrt(e2)|wrt(er)) = a d(oc#t((wgt’(el)t)( :

Here, the conditional probability between two real-
world entities P(ez|e;) is backed off to the one be-
tween the identifying writings of the two entities
P(wrt(ez)|wrt(e1)) in the document seD to avoid

3Note that the performance of the initialization algorithm is
97.3% precision and 0.1% recall (measures are defined later.)



sparsity problem. doc” (wy,ws, ...) denotes the num- 2002). The documents were annotated by a named entity
ber of documents having the co-occurrence of writinggagger for People, Locations and Organizations. The an-
Wy, Wa, .... notation was then corrected and each name mention was
e Appearance probability, the probability of onelabelled with its corresponding entity by two annotators.
name being transformed from another, denoted ds total, about8, 000 mentions of named entities which
P(ng|n1) (n1,n2 € W), is modelled as a product correspond to abou, 000 entities were labelled. The
of the transformation probabilities over attribute val-training process gets to see only @& documents and
ues®. The transformation probability for each attributeextracts attribute values for each mention. No supervision
is further modelled as a multi-nomial distribution overis supplied. These records are used to learn the proba-
a set of predetermined transformation typeBZI" = bilistic models.
{copy, missing, typical, non — typical }°. In the 64 million possible mention pairs, most are triv-
Supposenr; = (a1 = vi,a2 = v2,...,ap = vp) and ial non-matching one — the appearances of the two men-
ng = (a1 = v, a2 = vy,...,a, = v,) are two names be- tions are very different. Therefore, direct evaluation over
longing to the same entity type, the transformation proball those pairs always get almos?0% accuracy in our
abilities Py |z, Prjp and Py g, are all modelled as a experiments. To avoid this, only the30, 000 pairs of
product distribution (naive Bayes) over attributes: matching mentions that correspond to the same entity are
P(naln) = T2 _, P(vj|og). used to evaluate the performance of the models. Since
the probabilistic models are learned in an unsupervised
We manually collected typical and non-typical transsetting, testing can be viewed simply as the evaluation of
formations for attributes such attles, first names the learned model, and is thus done on the same data. The
last names organizationsand locations from multiple same setting was used for all models and all comparison
sources such as U.S. government census and online dierformed (see below).
tionaries. For other attributes likgender only copy To evaluate the performance, we pair two mentions
transformation is allowed. The maximum likelihood es-ff the learned model determined that they correspond
timation of the transformation probabiliti’(¢,k) (¢t € to the same entity. The list of predicted pairs is then
TT,a;, € A) from annotated representative-mentiorcompared with the annotated pairs. We measure Preci-
pairs{(r,m)}7 is: sion (P) — Percentage of correctly predicted pairs, Recall
P _ freq(r,m) : v =y vy (R) — Percentage of correct pairs that were predicted, and
(t,k) = 4) _ 92PR
n F1 = m
v —; v™ denotes the transformation from attriouteComparisons: The appearance model induces a “simi-
ax of r to that ofm is of typet. Simple smoothing is larity” measure between names, which is estimated dur-

performed here for unseen transformations. ing the training process. In order to understand whether
the behavior of the generative model is dominated by
5 Experimental Study the quality of the induced pairwise similarity or by the

global aspects (for example, inference with the aid of

Our experimental study focuses on (1) evaluating thg,e document structure), we (1) replace this measure by
three models on identifying .three entity types (P€0gyq other “local” similarity measures, and (2) compare
ple, Locations, Organization); (2) comparing our in-hree possible decision mechanisms — pairwise classifica-
duced similarity measure between names (the appearan, straightforward clustering over local similarity, and
model) with other similarity measures; (3) evaluating the,,r giobal model. To obtain the similarity required by
contribution of the global nature of our model, and fi-painyise classification and clustering, we use this for-
naIIy,.(4) evaluatllng our models on name expansion ang i3 sima(n1,ns) = P(ni|ny) to convert the appear-
prominence ranking. ance probability described in Sec. 4.3 to it.
5.1 Methodology The fir_st similarity measure we use is a sim-
ple baseline approach: two names are similar iff
they have identical writings (that issimg(ny,ne) =
1if ny,ng are identical or 0 otherwise). The second
“The appearance probability can be modelled differently b@Nne€ is a state-of-art similarity measwen(ni,n2) €
using other string similarity between names. We will comparé0, 1] for entity names (SoftTFIDF with Jaro-Winkler dis-
the model described here with some other non-learning similaance and) = 0.9); it was ranked the best measure in a
ity metrics later. o recent study (Cohen et al., 2003).
copydenotes;, is exactly the same as;; missingdenotes Pairwi lassification is d b ifing t
“missing value” forv}; typical denotess}, is a typical variation ~_ + AIf'WIS€ classification IS done by pairing two men-
of vy, for example, “Prof.” for “Professor”, “Andy” for “An-  tions iff the similarity between them is above a fixed
drew”; non-typical denotes a non-typical transformation. threshold. ForClustering, a graph-based clustering al-

We randomly selected00 documents from 1998-2000
New York Times articles in the TREC corpus (Moorhees



AlI(P/L/O) Identity SoftTFIDF Appearance

— Entity Type Mod| InDoc InterDoc All
Pairwise | 70.7 (64.7/64.1/83.7)| 82.1(79.9/77.3/89.5)| 81.5 (83.6/70.9/90.7) 1 (%) (%) RO6) | P) | F1(%)
Clustering 70.7 (64.7/64.1/83.7)| 79.8 (70.6/76.7/91.0)| 79.6 (70.9/76.1/91.0) AllEntities B 86.0 688 585 855 70.7
Model Il 70.7 (64.7/64.1/83.7)| 82.5(79.8/77.4/90.2)| 89.0(92.7/81.9/92.9) D 86:5 78:9 66:4 95:8 79:8
| 96.3 85.0 79.0 94.1 86.2
Table 1: Comparison of different decision levels and sim- N o el Bl ol e
ilarity measures. Three similarity measures are evaluated [Feopie B 824 59.0 285 | 863 | 647
(rows) across three decision levels (columns). Performance is :3 ggg gz; ggg gig ;32
evaluated by the valuz_as over the whole test set. The first " 06.4 017 040 | ois 027
number averages all entity types; numbers in parentheses repre; I[ 96.4 88.9 898 | 913 905
H H H i Location B 88.8 63.0 54.8 75.0 64.1
sent People, Location and Organization respectively. 5 oa 70 | o13 | oo | 767
| 92.9 78.9 70.9 89.1 79.5
1l 93.8 81.4 76.2 88.1 81.9
. . . Il 93.8 82.8 76.0 | 91.2 83.3
gorithm is used. Two nodes in the graph are connected [ Organization| B 953 828 | 726 | 964 | 837
. . . . . . D 95.8 90.7 83.9 98.9 91.1
if the similarity between the corresponding mentions is | 98.8 o18 | 865 | 985 | o923
H H 1l 98.5 92,5 88.6 97.5 92.9
above a threshold. In evaluation, any two mentions be- i e 030 | see | one | osa

longing to the same connected component are paired the
same way as we did in Sec. 5.1 and all those pairs are théable 2: Performance of different approaches over all test

compared with the annotated pairs to calculate Precisiogxamples. B, D, |, Il and IIl denote the baseline model, the
Recall andF? . SoftTFIDF similarity model with clustering, and the three prob-

. . bilistic models. We distinguish between pairs of mentions that
Finally, we evaluate the baseline and the SOﬁTFlD'gre inside the same documehtoc, 15% of the pairs) or not

measure in the context of Model I, where the appeafinterDod).

ance model is replaced. We found that the probabil-

s : P f h f P ilari IExample 5.1 “Sherman Williams” is mentioned along with
ities directly converted from t .e SoftTFIDF similarity the baseball team “Dallas Cowboys” in 8 out of 300 documents,
bleu_haVe( bad)ly so we adopt this formuld(ni[n2) =  while “Jeff Williams” is mentioned along with “LA Dodgers”

¢ 1 instead to acquird®(n|n2) needed by in two documents.

Model Il. Those probabilities are fixed as we estimate " &ll models but Model 111, *Jeff Williams” is judged to cor-
other model parameters in training respond to the same entity as “Sherman Williams” since their

appearances are similar and the prior probability of the latter is
| higher than the former. Only Model Ill, due to the co-occurring
5.2 Results dependency between “Jeff Williams” and “Dodgers”, identi-

The bottom line resultis given in Tab. 1. All the similarity fies it as corresponding to an entity different from “Sherman
measures are compared in the context of the three leveldliams”
of decisions — local decision (pairwise), clustering and While this shows that Model Ill achieves better preci-
our probabilistic model 1l. Only the best results in thesion, the recall may go down. The reason is that global
experiments, achieved by trying different thresholds irlependencies among entities enforces restrictions over
pairwise classification and clustering, are shown. possible grouping of similar mentions; in addition, with
The behavior across rows indicates that, locally, oua limited document set, estimating this global depen-
unsupervised learning based appearance model is abdency is inaccurate, especially when the entities them-
the same as the state-of-the-art Soft TFIDF similarity. Theelves need to be found when training the model.
behavior across columns, though, shows the contribidard Cases:To analyze the experimental results further,
tion of the global model, and that the local appearancee evaluated separately two types of harder cases of the
model behaves better with it than a fixed similarity meaentity identity task: (1) mentions witbifferentwritings
sure does. A second observation is that the Location athat refer to the same entity; and (2) mentions vsim-
pearance model is not as good as the one for People aitatt writings that refer to different entities. Model Il and
Organization, probably due to the attribute transformaH| outperform other models in those two cases as well.
tion types chosen. Tab. 3 presents’ performance of different approaches
Tab. 2 presents a more detailed evaluation of the diffein the first case. The best value is only73.1%, indicat-
ent approaches on the entity identity task. All the threeng that appearance similarity and global dependency are
probabilistic models outperform the discriminatory ap-not sufficient to solve this problem when the writings are
proaches in this experiment, an indication of the effecvery different. Tab. 4 shows the performance of differ-
tiveness of the generative model. ent approaches for disambiguatisignilar writings that
We note that although Model Il is more expressivecorrespond to different entities.
and reasonable than model Il, it does not always perform Both these cases exhibit the difficulty of the problem,
better. Indeed, the global dependency among entities @and that our approach provides a significant improvement
Model Il achieves two-folded outcomes: it achieves betever the state of the art similarity measure — column
ter precision, but may degrade the recall. The followings. column Il in Tab. 4. It also shows that it is necessary
example, taken from the corpus, illustrates the advantage use contextual attributes of the names, which are not
of this model. yet included in this evaluation.



Model D | 1l 1]

B 1 H ” H H
Peop 0779 79z 860 825 names are sprinkled into them, taking into account de-
(L;; 8 gg;‘ ggé gfg gig pendencies between entities across types and an “author”
Al | o | 633 | e84 | 731 | 725 model. Several relaxations of this model were developed

and studied experimentally, and compared with a state-

Table 3: Identifying different writings of the same entity ¢ the_art discriminative model that does not take a global

(F1). We filter out identical writings and report only on cases . Th . t hibit . It d
of differentwritings of the same entity. The test set containg/'€W: € expenments exnibit encouraging results an

46, 376 matching pairs (but in different writings) in the whole the advantages of our model.

data set. This work is a preliminary exploration of the robust
S . : . . reading problem. There are several critical issues that our
odel . . . . .
Peop | 752 | 83.0 | 608 | 89.7 | 880 model can support, but were not included in this prelimi-
Loc 86.5 80.7 80.0 90.3 90.3 H H H H
o | 800 | 8o | 710 | 931 | 926 nary evaluation. Some Qf the issues _that will be included
Al | 787 | 789 | 681 | 907 | 897 in future steps are: (1) integration with more contextual

Table 4: Identifying similar writings of different information (like time and place) related to the target enti-

entities(F1). The test set contain39, 837 pairs of mentions ties, both to support a better model and to allow temporal

that associated with different entities in th&0 documents and tracing of entities; (2) studying an incremental approach
have at least one token in common. of training the model; that is, when a new document is

observed, coming, how to update existing model param-
ters ? integration of this work with other ts of
53 Other Tasks eters ? (3) integration o S wo other aspects o

' _ general coreference resolution (e.g., other terms like pro-

In the following experiments, we evaluate the generanouns that refer to an entity) and named entity recognition

tive model on other tasks related to robust reading. Wevhich we now take as given); and (4) scalability issues
present results only for Model Il, the best one in previoug, applying the system to large corpora.

experiments.

Name Expansion:Given a mentionn in a query, we find Acknowledgments

the most likely entitye € E for m using the inference al- This research is supported by NSF grants ITR-IIS-
gorithm as described in Sec. 3.2. All uniqgue mentions af085836, ITR-11S-0085980 and 11S-9984168 and an
the entity in the documents are output as the expansio@NR MURI Award.

of m. The accuracy for a given mention is defined as the

percentage of correct expansions output by the syste

The average accuracy of name expansion of Model Il i eferences

shown in Tab. 5. Here is an example: A. Bagga and B. Baldwin. 1998. Entity-based cross-document
Query: Who isGore? coreferencing using the vector space modelAGL
Expansions Vice President Al Gore, Al Gore, Gore M. Bilenko and R. Mooney. 2003. Adaptive duplicate detection

Prominence Ranking: We refer to Example 3.1 and use _ USing leamable string similarity measures KIpD.

. . I E. Charniak. 2001. Unsupervised learning of name structure
it to exemplify quantitatively how our system supports™ o " c o datal. INAACL

prominence ranking. Given a query namethe ranking v, cohen and J. Richman. 2002. Learning to match and clus-

of the entities with regard to the value 8fe) * P(n|e) ter large high-dimensional data sets for data integration. In
(shown in brackets) by Model Il is as follows. KDD.
Input: George Bush W. Cohen, P. Ravikumar, and S. Fienberg. 2003. A comparison
1. George Bush (0.0448) 2. George W. Bush (0.0058) of string metrics for name-matching tasks. Il\iveb Work-
Input: Bush shop 2003
1. George W. Bush (0.0047) 2. George Bush (0.0015) M. Hernandez and S. Stolfo. 1995. The merge/purge problem
3. Steve Bush (0.0002) for large databases. BIGMOD
A. Kehler. 2002. Coherence, Reference, and the Theory of
6 Conclusion and Future Work Grammar CSLI Publications.

G. Mann and D. Yarowsky. 2003. Unsupervised personal name
This paper presents an unsupervised learning approach tglisambiguation. IfCoNLL _ _ _
several aspects of the “robust reading” problem — cros¥: Ng and C. Cardie. 2003. Improving machine learning ap-

) R - - proaches to coreference resolution AGL.
document identification and tracing of ambiguous names, "o.ciia B. Marthi. B. Milch. S. Russell. and | Shpitser

We developed a model that describes the natural gen-,002. |dentity uncertainty and citation matching.NiPS
eration process of a document and the process of how. Soon, H. Ng, and D. Lim. 2001. A machine learning ap-
proach to coreference resolution of noun phragasmputa-
[ Entity Type [ People [ Location [ Organization | tional Linguistics (Special Issue on Computational Anaphora
[Acoracy®®) | 906 ] 100 [ 100 | Resolution) 27:521-544.
E. Voorhees. 2002. Overview of the TREC-2002 question an-
swering track. IrProceedings of TRE(Qages 115-123.

Table 5:Accuracy of name expansionAccuracy is averaged
over30 randomly chosen queries for each entity type.



