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Université de Nantes, 44322 Nantes Cedex 3, France
{Amir.Hazem,Basma.Boussaha,Nicolas.Hernandez}@univ-nantes.fr

Abstract
Community Question Answering (CQA) websites have become a very popular and useful source of information, which helps users to
find out answers to their corresponding questions. On one hand, if a user’s question does not exist in the forum, a new post is created so
that other users can contribute and provide answers or comments. On the other hand, if similar or related questions already exist in the
forum, the system should be able to detect them and redirect the user towards the corresponding threads. This procedure of detecting
similar questions is also known as question-to-question similarity task in the NLP research community. Once the correct posts have
been detected, it is important to provide the correct answer since some posts can contain tens or hundreds of answers/comments which
make the user’s research more difficult. This procedure is also known as the question-answering similarity task. In this paper, we
address both tasks and aim at providing the first framework on the evaluation of similar questions and question-answering detection on a
multi-domain corpora. For that purpose, we use the community question answering forum Stack-Exchange to extract posts and pairs of
questions and answers from multiple domains. We evaluate two baseline approaches over 19 domains and provide preliminary results
on multiple annotated question-answering datasets to deal with question-answering similarity task.
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1. Introduction
The increasing popularity of question answering websites
has led to the emergence of a new area of research called
community question answering, which has to deal with two
distinct but complementary tasks. The first task, called
question-to-question similarity, has to provide related ques-
tions to a given original question. The identification of
similar question pairs aims at preventing duplicate posts in
the forums and to redirect users towards posts that might
contain an appropriate answer. The second task, called
question-answering similarity, aims at providing a correct
answer to a given original question. If several users con-
tribute to a given post, it is important to automatically ex-
tract the correct answers among tens or hundreds of an-
swers since a manual exploration becomes hard to achieve.
These tasks offer a key challenge while they have to deal
with textual similarity not only in terms of lexical similarity
but also in terms of reformulation, paraphrasing, duplicates
and near duplicates, textual entailment, semantics, etc.
Over the past years, there have been several studies on com-
munity question answering (Qiu and Huang, 2015; Filice
et al., 2016; Barrón-Cedeño et al., 2016; Franco-Salvador
et al., 2016; Nakov et al., 2016; Nakov et al., 2017; Pa-
tra, 2017), etc. Most of them addressed this task through
specific datasets such as the programming Q&A website
Stackoverflow 1, Quora dataset for duplicate extraction 2,
Yahoo!Answers dataset (Qiu and Huang, 2015), Qatar liv-
ing corpus via SemEval shared task 3, etc. Also, in most
of the evaluations, the candidates of a given question are
often limited in number (around 10 per question). For in-

1https://stackoverflow.com/
2https://data.quora.com/

First-Quora-Dataset-Release-Question-Pairs
3http://alt.qcri.org/semeval2017/task3/

stance, in the Qatar Living corpus of SemEval which has
to deal with expatriates questions, the question-to-question
similarity task consists of reranking 10 related questions
given an original question, while the question answering
similarity task consists of reranking 10 answers given an
original question. If these two tasks on the Qatar Living
corpus are interesting to address, the evaluation procedure
is not realistic while we have to deal with only 10 candi-
dates for each question. In a real scenario, if a new ques-
tion is posted in a forum, the system should compare this
question to all the questions that have been already posted.
The aim of this paper is to provide multi-domain datasets
with a more realistic evaluation workflow since the candi-
dates are not limited in number but concerns the entire set
of the forum questions. Hence, based on StackExchange
datasets, we provide 19 corpora of several domains rang-
ing from politics, economics, history, philosophy to mu-
sic, sport, travel, cooking, etc. We evaluate two baselines
on the question-to-question and question-answering simi-
larity tasks. The first baseline is a sentence similarity ap-
proach based on word embeddings (SentEmb) and the
second approach (MappSent) is a textual similarity ap-
proach based on a mapping matrix. Recently, MappSent
approach (Hazem et al., 2017) obtained better results than
the winner system of 2016 and 2017 SemEval sharedtask
editions on the question-to-question similarity task. By pro-
viding a large coverage of datasets and a more realistic eval-
uation procedure, we hope that this work serves as a cor-
nerstone for future evaluations on question-to-question and
question-answering similarity tasks. On the short term, we
also aim at enriching the framework with the entire Stack-
Exchange datasets which consists of about 180 corpora.

The remainder of this paper is organized as follows. Sec-
tion 2. describes the different linguistic resources used in
our experiments. Section 3. describes the state of art ap-
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proaches. The experimental setup and the obtained results
are respectively presented in Sections 4. and 5. Section 6.
discusses the approaches behaviour and their obtained re-
sults and finally, Section 7. concludes this work.

2. StackExchange Datasets
In this section, we present the processed datasets that have
been extracted from StackExchange community question
answering resource as well as some statistics about original
and related questions.

2.1. StackExchange CQA
StackExchange is a multi-domain community question an-
swering framework which contains topics in varied fields.
Its purpose is to enable users to post questions and to an-
swer or comment4 them. A voting system is also available
and users can vote for good answers and comments. The
more votes an answer has, more likely it is to be an appro-
priate answer to a given question. To build the 19 Stack-
Exchange datasets, we based our selection on the users vot-
ing scores as well as the tag Answer provided by the meta-
data to select answers with regards to given questions. For
each question, we select the answer with the highest vot-
ing score. We made this strong hypothesis to select correct
pairs of questions and answers. If this hypothesis can natu-
rally be discussed and criticized, we did an extensive man-
ual verification and we found a strong correlation between
users score votes and correct answers. However the voting
score can be adjusted to a certain threshold that guarantees
reliable answers5. The next section gives several statistics
about the extracted datasets.

2.2. Datasets Statistics
Table 1 enumerates the 19 extracted datasets that can be
found in our git-hub repository6. The first column repre-
sents the size of the datasets in terms of number of tokens.
The second column shows the number of posts for each cor-
pus and the third column represents the number of posts of
a filtered version of each corpus. In most of the cases, the
subject field of the StackExchange resource corresponds to
a question, and the body field to an expanded version of
the question (i.e. a question closely related to the one men-
tioned in the subject field, with a context which provides
more details). We define the questions in the subject field
as the original questions and the content of the body field
as the related questions. Since in some cases the post’s
subjects contain keywords and not questions, the filtering
process aims at selecting the posts for which the subject is
a question. We ensure this requirement by only selecting
posts where the subject field contains a question mark. The
fourth and final column of the table shows the size of the
test sets in terms on number of pairs of original and related
questions and their corresponding answers.

4We didn’t consider the comments in our datasets. We let this
kind of posts for the future.

5This score depends on the topic. We fixed a minimum voting
score of 5 and discarded all posts with lower voting score.

6https://github.com/hazemAmir/
StackExchange

Corpus #token #all posts #filtered posts #test

Earth Science 221K 2.2k 1.6k 169

Expatriates 185k 2.6k 1.3k 137

Health 276k 2.9k 2.2k 223

Sports 264K 3.2k 2.3k 240

Politics 415K 3.2k 2.8k 282

Pets 373k 3.4k 2.5k 253

Economics 333k 4.1k 2.1k 210

Law 609k 5.1k 3.6k 365

History 741k 6.1k 5.2k 522

Philosophy 1.1M 7.3k 5.7k 575

Music 701k 9.1k 5.4k 544

Workplace 1.7M 12.9k 8.2k 830

Biology 1.1M 14.1k 10k 1001

Cooking 1.2M 16k 11.3k 1132

Chemistry 1.3M 18.5k 10.4k 1042

Travel 1.6M 20.6k 12.9k 1297

Physics 7.02M 87.2k 44.4k 4443

AskUbuntu 11.1M 248k 79.1k 7912

Math 28.8M 702k 168k 16820

Table 1: Size of the multi-domain datasets in terms of number of
tokens (column 1), number of posts (column 2), number of filtered
posts (column 3) and number of test questions (column 4).

The main information conveyed by Table 1 is the diversity
of the datasets in terms of topics and size. The smallest
datasets contain about 200k tokens and about 2k posts be-
fore filtering such as: Earth Science and Expatriates cor-
pora, while the largest datasets such as: Physics, Math,
AskUbuntu for instance, range from 1M to 50M tokens and
thousands of posts. The multiple characteristics of these
datasets (size, topics, etc.) may offer a better way to evalu-
ate approaches and systems performance.
Table 2 gives some statistics about the size of the origi-
nal/related questions and the answers in addition to their
ratio. The first and second columns show the mean length7

of the original and related questions while the third column
shows the mean length of the answers. Finally, the two
last columns show the mean ratio between original and
related questions8(column 4) and the ratio between original
questions and the answers (column 5). We observe that
the mean average length of the original questions is short
ranging from 11 to 16 tokens, while the mean average
length of the related questions is much larger ranging
from 123 to 246 tokens. With no surprise, the mean
average length of the answers is often much larger than the
questions and ranges from 167 to 367. We also observe that
the mean ratio is very small which shows that the related

7The number of tokens of the original question.
8The closer to 1 is the ratio, most similar are the original and

related questions in terms of number of tokens.
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Corpus #OriQ #RelQ #Ans # ratioQ # ratioA

Earth Science 12 150 323 0.13 0.05

Expatriates 15 152 228 0.15 0.07

Health 12 142 259 0.13 0.03

Sports 12 124 268 0.16 0.07

Politics 13 169 367 0.13 0.05

Pets 12 171 293 0.11 0.06

Economics 13 183 239 0.13 0.05

Law 14 193 246 0.12 0.07

History 13 163 346 0.13 0.06

Philosophy 12 237 352 0.09 0.05

Music 12 147 250 0.12 0.08

Workplace 14 246 246 0.08 0.08

Biology 11 136 282 0.13 0.04

Cooking 11 123 191 0.14 0.1

Chemistry 12 149 241 0.13 0.06

Travel 13 139 250 0.14 0.08

Physics 12 183 254 0.12 0.07

AskUbuntu 11 163 167 0.13 0.1

Math 16 197 197 0.13 0.12

Table 2: Statistics of the multi-domain datasets in terms of the
mean number of tokens of the original question (Column 1), mean
number of tokens of the related question (column 2), mean num-
ber of tokens of the answers (column 3), the mean ratio between
the original and related questions (column 4) and the mean ratio
between the original questions and the answers (column 5).

questions and answers contain much more information
than the original questions. Hereafter an example of an
original question and its related question extracted from
the pets training corpus:

Original question (Subject):
what ’s an appropriate diet for a small river turtle ?

Related question (Body):
i get my little brother a small river turtle, and i would like
to know what it eat. it’s somewhat relatively fast, longish
slim tail, seem to be energetic, but i ’m not sure what it eat.
Any idea?

Answer:
In general a turtle’s diet is comprised of 50% protein, 30%
vegetable, 10% green, and 10% fruit. The protein can even
be divided up so that it’s 25% commercial food, and 25
% fresh food. You should feed the turtle once daily since
it’s so young right now, but as it get old you can move to a
schedule of every other day. Some people even go so low
every third day; others keep feed them daily but in small
amount. It’s important to keep track of how much you’re
feeding your turtle because turtle is notorious beggar, and

you can risk get your turtle fat if you give in to it demand
too often. The rule of thumb for feed time is as much as the
turtle can eat in a 15-minute time-span, or an amount of
food that match the size of the turtle’s head and neck.

From the above example we see that the related question
contains more details about the question. We can also see
that the answer is very productive with a lot of details.
According to the statistics of Table 2, the major part of
the question pairs and question-answering pairs follow the
same schema that is: short original questions in the subject
of the post and long related questions in the body and very
long answers. In general, a manual observation of a sample
of StackExchange datasets confirms these statistics. Also,
we could see that the body of the posts contains much more
details and context comparing to the question provided in
the subject of the post. This particularity may have some
inconvenience while modeling pairs of questions. In ad-
dition, the long answers with different information can act
negatively to identify the question-answering pairs, since
questions and answers are unbalanced in terms of content.
The first contribution of this paper is to provide a set of
19 multi-domain datasets. We provide four versions of the
datasets: raw data, tokenized data, lemmatized data and
pos-tagged data. The tokenization and pos-tagging are con-
ducted using nltk9. The second contribution of this paper
is a systematic evaluation of two textual similarity-based
approaches (SentEmb and MappSent) on the 19 datasets
for question-to-question and question-answering similarity
tasks.

3. Baseline Approaches
In this Section we describe the two implemented baselines
that is: (i) the sentence embedding approach (SentEmb) and
(ii) the mapping approach (MappSent).

3.1. SentEmb
The sentence embedding approach consists of representing
each question (original or related) and each answer by an
embedding vector. The embedding vector is the sum of
the vector embedding of each word of the question or an-
swer (Mikolov et al., 2013b; Wieting et al., 2016; Arora
et al., 2017; Hazem et al., 2017). Then, to extract simi-
lar pairs of questions or pairs of questions/answers, the co-
sine similarity is computed. The related questions (in the
question-to-question similarity task) and the answers (in the
question-answering similarity task) are ranked according to
their scores regarding the original questions.
It is to note that each sentence (question or answer) is pre-
processed10. We also remove stop-words and only keep
nouns, verbs and adjectives. We also conducted experi-
ments without the POS-TAG and stop-words filtering pro-
cess but the results were lower.

3.2. MappSent
MappSent approach (Hazem et al., 2017) is an extension
of SentEmb and aims at providing a better representation

9https://github.com/nltk/nltk
10Tokenization, part-of-speech tagging and lemmatization.
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of pairs of similar sentences, paragraphs and more gener-
ally, pieces of texts of any length. A prior condition is to
have a training dataset of pairs of similar sentences. The
main idea is: given a set of similar sentences, the goal is
to build a more discriminant and representative sentence
embedding space. Word embeddings of the entire corpus
are first computed, then, each sentence is represented by an
element-wise addition of its word embedding vectors. Fi-
nally, a mapping matrix is built using the Singular Values
Decomposition (SVD) to project sentences in a new sub-
space. Similar sentences are moved closer thanks to a map-
ping matrix (Artetxe et al., 2016) learned from a training
dataset containing pairs of similar sentences. Basically, a
set of similar sentence pairs is used as seed information to
build the mapping matrix. The optimal mapping is com-
puted by minimizing the Euclidean distance between the
seed sentence pairs.
MappSent approach consists of the following steps:

1. We train a Skip-gram 11 model using Gensim toolkit12

on a lemmatized training dataset.

2. Each training and test sentence is pre-processed. We
remove stop-words and only keep nouns, verbs and ad-
jectives while computing sentence embedding vectors
and the mapping matrix. This step is not applied when
learning word embeddings (cf. Step 1).

3. For each given pre-processed sentence, we build its
embedding vector which is the element-wise addition
of its words embedding vectors (Mikolov et al., 2013a;
Wieting et al., 2016; Arora et al., 2017). Unlike Arora
et al. (2017) we did not use any weighting procedure
while computing vectors embedding sum13.

4. We build a mapping matrix where test sentences can
be projected. We adapted Artetxe et al. (2016) ap-
proach in a monolingual scenario as follows:

• To build the mapping matrix we need a mapping
dictionary which contains similar sentence pairs.

• The mapping matrix is built by learning a lin-
ear transformation which minimizes the sum of
squared Euclidean distances for the dictionary
entries and using an orthogonality constraint to
preserve the length normalization.

• While in the bilingual scenario, source words are
projected in the target space by using the bilin-
gual mapping matrix, in our case, original and
related questions/answers are both projected in a
similar subspace using the monolingual sentence
mapping matrix. This consists of our adaptation
of the bilingual mapping.

11CBOW model had also been experienced but it turned out to
give lower results while compared to the Skip-gram model.

12To ensure the comparability of our experiments, we fixed the
python hash function that is used to generate random initialization.
By doing so, we are sure to obtain the same embeddings for a
given configuration.

13We explored this direction without success.

5. Test sentences are projected in the new subspace
thanks to the mapping matrix.

6. The cosine similarity is then used to measure the sim-
ilarity between the projected test sentences.

4. Experimental Setup
To evaluate the quality of the different approaches, we use
in all the experiments the mean average precision MAP
(Manning et al., 2008).

MAP =
1

|W |

|W |∑
i=1

1

Ranki
(1)

where |W | corresponds to the size of the question-
to-question and question-answering evaluation lists, and
Ranki corresponds to the ranking of a correct ques-
tion/answer candidate i.
For word embeddings, we used as settings a window size
of 10 words, negative sampling of 5, sampling of 1e-3 and
training over 15 iterations. We applied both Skip-gram and
CBOW models14 to create vectors of dimensions of 100 and
300. We used hierarchical softmax for training the Skip-
gram model. We only report the results of the Skip-gram
model as it has shown the best results on our development
datasets.

5. Results
We present in this section the preliminary results on
the question-to-question and question-answering similarity
tasks over the 19 datasets of the two baselines SentEmb
and MappSent.
Table 3 shows the results of SentEmb and MappSent on
the question-to-question similarity task for the development
and test sets. We observe that the results vary according to
the domain and the size of the datasets. Better results are
obtained when data size is small, for instance: Earth Sci-
ence, Expatriates, etc. while results drop for large datasets
such as AskUbuntu or Math. Overall, MappSent almost al-
ways outperforms SentEmb in both the development and
test sets.
Table 4 shows the results of SentEmb and MappSent on
the question-answering similarity task for the development
and test sets. We observe that the results are much lower
than the question-to-question similarity task. This may be
an indicator about the difficulty of identifying question-
answering pairs. Also, MappSent outperforms SentEmb
with a huge gap. Regarding the results, sentEmb seems
not appropriate to question/answering pairs identification.

6. Discussion
The first purpose of this paper was to provide a more
realistic multi-topic datasets to evaluate systems perfor-
mance on textual similarity tasks. More specifically, we
targeted question-to-question and question answering sim-
ilarity tasks which represent a key challenge in community

14To train word embedding models we used the gensim toolkit
(Rehurek and Sojka, 2010).
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Corpus SentEmb MappSent

Dev Test Dev Test

Earth Science 67.7 68.2 67.4 73.1

Expatriates 65.7 68.2 68.8 71.1

Health 45.8 66.3 46.5 66.8

Sports 62.7 57.5 64.3 59.7

Politics 70.4 70.3 73.3 72.0

Pets 60.9 61.6 63.7 63.2

Economics 66.2 61.0 67.2 61.4

Law 60.7 71.1 62.1 70.8

History 51.7 60.3 52.9 62.7

Philosophy 35.9 40.8 40.3 44.6

Music 46.9 44.1 49.2 45.9

Workplace 40.4 39.6 43.1 41.5

Biology 50.0 37.4 52.8 38.9

Cooking 54.0 50.7 57.1 53.2

Chemistry 37.0 41.2 38.9 43.6

Travel 53.9 53.8 56.6 57.2

Physics 37.1 32.4 40.1 34.5

AskUbuntu 13.6 18.5 14.7 19.8

Math 6.23 5.83 6.71 6.13

Table 3: Results (MAP%) of SentEmb and MappSent on the
question-to-question similarity task using 19 Q/Q datasets.

question answering. We chose StackExchange as it offers
varied topics and also metadata annotations that allow a
better selection of posts according to users voting system.
We provide the first version of 19 raw and pre-processed
datasets of various topics. These datasets will be gradually
extended and enriched in the near future to provide the 180
datasets contained in StackExchange.

The second purpose of this paper was to evaluate two base-
lines to have an overview of their performance over the
multi-topic framework. We could see that the performance
depends on the size of the datasets and on the topics. Also,
according to the results, the question-answering similar-
ity task seems to be more difficult than the question-to-
question similarity task. We could see that a simple cosine
similarity between embedding vectors of questions and an-
swers (SentEmb approach) is not appropriate for the ques-
tion answering task. This might be obvious while answers
does not contain only lexical similarities with there corre-
sponding questions. However, using a mapping matrix to
learn embedding regularities has shown interesting results
(MappSent approach). Even if we can’t state that MappSent
captures rhetorical and dependency relations between ques-
tion answering pairs, it seems that it captures types of rela-
tions that allow a better performance.

Corpus SentEmb MappSent

Dev Test Dev Test

Earth Science 16.9 9.01 41.4 41.2

Expatriates 7.02 5.35 26.0 25.9

Health 4.63 4.25 24.4 22.4

Sports 10.0 11.4 42.2 33.5

Politics 8.09 6.60 32.4 36.1

Pets 9.64 9.66 27.3 33.2

Economics 9.29 4.44 32.5 27.7

Law 6.24 5.89 26.7 25.2

History 7.45 8.47 33.0 33.4

Philosophy 6.03 5.44 26.1 22.1

Music 12.1 11.4 25.7 27.7

Workplace 9.71 16.1 14.3 13.4

Biology 2.32 1.85 28.1 27.8

Cooking 9.66 3.31 25.9 27.1

Chemistry 2.01 2.97 17.0 18.1

Travel 3.75 5.37 23.4 24.8

Physics 1.07 1.17 13.7 14.1

AskUbuntu 0.45 0.29 4.88 5.58

Math 0.21 0.12 4.07 6.43

Table 4: Results (MAP%) of SentEmb and MappSent on the
Question-Answering similarity task using 19 Q/A datasets.

7. Conclusion
This work provides the first multi-topic community ques-
tion answering environment for the evaluation of question-
answering similarity. We make available 19 question-to-
question and question-answering similarity datasets. All
the corpora were extracted from the community question
answering forum StackExchange. We also evaluated two
baseline methods on these corpora which we hope will
serve as a basis for future evaluations on these tasks. For
future work, we will gradually enrich this resource with the
remaining datasets of StackExchange and the final goal is
to process the entire community question answering frame-
work for an extensive multi-topic textual similarity evalua-
tion .
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