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Abstract
Learning a second language is a task that requires a good amount of time and dedication. Part of the process involves the reading and
writing of texts in the target language, and so, to facilitate this process, especially in terms of reading, teachers tend to search for texts
that are associated to the interests and capabilities of the learners. But the search for this kind of text is also a time-consuming task.
By focusing on this need for texts that are suited for different language learners, we present in this study the SW4ALL, a corpus with
documents classified by language proficiency level (based on the CEFR recommendations) that allows the learner to observe ways of
describing the same topic or content by using strategies from different proficiency levels. This corpus uses the alignments between the
English Wikipedia and the Simple English Wikipedia for ensuring the use of similar content or topic in pairs of text, and an annotation
of language levels for ensuring the difference of language proficiency level between them. Considering the size of the corpus, we
used an automatic approach for the annotation, followed by an analysis to sort out annotation errors. SW4ALL contains 8,669 pairs of

documents that present different levels of language proficiency.
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1. Introduction

Learning a second language is a process that requires expo-
sition to texts, especially for the acquisition of vocabulary
(Rott, 1999). To retrieve texts that match learners’ language
level (or proficiency) it is possible to use a corpus care-
fully designed for language learners, or one can search for
them in the web. Following these alternatives, systems can
dig up texts aiming at finding those that are best suited to
the language skills of a learner. Examples of these systems
are REAP (Heilman et al., 2008)), FLAIR (Chinkina et al.,
2016), and READ-X (Miltsakaki and Troutt, 2007)), which
use the web as a corpus. The use of web allow the learn-
ers to interact with a huge diversity of texts, which makes
it easier to find those that correspond to their interests. But
most of the web texts retrieved by search engines require
a high language proficiency, even for native speakers (Vaj-
jala and Meurers, 2013). On the other hand, the use of an
off-line corpus ensures content quality, while hindering the
search for different text topics.

This dichotomy of text sources enforces different types of
restrictions on the systems. An alternative for trying to get
the best of both approaches is to use the web as source of
texts, but restricting it to trustful domains. This is similar to
SourceFinder’s method, in which on-line newspapers and
magazines are downloaded and processed as text sources
(Passonneau et al., 2002; [Sheehan et al., 2007). However,
this kind of approach doesn’t allow for an easy update of
the texts, because the content is stored off-line, and an up-
date would require a rerun of the whole corpus compila-
tion process. Another reliable type of text source that is
adequate to language learners is corpora made up of sim-
plified texts, such as the Weekly Reader, the Simple En-
glish Wikipedia, and the BBC Bitesize. This type of source
generally represents an attempt to make texts more accessi-
ble, by adapting or simplifying them to present a language
that should be easier to understand for a non-native speaker.
Wikipedia also has concerns on the comprehension abili-

ties of its users, so that, for the English language, there is
a simplified version, addressing the needs of natives with
low literacy, but also the needs of learners of English. This
type of resource presents a simplified version of a source
article, serving as a facilitator for the communication of
knowledge for those with less language skill, but it doesn’t
present an information about to what extent the text is sim-
plified. It doesn’t explain the simplification strategies ap-
plied to each text or for what target reader each text was
simplified, and this, in the case of language learning, which
categorizes learners in different levels, is crucial to better
inform the learner about which texts would be at an un-
derstandable level. For instance, the Common European
Framework of Reference for Languages (CEFR) classifies
learners in six language levels (ranging from Al to C2),
while other frameworks, like the Cambridge ESOL classi-
fies them in 5 levels, and still other frameworks use score
ranges, like TOEFL and IELTS. Without this information
about the language level, or some other information about
the adequacy to a given target reader, language resources
that present a simplified version are, per se, not well suited
for language learners, because the simplification require-
ments may not be of use for the needs of specific learners.
As such, another layer with a more pedagogically relevant
classification is needed.

This study aims at automatically determining the CEFR
level of pairs of original and simplified texts, so that a cor-
pus of paired texts pertaining to different language levels
can be used in a language learning frameworkm This would
allow learners to compare text structures from different lev-
els that describe the same content, while also allowing for
the selection of topics of interest. To this end, we anno-
tated language levels in an aligned version of the English

'The developed resource is available at http:
//cental.uclouvain.be/resources/smalla_
smille/swdall/
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Wikipedig’| (EW) and Simple English Wikipedidf| (SEW),
and filtered pairs of texts that are associated to different lev-
els, but that refer to the same topic or content. This process
resulted in a resource that we called Simple Wikipedia for
Aligned Language Learning (SW4ALL).

This paper is organized as follows: Section[2] presents sys-
tems that classify texts for the purpose of language learn-
ing; Section [3] describes the training corpus, the detailed
training methodology and its results, and the application
of the trained model to the aligned EW-SEW; Section
is where the evaluation of the classification model is pre-
sented; Section [5] contains a description of the resulting
annotated corpus; and, finally, Section @ is reserved for
our final remarks on this study.

2. Related Work

The search of texts that can improve language learning
skills, and, at the same time, be able to match the learn-
ers’ interests is a very time-consuming activity for language
teachers. Aiming to reduce the time allocated to this task,
the SourceFinder (Passonneau et al., 2002; [Sheehan et al.,
2007) allows teachers to search for documents classified in
different language levels (according to the Graduate Record
Examinations curriculum) by means of keywords. One of
the advantages of SourceFinder is the use of off-line texts,
which allows the processing of the texts with several NLP
tools without delay to the user. On the other hand, it only
allows the search for text content and grammar structures.
Using online documents, the REAP (Heilman et al., 2008)),
READ-X (Miltsakaki and Troutt, 2007), and LAWSE (Ott
and Meurers, 2011) systems allow the users (learners or
teachers) to search texts by means of keywords and to fil-
ter them according to readability measures. Those sys-
tems identify the text readability by applying traditional
readability scores (Flesch-Kincaid measure (Kincaid et al.,
1975), and Gunning Fog Index (Gunning, 1952)) that are
based on shallow cues (e.g. number of words per sentences
and syllables per word). These measures have the advan-
tage of a fast annotation process, but they are not accurate,
and they require the users to deal with a score that may not
be familiar to them.

Using a more accurate text classification method, the
FLAIR system (Chinkina et al., 2016; (Chinkina and Meur-
ers, 2016) dynamically crawls, annotates, and classifies the
20 first results of a search engine. The FLAIR text clas-
sification is based on parsing information and on the of-
ficial English language curriculum of schools in Baden-
Wiirttemberg (Chinkina et al., 2016).

Taking into account the pedagogical function of these sys-
tems, a major point is their ability to address documents that
are readable by learners. However, text length-based read-
ability scores weigh only sentence length and word diffi-
culty, ignoring factors such as cohesion (Bruce et al., 1981).
Recently, | Xia et al. (2016) compared syntactic and length-
based features for text classification according to language
level, and identified that adding syntactic features on top
of length-based features improved the classification results,
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but using only length-based features presented a better re-
sult than the syntactic features alone.

Regarding the representation of the texts in features, there
is a huge variety of options in the literature. They can be
grouped into 6 categories: length-based (e.g. word and sen-
tence length), lexical (e.g. proportion of words in a list of
easy words), morphological (e.g. part of speech), syntactic
(e.g. presence of passive voice), semantic (e.g. word poly-
semy), and language model (e.g. n-gram model perplexity).
The syntactic features could be split into two groups, de-
pending on how the parser is used. Usually, a parser-based
annotation of features follows the same process as the mor-
phological annotation: simple counts of parser annotation.
However, some studies, such as|Francois and Fairon (2012)
and [Callan and Eskenazi (2007)), used information beyond
parsed tags.

All those systems focus on presenting a readable text, but
some of them go beyond that, presenting exercises for sup-
porting the learning activity in a more active way (e.g.
REAP). In spite of all the effort to present readable and
interesting texts to learners, those systems do not indicate
how learners can improve their skills by using the indicated
texts.

3. Methodology

Regarding the objective of automatically determining pairs
of texts that present good examples of different lan-
guage levels, we trained a classifier and applied it to
the aligned English Wikipedia (EW) and Simple En-
glish Wikipedia (SEW). This annotated resource was
named Simple Wikipedia for Aligned Language Learning
(SW4ALL). In this section, we present first the alignment
between the two Wikipedia versions (Section[3.T]). We then
move on to the resources needed to build the classifier: the
training corpus (Section and the feature set (Section
[3.3). Finally, we discuss the application of the classifier to
the aligned EW-SEW (Section [3.4).

3.1. Aligned Wikipedias

The Wikipedia is a collaborative encyclopedia with huge
amounts of texts available in several languages. In English,
there are two version, one that focus just on encyclopedic
information, and the other that requires the content to be
written in a simplified way. Comparing the vocabulary of
the two encyclopedias, (Coster and Kauchak (2011)) identi-
fied that 96% of the words in the simple version are found in
the other version, and 87% of the words in the normal ver-
sion are found in the simple version. This overlap is also
found at the n-gram level. Regarding the alignment of the
Wikipedias, there are different versions, and in this paper
we opted for the version organized by [Kauchak (2013)), in
which the texts were aligned both at the document and sen-
tence level. |[Kauchak (2013) downloaded and cleaned all
articles from the Wikipedias (removing stubs and naviga-
tion pages), resulting in 60K articles each. The difference in
the number of sentences between the Wikipedia versions is
partially because some articles from SEW present just par-
tial information. Indeed, the sentence level alignment, also
presented by [Kauchak (2013), was possible in only 28% of
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the sentences from the SEW (and in 4.25% of the sentences
from EW).

3.2. Training Corpus

Focusing on improving the learners’ writing skills, we
opted to use a corpus of texts written by language learn-
ers. In that way we are able to present texts compatible
with learners’ productive skills, making it easier for them to
identify the structures that exist in those texts. So, by apply-
ing a model that was trained on texts produced by learners
to the Wikipedias, we expect that the structures in the text
will be familiar to the language learners, while also provid-
ing an authentic source of information, because the texts of
the Wikipedias were written by native speakers.

In this study, we used the EF-Cambridge Open Language
Database (EFCAMDAT) (Geertzen et al., 2013) as training
corpus. This corpus is divided according to the Common
European Framework of Reference for languages (CEFR)
(Verhelst et al., 2009), containing a total of 532 thousand
documents (33 million tokens) written by 83,385 learners
of 137 nationalities, and each document has an evaluation
score and an associated topic (e.g. introducing yourself by
email). The data is distributed into three mains levels, each
with two sublevels (all referenced by a letter and a num-
ber): basic (breakthrough or Al; waystage or A2), inde-
pendent (threshold or B1; vantage or B2), and proficient
(effective operational proficiency or Cl1; mastery or C2).
The EFCAMDAT corpus contains an unbalanced number
of documents per level (e.g. 151 thousand documents for
A2 and 23 thousand for B2), so we selected 9,000 random
documents from each level, and also filtered out those doc-
uments that did not achieve an evaluation score higher than
80%, because, in these cases, learners’ errors could have
an impact on the machine learning approach (Pilan et al.,
2016). The result of this process is a corpus of 40,946 doc-
urﬁnts (9,000 for levels A1, A2, B1, and B2, and 4,946 for
C

3.3. Feature Annotation

The annotation process was three-fold: first the documents
were automatically parsed with the Stanford Parser (Man-
ning et al., 2014)), and then a series of features were an-
notated, including the ones developed by project SMILLE
(Zilio and Fairon, 2017)), which have a good performance,
comparable to state-of-the-art parsers in the labeling task
(Zilio et al., 2017a; |Zilio et al., 2017b). Finally, we anno-
tated the documents with readability scores. The annota-
tions were grouped in four categories, inspired by [Xia et al.
(2016): length-based, morphological, syntactic, and read-
ability.

In addition to these sets of features, we also took into ac-
count the grouping of these morphological and syntactic
features according to two criteria: CEFR level (e.g., Al,
A2, etc.) in which they should be learne(ﬂ which resulted

“We used all documents that were scored over 80% C1 data,
and we did not use the C2-level documents due to the low number
of documents.

3For allocating each structure to a given CEFR level, we used
SMILLE’s pedagogical model.

in 5 grammatical and 5 word features; and type of grammat-
ical structure (still respecting the CEFR levels division; for
instance, connectives, which are learned on CEFR level B1,
were put together in one set, but modals, which are learned
in different levels, were separated in two sets). These sets
of features were called pedagogical feature sets.

3.4. Annotating the Aligned EW-SEW

The model trained on the Cambridge Corpus data was ap-
plied to the aligned version of the English Wikipedia (EW)
and the Simple English Wikipedia (SEW), so that we could
observe which pairs of texts are suitable for contrasting dif-
ferent CEFR levels of English. Based on the premises of
the SEW that the texts should be simpler than the EW, they
should at least be on the same CEFR level as their EW
counterpart, so we considered that all pairs for which the
system classified the SEW text as having a higher CEFR
level than the EW were bad for SW4ALL. Conversely, all
the pairs for which the system presented the SEW text as
being from a lower CEFR level than its EW counterpart
were considered good for the resource. Pairs which pre-
sented the same level for both Wikipedias were further an-
alyzed for level tendencies, as we discuss in Section@

4. Model evaluation

The first topic to be addressed in this evaluation is the qual-
ity of the model used to annotate the corpus. First, in Sec-
tion[4.1] we evaluate the prediction power of each feature.
Then, we discuss the corpus size impact on the model’s per-
formance (Section [f.2)).

4.1. Feature selection

To compare the features’ quality, we ranked all of them ac-
cording to the Gain Ratio algorithm (Frank et al., 2009),
an entropy-based feature selection algorithm which ranks
each feature according to its pertinence for separating the
classes. We observed that 5 pairs of features (2 morpholog-
ical, 2 syntactic and 6 pedagogical) presented a low score
difference (< 0.00001) in the pair. This happens because
the value of each pair comes mostly from one feature, so the
group effect is not observed. As such, we changed the rank
position of these features to bear the same value of those
with which there was no substantial difference, aiming to
make a fairer comparison. We also removed 12 features
scored as zero by the Gain Ratio algorithnﬂ

The rank distribution of the different types of features is
presented in Figure (1} which displays the overall impor-
tance of pedagogical features for the model. However, it
is important to notice that the rank is toped by length-based
features, followed by morphological features. Interestingly,
in the top 10 features, 5 are pedagogical, and the best of
them is grammar-based, while the others are all vocabulary-
based. Since the rank distribution does not seem to follow
a normal distribution, we looked at median and quartiles of
the feature types. Ranking them, we observed this, in as-
cending order: pedagogical, morphological, length-based,

®From the features scored as zero, one is length-based, one is
vocabulary-based, four are morphological, four are syntactic, and
two are pedagogical.
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Figure 1: Score of each type of feature according to the
Information Gain algorithm

syntactic, and readability-based features. Considering the
rank distribution of the features, we observed that the Q1
(top 25% of the features) was ranked lower than 16.25 for
length-based, 23.25 for pedagogical, 23 for morphological,
47.75 for syntactic, and 66 for readability features.

The results suggest that length-based features have great
relevance for the level classification, followed by the ped-
agogical features. They also indicate no large difference
between the morphological and syntactic features. The re-
sult of the pedagogical features is not a surprise, since they
are the association of morphological and syntactic features
to a pedagogical curriculum.

4.2. Corpus size

Along with the feature weight, the corpus size is an im-
portant feature in machine learning. So, to evaluate the
quality increase of our model in relation to corpus size, we
performed ten experiments with varying corpus sizes, from
10% to 100% of the corpus. In each test, we used all fea-
ture sets and performed a ten-fold cross-validation with the
Simple Logistic and the Random Forest algorithms, as can
be seen in Figure[2] The model performance was evaluated
in terms of precision, recall and f-measure.

The f-measure increases an average of 0.15% for each in-
crement of 10% in corpus size. However, in regard to sta-
tistical confidence, we identify a significant increase of f-
measure only when the corpus is increased by at least 20%
(1,590 instances), and no difference was observed in sizes
larger than 40%. Despite the nonexistence of statistical dif-
ference in larger samples, they present a smaller standard
deviation. In other words, the result is more reliable using
larger samplesﬂ

To the best of our knowledge, there are no studies address-
ing the classification of texts written by English learners.
Howeyver, in the literature there are some studies that are
similar to ours. For instance, [Pilan et al. (2016} address
the same task, but using the MERLIN corpus (Wisniewski
et al., 2013)), which contains documents written in Czech,
German, and Italian (80% of f-measure), and [Xia et al.
(2016) employ a similar set of features, but using the Cam-
bridge English Exams dataset, which is made up of text

7 Analyzing the results of the model, even with a larger corpus,
we expect that a similar performance should be achieved.
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Figure 2: Average f-measure and standard deviation for the
ten-fold cross-validation of the Simple Logistics and Ran-
dom Forest models

written by native speakers (80% of accuracy). Still, in an
effort to establish a basis of comparison, using corpus sizes
that were similar to those studies, we achieved an F1 of
82% and an accuracy of 80%. If we consider the full cor-
pus, we have an F1 of 84.7%.

5. Results

For developing a CEFR-classified corpus, we annotated the
aligned texts of the English Wikipedia (EW) and the Sim-
ple English Wikipedia (SEW). Applying a conservative ap-
proach, we considered it a classification error when the
pairs of documents had a lower language level annotated for
the EW. From more than 60 thousand pairs of texts, a good
amount (10,225) was classified as having the same level in
both Wikipedias. For these, we further looked at the distri-
bution as a tie breaker. For instance, a pair in which both
texts were classified as B1 was investigated to see if the dis-
tribution tended to show that the SEW text was easier than
the text from the EW. This process identified 2,223 pairs
of documents for which the SEW version tends to present
a lower level. The system classified 9,222 pairs as having
an SEW document that was classified as at least one level
lower than its EW counterpart, which forms a more reliable
set of pairs for language learning purposes. This process
left us with 11,445 pairs of texts in which the SEW docu-
ment was deemed to present a lower level in relation to its
EW counterpart.

To ensure the quality of the resource, we turned ourselves
once again to the SEW assumptions, which indicate that
texts should explain complex concepts to the user, while
also splitting complex sentences, so as to form shorter, sim-
pler sentences for the reader, but presenting the same con-
tent and with even longer texts (due to the explanations).
With this information in mind, we cleaned from the cor-
pus pairs in which the SEW text had a size (in number
of words) of 90% or less than its EW counterpart, for the
pair would almost certainly not present the same content,
let alone a SEW version with more explicitations?] This
cleaning process removed 1,359 pairs of documents from

8We did not restrict a maximum size, because it would be im-
practical to establish how much explicitations or sentence splitting
would be too much.
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the good sample, resulting in a subcorpus from the aligned
EW-SEW containing 10,086 documents.

As a final step for ensuring the reliability of our classifi-
cation for a user of the resource, we clustered the distri-
bution of probabilities for each level from the classifier us-
ing the k—meansﬂ algorithm|Arthur and Vassilvitskii (2007),
so as to distinguish how well our classified data matched
the assumptions of the SEW. We organized the clusters in
suited or non-suited according to the purity as a measure
of confidence. We were able to identify documents that
probably present labeling error from the annotator and doc-
uments that are correctly classified. Considering only those
documents that had a confidence score of more than 95%,
SWA4ALL consists of 6,394 pairs of documents (63% of all
the documents that were considered suited), but, by relax-
ing this confidence to all of those above 85%, the size of the
resource increases to 8,669 pairs of documents (86% of the
documents that were considered suited), while maintaining
a good confidence in the classification.

6. Conclusion

In this paper, we presented SW4ALL, a resource that fo-
cuses on the contrast of aligned texts that belong to different
CEFR levels. This resource could be employed by teachers
or students to compare grammar, vocabulary and general
text structure of texts in different levels, but with roughly
the same content.

A classification model was trained using an annotated ver-
sion of the EFCAMDAT corpus, and the model was then
applied to classify pairs of aligned documents from the En-
glish Wikipedia (EW) and its simplified version, the Sim-
ple English Wikipedia (SEW). After further analysis, pairs
of documents in which the document from the SEW were
classified as having a lower level, or a tendency to have a
lower level, were used in SW4ALL, resulting in a total of
8,609 pairs of documents.

The pairs of documents present the same content or topic,
so that SW4ALL can be a rich resource for aiding teachers
and learners that wish to compare different linguistic strate-
gies for writing a similar content, providing an interesting
option for improving the learning of English as a second
language.
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