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Abstract
Paraphrases play an important role in natural language understanding, especially because there are fluent jumps between hidden
paraphrases in a text. For example, even to get to the meaning of a simple dialog like I bought a computer. How much did the computer
cost? involves quite a few steps. A computational system may actually have a huge problem in linking the two sentences as their
connection is not overtly present in the text. However, it becomes easier if it has access to the following paraphrases: [HUMAN] buy
[ARTIFACT] ⇐⇒ [HUMAN] pay [PRICE] for [ARTIFACT] ⇐⇒ [ARTIFACT] cost [HUMAN] [PRICE], and also to the information
that I IsA [HUMAN] and computer IsA [ARTIFACT]. In this paper we introduce a resource of such paraphrases that was extracted by
investigating large corpora in an unsupervised manner. The resource contains tens of thousands of such pairs and it is available for
academic purposes.
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1. Introduction

When two phrases can be interchanged in a text without al-
tering the meaning of the whole, we observe a paraphrasing
relationship. Paraphrasing is a fundamental property of nat-
ural languages, and it is normally recognized as ”saying the
same thing with different words”. Proposing a paraphras-
ing relation is a hard task for natural language processing
(NLP) systems. The task of recognition of paraphrases was
proposed in various SemEval competitions (Butnariu et al.,
2009; Mihalcea et al., 2010; Specia et al., 2012; Xu et al.,
2015) as an independent task or as a part of larger tasks like
semantic similarity, textual entailment, etc. The resource
we created is instrumental for all these tasks. Some para-
phrases are made out of nominal phrases that contain only
ostensible nouns and their adjectival determiners, like in a
fourteen year old boy ⇐⇒ a teenager. Another type of
paraphrases are the ones that involve a verbal constituent,
like abandon a kid ⇐⇒ ignore parental obligations.
This later type includes nominalizations, that is, even if the
phrase has only noun constituents, at least one of them is
a noun coming from a verb, like abandoning a kid. One
major difference between nominal vs. verbal paraphrases
is that the first ones are basically context independent, that
is they can be substituted in a text directly, while the sec-
ond are context dependent, their replacement in a sentence
requires changes in the syntactic and semantic role of their
complements and adjuncts.
The resource we compiled contains a list of pairs, each
member being centered on a verb and its arguments. A pair
is a valid verbal paraphrase relation given a certain context
that is represented via types associated with each argument.
For a given sentence that contains only one verb phrase, we
can extract a set of paraphrases. For example, in Figure
1, for the sentence I pay 1,200 for a laptop from Bestbuy,
we present a few valid verbal paraphrase extracted from the
resource. In this example X, Y, Z, U are variable repre-
senting the head of syntactic components. [MONEY], [HU-
MAN], [ORG], [ARTIFACT] represent features that the vari-
able must carry in order for a pair to be a valid paraphrase.

The verbal paraphrases occurring in this resource are pat-
terns of verbal phrases, that is, they represent a general-
ization over various real instances in a text. The names of
the features occurring on different syntactic slots in a para-
phrase pattern are unimportant, but the class of the words
that define the respective feature is important.

2. Related Work
One of the main ideas for the acquisition and recognition of
verbal paraphrases was introduced in a seminal paper (Lin
and Pantel, 2001). At the core of this approach lies the fact
that paraphrases occur in the same context. A statistical ap-
proach based on the mutual information measure can filter
out pairs of paraphrases from a given corpora.
However, this approach cannot solve two important prob-
lems: first, it is not the words by themselves that make
two expressions paraphrases but, it is actually the role these
words play inside the whole sentence; second it is not clear
how the complements and adjuncts are aligned between the
pairs. Even if a word is very frequent, like I or you, it is the
feature [HUMAN] carried by both that is actually relevant
for the meaning of the verbal phrases. The second prob-
lem is very challenging, as the same type of constituent can
appear in different syntactic positions in the two expres-
sions. For example, the adjunct [SHOP] in ”[HUMAN] pay
[PRICE] for [ARTIFACT] from [SHOP]” must appear in the
subject position in ”[SHOP] sell [ARTIFACT] to [HUMAN]
for [PRICE]”. In this paper we describe a technique able to
cope with these problems which lead to the building of a
resource of pattern paraphrases.

3. Pattern Paraphrases
The technique to extract pattern paraphrases is driven by
the idea behind chain clarifying relationships (see among
others (Popescu and Magnini, 2007; Kawara et al., 2014;
Popescu, 2013; Popescu et al., 2014)). A chain clarify-
ing relationship holds between the components of a verbal
phrase if there is a unique combinations of senses that is le-
gitimate. For example, in I saw the river’s bank. vs. I saw
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Figure 1: Examples of verbal paraphrases.

a problem the verb see has two different meaning, perceive
by sight vs. to understand. Also, bank has two meanings
too, sloping land vs. financial institution, and problem has
two meanings as well: state of difficulty, question raised.
The combination of senses perceive by sight a state of dif-
ficulty is not legitimate, and neither understand a financial
institutions is. In fact, in the sentence I saw the river bank,
river imposes the sloping land reading to bank, which in
turn imposes the perceive by light meaning on the verb see.
That is why we talk about a chain clarifying relationship -
words trigger the sense of other words in a chain like rela-
tion, as long as the words are components of phrases that
have only one combination of senses possible.
The chain clarification relation is not defined by words,
which are just instances of lexical units bearing certain fea-
tures. In the example above, any word which is defined by
the [PHYSICAL OBJECT] feature imposes the meaning per-
ceive by light to the verb see. From this point of view, both
apple and book have the same role, as both are carrying the
[PHYSICAL OBJECT] feature. However, this similarity is
restricted to the chain clarifying relationship for the verb
see. While apple and book are antagonistic with respect to
the verb devour as they impose two different chain clarifi-
cations for this verb, namely eat vs. read avidly.
Pattern paraphrases are pairs of chain clarifying relation-
ships. The meaning of the whole verbal phrase is preserved,
thereby creating a paraphrase relationship, by the fact that
the same meaning of the verb and the same features are
used.

4. Extracting Pattern Paraphrases from
Large Corpora

4.1. Extracting Sub-categorization Framework
for Verbal Phrases

The first step in the unsupervised extraction of pattern para-
phrases is to consider a large corpus that is already parsed.
We used Gigaword, LDC2012T21 (Napoles et al., 2012).
For each verb, we extracted the verbal dependents. Due

to parser errors, there are many such dependency paths
that are noise. To filter them out we used COMLEX,
http://nlp.cs.nyu.edu/comlex/, (Grishman et al., 1994). In
the case where the direct object was governing a preposi-
tional phrase, this prepositional phrase was included in the
dependency path. In Figure 2 we see an example of such
dependencies:
the nsubj, dobj, iobj, prep * is the head word of the nominal
group having the respective role in the dependency path, v
marks the verb. As can be seen in this example, we also
considered the partial paths, so the same sentence may lead
to several instances of paths.
We further removed low frequency verbs, low frequency
paths so that from an initial 1, 244, 793, 787 paths we fil-
tered out a large number of them and we arrived to 391,
410, 259 paths that represent the closest approximation to
a verb sub-categorization frame we could get. These paths
contain 7, 922, 730 nouns in different syntactic positions
and 25,812 verbs, which lead to 487,703 verbal phrases.
These paths represent the input to a feed forward neural
network that predicts the similarity of context. In a sense,
we implemented a generalization of the original Lin algo-
rithm that finds the dependencies paths that have the most
similar context. From another point of view, we could
think of the model created by this NN as dependency paths
embedding. See Figure 3. e focused primarily on ver-
bal groups, where a verbal group is defined by the fol-
lowing regular expression over dependency paths: [sbj] +
[obj|objprep]+[iobj]+[prepP |]∗[prt]+v where sbj is the
subject, obj is the object, obj prep matches the object and
its governed preposition, if any, iobj is the indirect object,
prepP is the attached prepositional group with its head,
prt matches particles. For example, the following frag-
ments of the dependency paths are matched by the above
regular expression: putprt upwith, putobj questionon,
john sbjwalkto store, leaf sbjtouchhim objonface.
The obtained model cannot be used directly to predict para-
phrasing, but its output represents a large list of candidates.
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Figure 2: Example of dependency path extracted from GigaWord.

Figure 3: Dependency paths RNN.

The number of candidate pairs is 193, 628, 633. However,
most of these pairs do not make it after the next filtering
step.

4.2. Boostrapping from Mono-sense Verbal
Phrases

In order to find the pattern paraphrases we need to find
classes of words that are common between two candidates.
However, due to the noise, we cannot get an accurate sys-
tem of classes. Rather, we implemented a bootstrapping
approach. For this, we used Zipf’s law: the ambiguity of
words is inversely proportional to its frequency rank. We
started from verbs that according to WordNet are non am-
biguous, therefore they have just one sense. We also con-
sidered linking verbs, make, get, have, be etc. together with
their direct object and the propositional group, like make
way for in Figure 4. These are mono-sense expressions.
Then, we considered only the high probability paraphrases
for these, which contain the more ambiguous verbs. We
keep in separate classes the verbs from the later category,
those multi-sense expressions, according to the mono-sense

verb they paraphrase. If a multi-sense verbal expression
occurs with two different mono-senses in a paraphrase re-
lationship, then it is discarded. This bootstrapping process
continues till we reach the most ambiguous verbs. In Fig-
ure 4 we show an example of the bootstrapping process.
The make way for is a mono-sense verbal phrase, unlike
create or pave. But the fact that at step 1 we determined
that make way for and create, pave are valid candidates
for paraphrasing leads to the creation of a cluster inside all
the occurrences of create, and a cluster inside pave. The
same happens for very ambiguous verbs like create or ac-
commodate. All the occurrences inside this cluster can be
paraphrased via MAKE WAY FOR. At the next step we will
compute a precise contextual definition of these clusters.

4.3. Finding the Set of Features

The best way to find a set of features would be to have
the agentive subject for each verb, like buyer for buy, with
its preferred adjuncts in the set of paraphrases extracted
from corpus. However, this kind of constructions are hardly
present in a news corpus, as a sentence like buyer buys
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Figure 4: Bootstrapping from mono-sense verbs towards ambiguous verbs.

products is never used. We need to build the features for
representing the pattern paraphrases in a bottom up ap-
proach, that is by finding the most general words that in-
dividualize that cluster vs all other clusters. In order to find
the set of features for each verb separately we start from the
clusters found at the previous step. Ideally, each cluster cor-
responds to a distinct sense of the verb. Inside each cluster,
by considering the set of respective paraphrases, we com-
pute the mutual information for each syntactic slot together
with the word occurring in that syntactic slot, and rank
them. At the top of this ranking we find the best represen-
tative words for that meaning, together with their syntactic
functions. in the case of agentive verbs, we compute the Lin
distance (Lin, 1998) on Wordnet(Miller, 1995) between it
and the set of words occurring in that syntactic position,
and we select the closest ones, for example nsubj customer
, nsubj client, nsubj buyer are the winners for verb buy. So,
like in Figure 1, the paradigmatic set for variable X denot-
ing the subject position is formed by these. Now, on the
basis of the mutual information computed above, we find
the most likely complements and their closest neighbors
according to the Lin measure. The next step is to gener-
alize the most likely fillers of verbal phrases as much as
possible. This was carried out using the hypernym func-
tion from WordNet via SUMO ontology (Niles and Pease,
2003). Each word is replaced by its direct hypernym as
long as the newly created form is not found in two clus-
ters. In Figure 5 we present schematically this generaliza-
tion process for three classes for the verb move. The three
cluster identified at the previous steps, C1, C2 and C3 have
different fillers for subject and object position respectively.
The process of feature generalization is carried out as long
as the obtained form of the pattern stay within the original
cluster, that is there is no form that exist in two clusters at
any time. For example , the first cluster and the third cluster
in Figure 5 collide on object position, so the generalization
this syntactic position stops shortly, while for for subject
position it can go on further.

4.4. Seeds - Mono sense and frequent
The first observation is that the set of paraphrases gener-
ated by the Lin algorithm with class embedding is very ac-
curate when the ambiguity of the target word is low and
the number of occurrences is high. In this case the noise in
classification is as low as it could be and thus the class con-
text describes precisely the correct usage of the target word.
The second observation is that class embedding preserves
the meaning of the verbal group, so the semantic similarity
between the set of correct paraphrases must be very high.
The third observation is that the senses of the verbal group
are paraphrased differently by using class embedding and
thus a void intersection of class embedding indicates that
the set of candidate paraphrases are indeed correct para-
phrases. These observations suggest the following post fil-
tering over the paraphrase candidate strategy:

• S1 Identify low ambiguity, high frequency verbal
groups

• S2 Consider their set of candidate paraphrase;

• 3 Find the subset that minimizes the semantic distance

• S4 Consider the candidate paraphrase for each verbal
group in this subset

• S5 Retain only the paraphrases that are common in
these candidate sets

• S6 Repeat step 1 for the verbal groups in the retained
paraphrase until the semantic distance is below a fixed
threshold.

At S1 we used WordNet to decide on the ambiguity, and
we used a linear combination of Lin distance with Roget
similarity at step 3. The algorithm above produces a repos-
itory of paraphrases for each verbal groups. We obtained
highly accurate paraphrases for 75,000 verbal groups, each
verbal group being paraphrased in average with more than
250 paraphrases.
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Figure 5: Generalization of features.

4.5. Slot Alignment between Paraphrases

The slot alignment is carried out via a computation of the
most probable combination of arguments. This computa-
tion takes place in two steps. At the first step we consider
the maximally probable configuration for each pair of para-
phrases and at the second step we choose from this set the
one that is the most probable considering all possible para-
phrases into a cluster. Let’s consider again Figure 1.
After the generalizing the slots, we have the pairs of the
verbal group only, that is, we know that buy, obtain, make a
payment for, sell, get from, pay etc. can enter a paraphras-
ing relationship in the same class for the verb buy (step 1&2
above) and we also know that this class has [CUSTOMER],
[ARTIFACT], [ORG] as features for subject, direct object
and prepositional group for the verb buy (step 3). The verbs
obtain, make payment for, sell, get from, pay have their own
syntactic slots for slightly different features, as the gener-
alization process does not necessarily lead to the same fea-
tures, but to variants of them, for example client vs. cus-
tomer, or the same feature occurs in several slots.
First we employ a chain conditional formula for each pair
of paraphrases in order to get the first one-to-one align-
ment. Given the form of one verbal phrase, we com-
pute the probability that another verbal phrase has a cer-
tain realization. For example, we compute the proba-
bility that the verb sell has a certain configuration as
p(nsubj = [human1], dobj = [artifact], prepTO =
[human2] | v = buy, nsubj = [human2], dobj =
[artifact], prepFROM = [human1]) (we use indexes
to distinguish same feature in different syntactic posi-
tion). In general, given two paraphrases in the same
cluster, with t denoting the target slots, we compute
argmaxXt,Yt,Zt

p(Xt, Yt, Zt) given the distribution of
Xc, Yc, Zc, vc) of source pattern and vt, Vc the target and

source verbs respectively. For this probability we use the
chain formula and we calculate the necessary independent
probabilities over the whole corpus.

p(Xt, Yt, Zt | vt, vc, Xc, Yc, Zc) ≈ (1)
p(vt | vc, XC , Yc, Zc)∗ (2)
p(Xt | vc, vt, XC , YC , ZC)∗ (3)
p(Yt | Xt, vt, , vt, XC , YC , ZC)∗ (4)
p(Zt | Yt, Zt, vc, , vt, XC , YC , ZC) (5)

(2) is the probability of vt and vc being paraphrase relation
when the words of−c are used, (3),(4) and (5) represent the
probability of each slot for vt for a given word, given that
the vt and vc are in the same cluster of paraphrases.
An example of clusters: Cluster 1 X buys Y from Z vs. Z
sell Y to X X make payment of W for Y at Z vs. Y cost
W at Z X in[PER], Y in [ARTIFACT], Z in [ORG], W in
[MONEY] Cluster 2 X provide assistance for Y vs. X deal
with Y vs. X attend over Y, Y in [ACTIVITY] Cluster 3 X
acquire Y vs. X become affected with Y , X in [PERS], Y
in disease Cluster 4 X acquire Y vs. Y work for X , X in
[ORG], Y in [PERS]

5. Evaluation Experiments
To evaluate paraphrases is a very difficult task, because
there is not a gold standard. For limited data, human ex-
perts can verify manually the validity of some of them.
However, our approach, PP, produces hundreds of different
paraphrases for each verbal phrase.
We selected a set of 100 verbal expressions among which
abandon, be expert on, begin, buy, employ, expect, have
address on, manage, plan , produce, solve work on, write
etc. We implemented the original DIRT algorithm (Lin and
Pantel, 2001) and ran it for these 100 verbs over Giga-
Word, call it D100 G. We also considered word2vec with

241



min max average
D100 G 40 80 70
S w2V 30 90 76
G w2V 30 90 85
PPDB 60 90 79
PP 70 100 90

Table 1: Precision s-level

min max average
D100 G 24 33 27
S w2V 37 62 58
G w2V 37 68 59
PPDB 40 70 71
PP 60 100 82

Table 2: Precision m-level

Precision Recall
min max average min max average

D100 G 8 12 8 8 42 20
S w2v 15 25 17 49 73 58
G W2V 15 27 19 49 77 60
PPDB 10 68 55 60 79 67
PP 40 78 68 69 94 79

Table 3: Precision l-level

interagremment
s level 97
m level 93
l level 85

Table 4: annotator inter-agreement

the standard Google news model, call it S w2v, and trained
form GigaWord, call it G w2v. Finally, we considered the
set of paraphrases from PPDB (Ganitkevitch et al., 2013).
The PPDB has a few levels of accuracy, s which very pre-
cise, small coverage, m, the medium precision and cover-
age, and l that is the large coverage, lower precision. As
in PPDB, there are instances of paraphrases at the sentence
level, we extracted 100 sentences from GigaWord for each
verbal phrases, for a total of 10,000 sentences. We carried
out two evaluation experiments. The first one focuses on
pairs of verbal paraphrases, without considering any con-
text. The second one considers the context around the ver-
bal phrases in a given sentence and proposes a new para-
phrase , if available. This second experiment cannot be car-
ried out for DIRT, or w2v because these approach do not
handle the context, so the systems evaluated here are ours,
PP, and PPDB.

5.1. Pair to Pair paraphrase evaluation
For the 100 chosen verbs, we put together all the para-
phrases created by each approach. For the DIRT and
word2vec approaches we have to set a threshold under
which two pairs are not consider paraphrases, as these ap-
proaches compute a score for each possible pair. We con-
sider the first 10, 40 and 400 pairs, which create three levels
of precision which we roughly equate with the s,m,l lev-
els from PPDB. These thresholds were not exactly a ran-
dom choice, because 10 is the average number existing in
VerbOcean (Chklovski and Pantel, 2004), a paraphrase re-
source created with DIRT algorithm, while 40 is the stan-
dard number of similar phrases returned by word2vec. We
also ranked the PP created by our approach based on the
probability of occurrence of each pattern. In this way , we
could have the same levels of 10, 40 and 400 paraphrases.
So we create three distinct test corpora where each verb had
the first 10, 40 and 400 returns from our approach, DIRT,
word2vec and PPDB, respectively. There are not exactly
4000, 16 000, and 160 000 pairs of paraphrases, as some
of the above resources may not have provided the required
number of paraphrases. In the end we have three test cor-
pora for the s,m,l level. Our experiment consists in extract-

ing random samples from each of the test corpus and in
evaluating their accuracy. We can now estimate how many
pairs were correct on average for each approach, and how
many correct paraphrases were contributed to the pool of
correct paraphrases by each approach. We have three an-
notators, each one checking 2,500 pairs for correctness, out
of which 250 were from the s level, 750 from the m level
and 1,500 from the l level . Out of these 7, 500 pairs, 900
where common to all three annotators in order to compute
their inter-agreement. The first three tables belows summa-
rize the results of the evaluation for each of the s, m, l levels,
and the fourth one shows the inter-agreement percentage.

5.2. Contextual Paraphrasing
There are 10,000 sentences that contain the chosen verbs
that we extracted from Gigaword. For this sentences we
can compare the accuracy of the whole text, not only of
the verb. That is we can compare the effectiveness of para-
phrase replacement in a specified context. Only our ap-
proach and PPDB can be compared in this experiment, as
for DIRT and word2vec there is no immediate way to carry
it out as this approaches do not contain contextual informa-
tion. We considered the large level in order to maximize
the chance that a given sentence matches an existing para-
phrase in PPDB. From the 10,000 sentences we selected a
random sample of 1,500 sentences and we gave them to the
same three annotators, that is 500 for each. 90 sentences
were common to all three annotators in order to observe
their inter-agreement. The pp approach produced the cor-
rect replacement in the sentences in 46% of the sentences,
while a suitable paraphrase was found in ppdb only in 19%.
The inter agreement was 76%.

6. Conclusion and Further Work
We have compiled in a unsupervised way a large resource
of pattern paraphrases that is available for academic pur-
poses. A pattern is defined by a verb and a set of features
that can occur on a specified syntactic position. A pattern
matches some constituents in a given sentence by instanti-
ating the features with corresponding words. The pattern
is paraphrased by other patterns which do not necessarily
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assign the same syntactic roles to those constituents. Each
pattern corresponds to a set of specific paraphrases which
involve different other verbs. There are a few directions that
could be exploited in order to increase the quality of this re-
source. For the moment, there are no paraphrases for noun
phrases, including the ones that may contain adjectival de-
terminers. This is a direction that we would like to exploit
further. The adverbs were not taken into account when we
extracted dependency paths, but they may play a role in the
determination of certain pattern paraphrases. Another di-
rection for improvement is to fill the gaps in the pattern set
for certain verbs, that is, the algorithms acknowledges that
some patterns have not been found yet, but their instances
are present in text.
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