
Exploring Language Variation Across Europe
A Web-based Tool for Computational Sociolinguistics

Dirk Hovy and Anders Johannsen
Center for Language Technology, University of Copenhagen

{dirk.hovy,ajohannsen}@hum.ku.dk
Abstract

Language varies not only between countries, but also along regional and socio-demographic lines. This variation is one of the driving
factors behind language change. However, investigating language variation is a complex undertaking: the more factors we want to
consider, the more data we need. Traditional qualitative methods are not well-suited to do this, and therefore restricted to isolated
factors. This reduction limits the potential insights, and risks attributing undue importance to easily observed factors. While there is
a large interest in linguistics to increase the quantitative aspect of such studies, it requires training in both variational linguistics and
computational methods, a combination that is still not common. We take a first step here to alleviating the problem by providing an
interface, www.languagevariation.com, to explore large-scale language variation along multiple socio-demographic factors –
without programming knowledge. It makes use of large amounts of data and provides statistical analyses, maps, and interactive features
that will enable scholars to explore language variation in a data-driven way.
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1. Introduction

Language varies. Not only over time, but also between peo-
ple who live at the same time, and within the same person
between different situations. We do not expect a teenager to
speak the same way as a pensioner, and we would not talk
the same way at a dinner party as we would at a scientific
conference, or at a six-year-old’s birthday party. We use
language, sometimes actively, more often subconsciously,
to mark our membership in a group, defined by socio-
demographic factors: age (Barke, 2000; Barbieri, 2008;
Rickford and Price, 2013), gender (Holmes, 1997; Rick-
ford and Price, 2013), regional origin (Schmidt and Her-
rgen, 2001; Nerbonne, 2003; Wieling et al., 2011), social
class (Labov, 1964; Milroy and Milroy, 1992; Macaulay,
2001; Macaulay, 2002), ethnicity (Carter, 2013; Rickford
and Price, 2013), and many more. At the same time, we
use language to distinguish ourselves from other groups
within the same socio-demographic category (Silverstein,
2003; Agha, 2005): young vs. old, men vs. women, town
vs. country. Since everyone is at the intersection of mul-
tiple such socio-demographic groups, language is affected
by the interaction of many of these competing factors.
Interactions between demographic factors can help explain
similarities between otherwise distinct groups, say between
age and gender, if we observe the same phenomenon in
young women and elder men. So while interactions provide
us with more explanatory power, they come at a cost: the
more factors we consider, the more ways to interact there
are. For two factors (say, age and gender) there is only one
possible interaction, but this number grows exponentially,
as a binomial coefficient of the number of factors. Tripling
the number of factors to six increases the number of poten-
tial pairwise interactions to 15.
And so, while language variation is an active research area
in linguistics, most research to date has only studied iso-
lated socio-demographic factors, or at most interactions of
two. This reduction is due to the combinatorial complexity
and the methodological challenges consequently faced by

traditional, qualitative analysis methods. This complex in-
teraction has a direct impact on methodology: as the exam-
ple above shows, considering more than two factors quickly
becomes unfeasible for manual analysis, both because of
the number of interactions to consider, and the amount of
data needed.
However, reducing the complexity of the problem to indi-
vidual factors risks missing important interactions, and at-
tributing higher importance to easily observed factors. Ro-
bust analysis of interactions, though, is crucial in answer-
ing central research questions of language variation, such as
“Who are really the drivers of language change, and under
which conditions?”
In order to address this question, we need to take more and
more data into account. Traditional, qualitative methods are
often not designed to handle more than a handful of data
points (albeit in depth). In contrast, computational, quan-
titative methods offer the possibility to explore language
variation at an unprecedented scale. However, most com-
putational methods require formal training in computer sci-
ence or related fields, a training that is not yet a standard
part of linguistics curricula. This absence is not for lack of
interest, but because of the time required to master many
of these techniques. Luckily, large-scale processing can be
facilitated by computational tools which do not require in-
depth knowledge of programming. On the opposite side
of the field, computer scientists, who possess the necessary
programming skills, are often neither aware nor particularly
interested in many linguistic research questions.
The goal of the tool we present, Humboldt,1 is therefore
to enable linguists to explore language variation at a large
scale.
We provide a web interface that allows the user to query
for lexical phenomena in several languages, and to get both

1Named after the Humboldt brothers, because it, too, com-
bines their interests: linguistic knowledge and scientific explo-
ration.
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statistical analysis and map representations of the results
along several demographic factors.
The interface gives linguists capabilities that would other-
wise require programming experience, training in statistical
methods, knowledge of geographical information systems,
and expertise in natural language processing.
The main contributions of this new interface, publicly avail-
able at www.languagevariation.com, are:

• Automated comparison of variants along multiple de-
mographic dimensions using proper statistical meth-
ods.

• Spelling variations, pervasive in internet media, may
be automatically grouped when spelling is not the fo-
cus of the investigation.

• Fast and responsible interface, enabling an open ex-
ploration cycle, in which the results of one search en-
genders new hypotheses, leading to new searches.

2. Backend
We use data collected from a web source, namely online re-
views of companies. The data contains both text and meta-
information about the authors, as described in (Hovy et al.,
2015), and is representative with respect to age, gender and
spatial distribution. The reviews cover a wide range of Eu-
ropean languages. The data was additionally augmented
with gender-information based on first names, and geo-
location data.
We store the data in an inverted-indexing database, Apache
Solr2, where documents are indexed by the words they con-
tain. The database allows for fast keyword search, but also
enables aggregation over age, gender, and location. Since
we are interested in the influence of those factors on lan-
guage, but use a search over the words, an inverted indexing
scheme as offered by Solr makes sense. Under this scheme,
each word is a associated with a list of all documents they
occur in. Similarly, a demographic attribute (e.g. county) is
represented as a list of documents authored by a person with
that attribute. Identifying documents with both traits can be
done efficiently as it amounts to list intersection. Grouping
by demographic attributes may therefore be performed in
real time for user-provided queries.

2.1. Spelling variation and soft matches
Any user-generated content usually contains a lot of
spelling variation, either due to neologisms, or simply be-
cause of orthographic errors. When searching for deliberate
neologisms (such as “regional” spelling variants), we want
hard matching: we know which variants we expect, and
want to get an estimate of how frequently they are used by
different demographics.
However, when comparing two expressions with each
other, we might not care about spelling variations. Instead,
we would like to get an overall picture of how often each of
them is used, including any spelling variants. For this case,
we need to introduce a soft matching. Our initial solution
to the problem is to use n-gram indexes over characters.

2http://lucene.apache.org/solr/

We index bi- and tri-grams, and – at query time – search
for any word that matches the initial tri-gram and final bi-
gram (since these positions are less likely to be targeted by
accidental misspellings), and a number of bigrams in be-
tween, which is a parameter that can be set by the user.
This allows, for example, to find all of the more than 300
variants of “definitely”, including definately, deffinitely, or
defanately (see Section 4.1. for the example).

3. Frontend
The goal of the interface is to enable user without program-
ming experience to explore language variation at scale. As
for now, the interface allows the exploration along the three
main demographic axes: age, gender, and location. In or-
der to facilitate open exploration of ideas, we opted for a
strategy where the user has to specify only minimal input,
but receives all potentially interesting analyses.
Users can enter one or two sequences of key words, and
select a country and language. For now, we support Dan-
ish in Denmark and English in the United Kingdom, and
more language-country pairs are in preparation (German-
Germany, French-France, Dutch-Netherlands).
If only one term is entered, the display will show the distri-
bution of that one term. If two keywords are supplied, the
interface will show a split comparison of the terms. Each
keyword can be a single term, a multiword expression, or
a list of alternatives. The latter allows the comparison of
entire word groups or spelling variations of the same word.
The interface will then query the data base table for the key-
words, and retrieve all relevant entries. The data is aggre-
gated and displayed according to age, gender, and region.
For age and gender, there are potentially confounding fac-
tors at play: the same phenomenon might be observed for
both men and women, but could differ along age: say it
is used by young women and older men. Analyzing only
one of the factors would hide this fact, so we display the
results together in one graph. Separate graphs are used for
the different keywords.
Regional variation is still a large factor, and the geo-coded
information in our database allows us to explore this di-
mension as well. Since regional coverage can be sparse, we
aggregate at the county level, and use relative rather than
absolute counts (absolute counts would skew the picture
towards populous counties). The relative frequencies are
then displayed as a heat map of the respective country, with
mouse-over information of the frequency and the country
name. For counties we use the European Union Nomencla-
ture of territorial units for statistics (NUTS) classification
scheme.

4. Example Case
We illustrate our interface showing a simple example for
a common English spelling variation, definately instead of
definitely.

4.1. The case of definitely
One common spelling mistake in British English is defi-
nately instead of definitely. One might wonder whether this
is simply a random mistake, or whether there are any under-
lying variable governing it. A typing error seems unlikely,
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given that the differing keys i and a are separated on the
keyboard.

Figure 1: Frequency of definitely/definately spelling varia-
tions in English data by age and gender

Looking for differences in age and gender (see Figure 1)
does not show any substantial differences in use.
However, when plotting the regional distribution on a map,
we can see that the occurrences are centered around the re-
gions of the Midlands (see Figure 2). This makes a dialect-
phonological feature a likely source for the variant.

5. Discussion
Analysis is so far restricted to three demographic factors,
due to availability in the source data. However, as we have
shown, these three factors already allow for a number of
variational studies.
The current source of the data – online reviews – is certainly
a biasing factor: people discuss only a limited range of top-
ics, and they potentially use a special register for this text
genre (a “reviewese”). However, our setup is extensible,
and could incorporate further demographically annotated
sources (e.g., social media such as Twitter) in the future,
if we have access.
We also plan to enable syntactically based search, both
based on word classes, as well as syntactic constructions
(Johannsen et al., 2015). In order to produce reliable re-
sults, though, we require a reliable way of processing non-
standard language, namely POS taggers and parsers. As
recently shown by (Hovy and Søgaard, 2015; Jørgensen et

Figure 2: Ratio of definately spelling in English data by
NUTS regions

al., 2015), reliability of these tools for non-canonical data
is still uneven.
In the meantime, we hope for active feedback from our
users and plan to incorporate their suggestions and wishes.
We believe that the main drivers of such a tool’s function-
ality should be the practitioners who use it.

6. Related Work
A number of similar online projects exist. The most well-
known one is certainly the Google Ngram corpus (Michel
et al., 2011), which enables lexical search over enormous
amounts of text. However, it does not include demographic
factors, only time of publication, and has recently been crit-
icized for inherent biases (Pechenick et al., 2015). The
German Language Atlas (DSA) allows online browsing
of mostly historical data on maps (Schmidt and Herrgen,
2001). It does not contain a demographic search option,
although information about subjects can be obtained manu-
ally. Lastly, an explorer for lexical variation across Swedish
regions exists,3 but we were not able to find a more detailed
description.

7. Conclusion
We have presented Humboldt, a web interface to explore
large-scale language variation in several languages, avail-
able at www.languagevariation.com. It provides
statistical analyses and mapping capabilities, without re-
quiring any programming knowledge.
In the future, we plan to extend the search options to include
syntactic phenomena as well. Additionally, the interface

3http://mumin.ling.su.se/cgi-bin/
dialects.py
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will play an even more active role in assisting the user in
analyzing the data, taking the provided query terms as seeds
and suggesting new queries based on that.
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