Universal Dependencies for Japanese

Takaaki Tanaka*, Yusuke Miyaof, Masayuki Asahara®,
Sumire Uematsu, Hiroshi Kanayama®, Shinsuke Mori*, Yuji Matsumoto *

*NTT Communication Science Labolatoriédlational Institute of Informatics,
¢ National Institute for Japanese Language and Linguistics,
#|BM Research - Tokyo*Kyoto University,*Nara Institute of Science and Technology
tanaka.takaaki@lab.ntt.co.jp, yusuke@nii.ac.jp, masayu-a@ninjal.ac.jp,
uematsu@nii.ac.jp, hkana@jp.ibm.com, forest@i.kyoto-uac.jp, matsu@is.naist.jp

Abstract
We present an attempt to port the international syntactic annotation scheme, Universal Dependencies, to the Japanese language in this
paper. Since the Japanese syntactic structure is usually annotated on the basis of unique chunk-based dependencies, we first introduce
word-based dependencies by using a word unit called the Short Unit Word, which usually corresponds to an entry in the lexicon UniDic.
Porting is done by mapping the part-of-speech tagset in UniDic to the universal part-of-speech tagset, and converting a constituent-based
treebank to a typed dependency tree. The conversion is not straightforward, and we discuss the problems that arose in the conversion and
the current solutions. A treebank consisting of 10,000 sentences was built by converting the existent resources and currently released to
the public.

Keywords: typed dependencies, Short Unit Word, multiword expression, UniDic

1. Introduction 2. Word unit

The definition of a word unit is indispensable in UD an-

) ) ) notation, which is not a trivial question for Japanese, since
The Universal Dependencies (UD) project has been dey sentence is not segmented into words or morphemes by
veloping cross-linguistically consistent treebank annotayypite space in its orthography. Thus, we have several
tion for various languages in recent years. The goal ofyord unit standards that can be found in corpus annota-
the project is to facilitate multilingual parser development,iion schemata or in the outputs of morphological analyz-
cross-lingual learning, and parsing research from a lang,g (Kudo et al., 2004; Neubig et al., 2011).
guage typology perspective (Nivre, 2015). The annotatiornJALL proposed several word unit standards for
scheme is based on_(universal) Stanford dependencies (gﬁpanese corpus linguistics, such as the minimum word
Marneffe and Manning, 2008; de Marneffe et al., 2014) it (Maekawa et al., 2000). Since 2002, the Institute has
and Google universal part-of-speech (POS) tagfQ@S)  maintained a morphological information annotated lexicon,
(Petrov et al., 2012). UniDic (Den et al., 2008), and has proposed three types of

In our research, we attempt to port the UD annotationWord unit standards:

scheme to the Japanese language. The traditional annogho
tion schemes for the Japanese language have been uniquely
developed and are markedly different from other schemes,
such as Penn Treebank-style annotation. Japanese syntac-
tic parsing trees are usually represented as unlabeled de-

pendency structures between bunsetsu chunks (base phraggidie Unit Word (MUW): MUW is based on the right-
Units), as found in the Ky0t0 UniverSity Text COI’pUS (KUI’O- branching Compound word construction and on

hashi and Nagao, 2003) and the outputs of syntactic  phonological constructions, such as an accent phrase
parsers (Kudo and Matsumoto, 2002; Kawahara and Kuro-  and/or sequential voicing.

hashi, 2006). Therefore, we must devise a method to con-

struct word-based dependency structures that match tHeong Unit Word (LUW): LUW refers to the composition
characteristics of the Japanese language (Uchimoto and of bunsetsu units. An LUW has nearly the same con-
Den, 2008; Mori et al., 2014; Tanaka and Nagata, 2015) tent as functional words bounded by bunsetsu bound-
and are able to derive the syntactic information required to  aries.

assign relation types to dependencies.

rt Unit Word (SUW): SUW is a minimal language
unit that has a morphological function. SUW almost
always corresponds to an entry in traditional Japanese
dictionaries.

We adopted SUW from the two types of word units, SUW
We describe the conversion from the Japanese POS tags@id LUW, used for building the Balanced Corpus of Con-
to the UPOS tagset, the adaptation of the UD annotatiofemporary Written Japanese (BCCWJ) (Maekawa et al.,
for Japanese syntax, and the attempt to build a UD corpugp14). SUWSs correspond to an entry conveying morpho-
by converting the existing resources. We also address thggical information in the UniDic. In this way, the UD
remaining issues that may emerge when applying the UD

scheme to other languages. 1The National Institute for Japanese Language and Linguistics
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BT T A 2 BRTZPE LNV Y v
“the Persian cat that may have eaten fried fish”
SUwW £ 774 % AN 7z » £5) L AN D ¢ S
NOUN | NOUN | ADP | VERB | AUX | PART | ADP | VERB | AUX | PROPN | NOUN
fish fry -ACC eat -PAST know | -NEG Persia cat
LUW L7354 % 3 7= »E L )L
NOUN ADP | VERB | AUX AUX NOUN
fried fish -ACC eat -PAST may Persian cat

Figure 1: Japanese word unit: Short unit word (SUW) and Long unit word (LUW).

(ac)
/@\x/’@xfm\‘ compound

7 (» 3 L &Y (v 7 )

NOUN NOUN ADP VERB AUX ADP ADP VERB AUX NOUN NOUN

fish fry -ACC eat -PAST know -NEG Persia cat

Figure 2: Dependencies for compounding SUWSs into LUWS.

scheme for the Japanese language was based on the lé¥sage-based labeling is determined by the contextual in-
emes and the POS tagset defined in the UniDic. This wakrmation in sentence.

done because the UniDic guidelines are fully establishede assume that the UPOS tagset is usage-based, though
and widely used in Japanese NLP. The UniDic has beefhis is not clearly defined, and map the UniDic POS tagset
maintained diachronically, and NINJAL has published ver-to the UPOS tagset by disambiguating the lexicon-based
sions of UniDic for several eras. UniDic POS using available context. For example, we must
SUWs are sometimes too short for assigning the syntactidetermine whether nominal verbs are tagged WERB or
relation types for a pair of SUWs, while LUWs are more NOUN depending on the context, as described in the rest of
suitable for representing syntactic structure and functionthis section.

Figure 1 is an example of Japanese unit word segmentaraple 1 shows a mapping from UniDic POS tags to Uni-
tion with SUWs and LUWS. The sentence contains somgsersal POS tags. The mapping between two tagsets is not
multiword expressions (multi SUWs) composing a singlea one-to-one correspondence, and thus, conversion is not
LUW, such as a compound noun and function phrase. Fogtraightforward. Issues that arise during the actual mapping

a compound noun LUW, e.gft/7 7 1 “fried fish”, the  for individual POS tags are described below.
internal relation is tagged witbtompound. An LUW that

behaves like a single function word is annotated by a flafParticle In traditional Japanese grammar, particles are
and head-initial structure. LUW internal dependencies ar&lassified m_to several subqategorles; UniDic has six particle
tagged withmwe in conformity to the UD scheme. In the Subcategories. Some particles can be mapped to UPOS tags
example,the phrase/+ /L /7:\> kamosirenaifunction-  USing the subcategories, while some are split and assigned
ing like a single auxiliary verb, is annotated by a flat struc-different UPOS tags. Case particlgmricle(case) )

ture usingmwe relations. and binding particlespérticle(binding) ) correspond
to ADP when they are attached to a noun phrase as case
3. Part-of-speech annotation markers. Note that the case partiélg(particle(case) )

UD employs UPOS tags, based on the Google univer—3 is tagged withCONJ when it marks a conjunct in a coor-
inating conjunction. Phrase final postpositional particles

sal tagset. The Japanese POSs are defined as a m : . T
ping from UniDic POS tags to UPOS tags. The POSs (Particle(phrase  final) ) are classified intdPART.

in Japanese corpora can be understood in two Wayé_lonjunctlve partlcI'eao(artlcle(conJunctuve) '),wh|ch.
lexicon-based and usage-based approaches. The lexicdfitroduce subordinate clauses, and nominal particles
based approach involves extracting all possible categorig®article(nominal) ), which introduce noun phrases as
for one word as labels. For example, the UniDic PosCOmplementizers, are mapped3GONJ.
tagnoun(common.verbal.adjectival) 2 means that a
word can be a common noun, verbal noun, or adjective. 3Since the UniDic POS tagset does not have a tag for the co-
ordinating conjunctive particle, these usagescotannot be dis-
2Typewriter font is used for UniDic POS tags in this paper.  tinguished only by POS.
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Adnominal There is a small group of adnominal words

tagged withadnominal in UniDic, which are similar to at- casy
tributive adjectives but not conjugative words. Some words A % 1 7
in the class correspond to demonstrative and possessive NOUN  ADP ADJ  AUX

pronouns, e.g» ® ano‘“that” and ¥ ® dono“which,” and thought -TOPIC  free be
are classified as determindd&T, while others are tagged
ADJ, e.g.,[d U onaji “same” and X & 7% ookina “big.”

This is because, in other language, the former functions as a

©)
‘Thought is free.

- dobj
determiner. However, the Japanese language does not have Cas
articles and the traditional Japanese grammar does not have
the determiner word class. HH % B3

NOUN ADP VERB

Auxiliary verb  In some cases it is difficult to distinguish freedom  -ACC gain

between main and auxiliary verbs. (4

‘(Someone) gains freedom.’
e - 7z hashit ta‘ran”

* E> T N5 hashit te o runr'ung ., Suffix UniDic has thesuffix ~ (andprefix ) categories

o /£ T iZL " hashit te hoshifwant (you) to run as independent word classes. A typical suffix adds meaning
o £ 4 % hashiri hajimeru‘begin to run” to the preceding noun and forms a new noun phrase. For
instance, the suffixE tachi is a type of plural suffix and
makes a plural form as i 4:/i% “students”. These are
?agged withNOUN.

In our first example, we clearly have an auxiliary verb, be-
cause’z does not appear independently. The other case

szv)ez\)/er, arel un(k:)Iear, bdecause_verbsbuk(;'a’a ’tf L/[l;\ and Another type of suffix alters the POS of the preceding word.
' can aiso be used as main verbs. In the above examy, example, the suffi@ sachanges an adjective into a

ples, the usual meanings (.)].c these VeTbS are replaced (Sinﬂbun as in (5), ancb I¥\» ppoichanges a noun into an ad-
lar to a light verb) and auxiliary meanings are added to thﬁective as in (6). These words are tagged VART and are

preceding verbs. ' o . . dependent on the preceding words. Unlike hominal verbs
These verbs are defln_ed #5517 verb(bound) i Uni- and nominal adjectives, the POS of the preceding word re-
Dic, and we de_ﬂ_ne this type of verb preceded by_ anothernams the same as the original one in the annotation. This is
verb as an auxiliary verb. If these _verbs appear IndepenE)ecause the preceding words do not have the syntactic prop-
dently, they are regarded as the main verb. erties of the altered POS without suffixes, while nominal
Nominal verb and nominal adjective Words in this cat-  verbs and nominal adjectives have the properties of verbs
egory noun(common.verbal  _suru) are basically nouns and adjectives by themselves. This kind of construction is
and function as verbs when followed by an auxiliary verb,very generative, and it is considered to be morphological (a

e.g., 9 % suru“do.” The stems of nominal verbs, e.dk  word formation), rather than a syntactic relation.
# houkoku‘report,” are tagged wittVERB as heads when

they are used as verb (1). They are still tagged WiEUN
when used as nouns (2). Ph» X
The noun(common.adjectival) words are similarly ADJ PART

tagged witiNOUN or ADJ depending on context. Thatis,  (5) cute -ness
the stems of the nominal adjectives, efd . jiyuu “free,”

- ‘Cuteness’
are taggedADJ as heads when used as adjectives, and
taggedNOUN when used as nouns, as shown in (3) and
A FrH E
D
ADJas NOUN  PART
©) child -like
E= ‘Child-like'
i S % W ER)
NOUN ADP VERB AUX .
) results -ACC report  do 4. Syntax annotation
(Someone) reports the results. Syntactic dependency types in_Japanese are defined in or-
der to be as in conformance with the principles of UD as
feg possible. However, the definition of Japanese syntax un-
= der UD involves several issues that should be discussed.
For example, the definition of “clause” is not clear. De-
s m HH T A pendency types rely on the definition of a “clause,” such as
NOUN  ADP  VERB ~AUX  AUX the distinction betweensubj andcsubj. Thus, we need to
reports -NOM exist -NOT . ; . .
(2 define a clause from the viewpoint of UD annotation. The

‘There is no report. ’ dependency typesxpl andxcomp are not used since no
corresponding Japanese constructions exist.
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Universal POS| UniDic POS

ADJ adjective i R “red”
adnominal WA A7% “various”
noun(adjectival) HE/7Z “free”

ADP particle(case) 7 (nominative casey# (accusative case)
particle(binding) I% (binding)

ADV adverb &TH “very’, %7 “always”
noun(adverbial) 524/IZ “absolutely”

AUX auxiliary  _verb /7= “ate” (past tense)
verb(bound) BR/T/\W\ 3 “be eating” (progressive)
verb(bound) iR/ % “study” (verbification)
adjective i A AR/7R 0 “not study” (negation)

CONJ particle(case) a—k —/& /4% “coffee and milk”
particle(adverbial) a—k —/HMHHL “coffee or milk”
conjunction LA L “but”

DET adnominal Z ?D “this”, £ ® “that” (demonstrative)

INTJ interjection »Hd “oh”, Z - & “well”

NOUN noun i “cat”, LR “question”
prefix Bl/tt & “vicepresident”
suffix R/ “studens’ (plural), f1)@/& “accessoriesli¢.) supplementarparts’

NUM noun(numeral) + “ten”

PART particle(phrase _final) R\ “good,isn't it”
suffix(adjectival _noun) E8/1/72 “(something) is shocking”

PRON pronoun FA I, 14 “she”, WD “when”

PROPN noun(proper. . *) AR “Kyoto”, #8K “Suzuki”

PUNCT supplementary _symbol . (period), '] (parentheses)

SCONJ particle(conjunctive) RR/T/HE S “eat, thensleep”
particle(nominal) BRDBIDI15FE “(1) like to eat” (nominal particle)

SYM supplementary _symbol +. - < >

VERB verb W3 “play”
noun(common.verbal  _suru ) | f3&/9 % “study”

X whitespace white space

Table 1: Mapping from UniDic POS to Universal POS. The symbols ‘/’ denote the borders of SUWSs.

In the following paragraphs, we show the annotation

scheme for some basic constructions.

Core dependent of the predicate Core dependents of the
predicate can be either subject, direct object or indirect ob-
jectin the context of UD. Itis difficult to strictly define verb
valency in Japanese; generally, a postpositional phrase that
is a dependent of the predicate is assigned with subject, di- |

oW T K EEX
NOUN ADP NOUN ADP NOUN ADP VERB AUX
-xom he -par boOk-acc give -past

rect object or indirect object depending on its case particle,
7 ga, % oorlZ ni. Even if the case particle is hidden by a

topical markerd wain a topicalized phrase and the adver-

‘l gave him a book’

bial particle® mao, the relation is assigned on the basis of
the original particle.

In sentence (7), the relationship between the predigate

Nominal subject and clausal subject Concerning the
distinction between nominal subjetsubj and clausal sub-
jectcsubj, we have the following gradation.

% “give” ataeruand the postpositional phras@g?® “I"-

NOM, f#/iZ “he”-DAT, and A/ % “book”-ACC are tagged
nsubj, dobj, andiobj, respectively. Even if the phrass/

% “book”™-ACC is topicalized, i.e SAAMKIZ A 1& 5 2 7=.
“As for the book, | gave it to him. (I may not give anything
else.),” the dependency between the argunisnand the

verb 5- Z % is still taggeddob;.

o AR5 D H KY] 72 “Eating is important”
o BNR2% Z L A KY] 72 “Eating is important”

o AR2% L Z A W KY] 72 “The place where (we) eat
is important”

The first one is thesubj case becaus® no is a com-
plementizer §CONJ), which does not appear as a content
word independently. However, the following examples are
unclear cases.
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relation definition typical construction in Japanese

nsubj nominal subject predicate— a postpositional phrase with the case marker
dobj direct object predicate— a postpositional phrase with the case marker
iobj indirect object predicate— a postpositional phrase with the case marker
csubj clausal subject predicate— a postpositional phrase with the case marker
dislocated | dislocated elements predicate— a postpositional phrase with the topic markkr
nmod nominal modifier noun phrase with the genitive mark@& — noun phrase
amod adjective modifier noun phrase-» ADJ

advmod adverbial modifier predicate— ADV

case case marking noun phrase-» ADP

mark marker subordinating clause> complementizei

aux auxiliary predicate— AUX

cop copula noun phrase-the copular auxiliaryz

neg negation predicate—the negative auxiliarys \»

auxpass passive auxiliary predicate— the passive auxiliariedl % / 515

acl clausal modifier of noun | head noun- relative clause

advcl adverbial clause modifier head verb— adverbial clause

ccomp clausal complement predicate of main clause> complement clause

xcomp open clausal complement not used

expl expletive not used

Table 2: Mapping to syntactic annotation in UD

Formal nounsZ & koto“fact” and & Z % tokoro“place”

(NOUN) can have clausal complements and form noun ‘a doll whose clothes are cute’
phrases denoting the action expressed by the clause. This
occurs when the expressions are used as nouns having con-

tent, but in these examples these words have light mean-
: mHvn N7
INgs. ADJ  NOUN
In the current definition, we define only the first case, i.e., cute doll

a phrase introduced b, as a clausal subject, while the ©)
other cases are regarded as noun phrases. Here, the second
example has almost the same meaning as the first. ‘acute doll

Adnominal clause and adjective There are two types of
noun modifying clauses: the clausal complement of a nouCopula The dependency typmp is reserved for the cop-
and a relative clause. In the UD scheme, these two typeslar auxiliary7= da. This auxiliary typically follows a noun
are not distinguished and are taggei“. phrase to form a copular clause. A postpositional phrase
The dependency between formal nolirt koto*fact”and ~ with a nominative case is commonly needed to complete
the clausal complement is termed the clausal modificatiogentence as in (10). Note that we treat the auxili&naf-

of a noun. &~ % taberu“eat” Z & means eating (or the ter nominal adjectivesoun(common.adjectival) as an
fact that someone eats) in the example above, and the relauxiliary instead of a copula as shown in (3).

tion between them is also taggad..

For arelative clause, the head of the dependency is the noun
modified by the clause; the dependent is the main predicate
of the clause as shown in (8). However, it is difficult to dis- PN 1x 22 2

tinguish between a clause and a non-clause because there is NOUN  ADP NOUN AUX

no difference between a simple adjective-noun constructionjgy ~ 8@ -TOPIC  student COPULA
as in (9) and a relative clause construction. This is because
relative clauses are not accompanied by a relativizer. Our
current solution is to define an adjective without any ar-

guments, e.g.nsubj, and auxiliary verbs, e.g7z ta, as a 5. Corpus
non-clauseamod or otherwise as a clausel.

‘Taro is a student.’

It is reasonable to obtain Japanese UD corpora by con-

verting existent linguistic resources; however, a direct con-
£ version from the major Japanese corpora such as the Ky-
g R bl A oto Uniyersity Text Corpus (Kurohashi_ ar_ld Nagao, 2003)
NOUN ADP ADJ NOUN is not simple since they lack syntactic information (un-
cloth  -nom cute doll labeled) and the structure is not suitable to recover con-

8 .

® stituents (bunsetsu chunk-based dependency trees). There-

“In UD for English, the relative clause is currently classified fore, we first constructed conversion rules for use with
into a subclasacl:relcl. Japanese constituent treebank (Tanaka and Nagata, 2013)
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for the Mainichi Shimbun Newspaper. The treebank wast % “eat +CAUS’ or BX/T/H 5 5 “eat +BENEF, f&
initially built by converting the Kyoto University Text Cor- + “Hanako”, is an additional argument, which is a causer
pus and was manually annotated. The treebank has clauge sentence (13) and a benefactor in sentence (14). Itis
level annotations with syntactic function labels, e.g., syn-normally annotated witlmsubj, following the current UD
tactic role and clause type, and coordination constructionscheme, while the subject in sentence (12),, Z “apple”,
which are required for UD annotation. The treebank iswhich is the patient of the verb, is annotated with the spe-
composed of complete binary trees, and can be easily comial relationnsubjpass. In addition, the proto-agent of the
verted to dependency tree by adapting the head percolatiorerb & X “eat”, XEB “Taro”, is tagged withiobj because
rules and dependency type rules for each partial tree. Thigis marked with the case marké&r “ni” in these construc-

UD corpus is composed of 10,000 sentences, and it containsns.

267,631 tokens. The data is available on the UD website \we do not have a method to indicate these case alternations
Moreover, we attempted to construct conversion rules fof, the current UD. Currently, we give dependency types on

BCCWJ with third-party annotations in order to build o hasis of surface expressions, without any markings of
UD resources covering a wide variety of genres including.,qe alternations.

books, magazines, blogs, etc.

6. Discussion

Several issues remain before the Japanese syntactic struc-
ture can be fully covered in the UD scheme.

Voice In UD, the passive voice is marked with special de-
pendency types, such asubjpass and auxpass. This
is useful in recognizing semantic dependencies. Sentence

(12) is the passivized sentence of sentence (11). The subject
of (11), which is an agent oft X % “eat,” is distinguished e N RBIZHAZ 2 AR IH3
from the Sub]ect of (12) NOUN ADP NOUN ADP NOUN ADP VERB AUX
Hanakonom Taro-oar apple -acc eat  -caus
13)
‘Hanako makes Taro eat an apple. (causative)’
KEE A DAZ 2 AN Iz
NOUN ADP NOUN  ADP NOUN AUX
(11) Taro-nom apple -acc  eat -past
‘Taro ate an apple. (active)’
BT M AREBIZHAZ 2 BRT £565
NOUN ADP NOUN ADP NOUN ADP VERB SCONJ AUX
Hanakonom Taro-oar apple -acc eat -BENEF
(14)
DAZ DK IZARSH 7= .
NOUN ADP NOUN ADP NOUN AUX AUX ‘Hanako asks Taro to eat an apple. (benefactive)’
12) apple -nom Taro-oar €at -pass-past

An apple was eaten by Taro. (passive) Coordination We take the first conjunct as the head in the

coordinating construction in the fashion of the UD scheme.
Japanese syntax involves another voice that involves casgowever, because Japanese is a head final language, the last
alternations done by adding specific auxiliary verbs to predconjunct tends to be the head. Using first conjunct head
icates similar to pa.SSive voice Construction, as shown irbonstruction for a head final |anguage creates issues bhe-
(13) and (14). The problem here is that the relationshircause different constructions share the one annotation. For
between the verb and its SUbjeCt in this voice is not diS-examp|e, the annotation (15) has two possib|e interpreta_
tinguished from the relationship indicated by the originaltions. 74\ & & 5 “cute dogs and cats” could be inter-
active voice®. The subject of the verb phrasés~/&/  preted as having the adjective modifying the first conjunct
X “dog” or the adjective modifying the whole construction
R/ & % “dog and cat”. It would be preferable to adapt a
scheme for choosing the head of a coordinating construc-
tion depending on the properties of the target language.

Shttp://universaldependencies.org/ . Note that the orig-
inal Mainichi Shimbun Corpus CD-ROM 1995, available at
http://www.nichigai.co.jp/sales/mainichi/
mainichi-data.html , is needed to restore the treebank.

SVoice information can be included as a morphological fea-
ture; however it is not clearly represented as a syntactic structure.
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