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In Using Language, Herbert Clark proposes a broadly integrative theory of language as 
action. The book examines both social and cognitive aspects of language use, drawing 
from speech act theory (Austin 1965; Searle 1965; Allen and Perrault 1980), theories of 
discourse and dialogue (Reichman 1985; Grosz and Sidner 1986), and theories of social 
interaction (Goffman 1970; Brown and Levinson 1987; Sacks, Schegloff, and Jefferson 
1974). In order to integrate these different perspectives, the book relies on empirical 
research by Clark and his students over the last fifteen years. 

Clark begins the book with an overview of its central thesis that "language use is 
really a form of joint action" (p. 3), i.e., action carried out by an ensemble of people 
acting in coordination with one another. As a joint activity, conversation consists of 
a joint action and the individual actions by the conversational participants that con- 
stitute the joint action (Bruce 1975; Power 1974; Clark and Carlson 1982; Cohen and 
Levesque 1991; Grosz and Sidner 1990). Joint activities require coordination of both 
the content of the activity and the process by which the activity moves forward. The 
source of conversants' ability to coordinate is their common ground, the set of knowl- 
edge, beliefs and suppositions that they believe they share (Stalnaker 1978; Clark and 
Marshall 1981; Prince 1981). Common ground makes it possible for a speaker and a 
hearer to coordinate on what the speaker means and what the hearer understands the 
speaker to mean. In the remainder of the book, these core ideas are expanded and 
elaborated. 

One core claim is that communicative acts are the primitive-level actions that all 
joint activities consist of. Speakers and hearers coordinate the production and interpre- 
tation of communicative acts through the mediation of a signaling system (Schelling 
1960; Lewis 1969). The signs of the signaling system and their interpretation are of- 
ten defined by convention, but the signal and its interpretation can also rely on the 
speaker's and hearer's common ground. Conversants accumulate common ground 
with joint signaling events, which move the conversants from one state of the con- 
versation to the next. At the utterance level, each joint signaling event includes a 
presentation phase, in which the initiator presents a contribution, and an acceptance 
phase, in which the other conversants indicate the degree to which they understand 
and accept or reject that contribution. Conversants try to manage the production and 
interpretation of communicative acts with the least collaborative effort, i.e., with the 
smallest cumulative effort of the speaker and hearer combined. Since signaling systems 
encompass all types of signs, not merely those signaled by purely linguistic means, 
conversation can use any of a complex set of signals, such as facial expressions, ges- 
ture, speech, and shared awareness of actions and objects in a shared environment 
(Brennan 1990). 
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A second core claim is that dialogue has a layer of structure above the level of 
communicative acts. The conversants base their interpretation of each utterance-level 
act on the assumption that each utterance-level signaling event contributes to another 
joint action, namely some structured purpose, which defines a larger joint activity 
(goal or plan) at the discourse level (Bruce 1975; Power 1974; Allen and Perrault 1980; 
Litman 1985). At the discourse level, each joint signaling event consists of individual 
segments, or sections in Clark's terminology. A transition between two sections s and t 
depends on a set of relations that can hold between sections, such as t being subsequent 
to s, t being a part of s, or t being a digression from s (Reichman 1985; Litman 1985; 
Grosz and Sidner 1986). Each section requires the conversants to coordinate on the 
entry into the section and the exit from the section (Whittaker and Stenton 1988). One 
basis for coordination is the marking of transitions between sections in different ways, 
e.g., by discourse markers (Hirschberg and Litman 1993). 

Computational linguists who read this book will notice that these core ideas are 
consistent in many ways with commonly assumed planning models of dialogue in 
computational linguistics. While Clark does not always make clear the relationship 
between his proposals and work in computational linguistics, many researchers in 
computational linguistics have used these ideas within computational frameworks 
that are more precise and testable. Clark argues that his perspective is inconsistent 
with planning models of dialogue, but Clark's view of planning mechanisms appears 
to reflect the state of the art circa 1971, when STRIPS was first proposed (Fikes and 
Nilsson 1971). He rejects all models based on planning because "people . . .  don't 
know in advance what they will actually do [because] they cannot get anything done 
without the others joining them, and they cannot know in advance what the others 
will do" (p. 319). However, it is not beyond the ability of current planning and control 
mechanisms to respond dynamically to a change in the environment or an unpre- 
dictable response by a conversational partner (Barto, Bradtke, and Singh 1995, inter 
alia). Furthermore, plan-revision mechanisms have been successfully used to model 
these phenomena (Cawsey 1993; Carletta 1992). 

An additional thread that Clark integrates into his account is the effect of social 
relationships on language production and interpretation. Following Goffman (1970), 
and Brown and Levinson (1987), Clark claims that the production of each utterance- 
level signaling event is governed by a set of social constraints that derive from the 
social situation in which the conversation is carried out and the social relationship that 
holds between the conversants. These theories claim that it is primarily the orientation 
to social constraints that leads to many indirect forms of communicative acts. The use 
of planning representations in the interpretation of these indirect speech acts has been 
the focus of much work in computational linguistics (Perrault and Allen 1980; Litman 
1985; McRoy and Hirst 1995), but these theories have had little impact on models of 
language production used in computational linguistics (with the exception of models 
reported by Hovy [1990] and Walker, Cahn, and Whittaker [1997]). 

Thus, Clark provides a view of language use that integrates a number of per- 
spectives, many of which have individually already been influential in computational 
linguistics. The integrative model that Clark presents has many complexities, but the 
book is accessible to readers with little or no background. The claims are nicely illus- 
trated with excerpts from naturally occurring dialogues and backed up by empirical 
research by Clark and his students. What I find most remarkable about this book is 
the degree to which it reflects the convergence of various branches of discourse and 
dialogue theory on a set of common models based on theoretical perspectives in lin- 
guistics, psychology, sociolinguistics, philosophy, and computational linguistics. As a 
result, although the book is not written for a computational audience, it should be 
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of interest to computa t iona l  linguists s tudying  language  as a means  of acting in the 
world.  
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