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Abstract

Once an object is introduced iinto a discourse, the form of
subsequenl references to it are slrongly governed by
conventjn. This paper discusses how those conventions can
be represented for use by a generation facility. A mullistage
representation is used, allowing decisions to be made when
and where the information is available. It is suggested thal a
specification of rhetorical structure of the intended message
should be included with the present syntactic one, and the

conventions eventually reformulated in terms of it,

Introduction

Whenever a speaker wants to refer in text or speech to
some object, action, slate, etc., she must find phrase which will
both previde an adequate description and fit the context.
What governs her choice? One way to find out might be to
look at the selected phrase after the fact and try to develop a
static characterization of the relation between it and its
context. This is what most non-computalional linguisls do.
However, relations derived from fimshed texis are al best
incomplete. They will not tell us how the choice was made or
even guarentee that the relation(s) was apparent when the
choice had to be made.

To get a clear picture of what people know about making
reterences, we have to focus our attention of the pracess-that
they go through. It must involve making decisions on the basis
of some contextual evidence. What is the evidence? How and
when is it computed? How is it described? Is the decision of
what phrase to use made all at onge or as a gradusl
refinement? How s this process interleaved with the larger

process of constructing the rest of the utterance?

This report describes research done at the Artificial
Inlelligence Laboralory of the Massachusetls Institute of
Technology. Support for the laboratory’s artificial intellience
research is provided in part by the Advanced Research
Projects Agency of the, Department of Defence under Oifice of
Naval Research contract NOOO14-75-C-0643.
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We can narrow the research problem by. distinguishing two
kinds of references: imtial and subsequent. This classification
divides instances of reference by their position in a discourse.
“Injtial" references introduce new entities into the discourse,
while “subsequent™ references are another mention of one
already introduced.

An nilial reference must be an encompassing enough
description of the new entity thal the audence will be able to
recognize it. This requires malching goals wilh evidence from
a model of what the audience js likely to already know ang
how likely they are to understand various choices of wording
(e.g. which of its properlijes should be emphasjzed? - why is it
being introdbced?). This 1s not easy. People talking or writing
about unfamiliar things or to unfamiliar audiences are not
particularly good at it.

Subsequent references are another matter. They. are very
highly grammatisized. While an initial reference may take
almost any form: noun phrases with unrestricted numbers of
adjectives and qualifying phrases, nominaljzed clauses, verb
phrases (for actions), elc, subsequent references must use
very specialized forms: personal, reflexive, and personal
pronouns; special determiners like "this™ or "my™; class nouns
like "thing" or "one”; and so on. Here, grammatical convention
dictates most decisions and leaves only some details to free
choice,

*x%

My observations in this paper are based on experiences

with a program for generating English texts from the

goal-oriented, internally

represented messages of other
programs. My program, and lhe stale of the art in general, can
deal much betler with the representation of a grammar than
with then representation of an audience model. Hence the
focus here on. subsequent references.

The neéxt sechion looks at the course of the whole
generation process as my program models it, and fits the
sub~process of finding phrases for references within it. Then
the process of deciding whether or not to use a pronoun will

be examined jn some delail. This will lead to the problem of
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accessing audience models and, the jdea thal the relevant

information  «hould be computed outside the linguistic
conslrdiclion piocess per se. That idea is expanded to include
"whntorical structures” like the relation "all of a set” that leads

to a phrases like "..a square, ..the other square”. Finally, a

design for this rhelorical structure is sketched.

Internal representation

Suppose we had a logically minded program that wanted to

make lhe slalement:

Vx man(x) = mortal(x)
Peopte who have worked on language general®n have almost
unversally faclored oul all of the program's knowledge of
language

into a lemporally and computationally distinct

component. Once the res! of the program has compiled a

description of what it wants to say like the formula above -
it pacaes it off to its "linguistic generation component” and lets
it come up with the actual text,

But belfore moving on to that component, lel us look closer

at this formula. | am presuming that the speaker’s primary

(non-Iinpuwisiic) representation, be it predicate logic, semantic
nete, or whatever,

uses a lotally unambiguous style of

represenlalion - somelhing equivalent to always refering to an
objecl, et by its unjque name For example, the three "x™s
in the formula all denote the same object (albeit local), The two
predhcates, the quantifier and the implication sign all denote

dfferent objects,

We usually think of objects - noun phrases - as being the
only things that might be refered to more than once, but that

15 not the

case. Consider

the formula mortal(Romeo) A
mot tal(Juliet). That could be rendered in any of several ways
mcluding: "Romro 1s mortal and so 1s Juliet”. Here the second
instance of mortal() was reahzed by a special, highly restricted
grammalic device - exaclly the characteristics of a "subsequent
reference”. From the point of view of the language generation
componen!, the important thing will be the repetition of some
namme from the mnput formula not, at first glance at least, the

kind of object thal name denoles. (The set of descriptive

tormulas supplied to the linguistics component is called the

programs "meanage”  Subformulas or terms within a message

are called "elements” or "msg-elmis™.)

The inleenal, objects thal appear in a speaker’s

deacriplions will have defining and incidental properties

associated with them.which age accessible through their names.
Thie. will include a property {(actually a packet of properties
and procedures) which records what the program kngws about
realizing the object as an English phrase. | refer to this
property as the object’s “"entry” - as in an entry in a

tranaiating dictionary., An entry specifies what are the set of

65

Ll

pohsible: English phrases thal could be used for the object, and
includes a  set of conlext sensitive tests that will indicate
which phrase to choose. Breaking down the speaker’s "how to
say 1" knowledge into such small chunks facilitates the use of
a gencral recursive process for turning messages into texts by
following the compositional structure of the tormulals) trom
top to bollom.

Besides pointing lo permanent properties, a object’s name
witl also be the repository of more or less temporary

annotalions. In parlicular, when the generation component

realizes  an instance of an object as phrase, it can add an
annotalion to it marking what kind of phrase was selected,
whene in 1he text this occured, what the immediately
dominaling clause was at the time. and so on. The next time
there is an instance of that same object the annotation*can be
found and used 1o help decide whal kind of subsequent

refoeronce should he made.

Brfore the linguistic processing is begun, is it possible to
examine the input formula and delermine what subsequent
tefriences il will educe” The bound variable x appears three
times, once with the quantifier and once with each predicate.
It would be a candidate for some subsequent references if, in
fact, the forimula was rendered into English literally,

"For any: thing, if that thing is a man, then it is mortal."

But othar. more fluent, renderings of that formula will not give
the x s a separate status:

“"Beinyz a man implies being mortal”

"All men are morlal"

In shorl, it 15 not possible to predict which objects will be
explicilly refered to and which not just on the basis- of a
formula iin the internal representatlion language. You would
have te know (1) how the terms that dominate the object in
the formula are going to be rendered; and (2) whether the
object was menlioned earlier in the discourse and how it was
de~cribed

there. Then you would still have to, in effect,

duplicate the reasoning process that the generation component
would go thiougheitself.

A we will see later, the generation component will often
need "advice” as lo whether or nol the audience would
undei stand which
makes these deasions wil presumably prefer o work from
pie calculated observations so as

cerlain phrasings. The audience model
to avoid delay. The
imphcation of the fact that you cannol whether that there will
be a subsequent reference to a particular object until it
actually happens is that you cannot make special preparations
for it The audience model, or any other effected part of the

program, will have to be generally- preparea vor whatever



objects mighl be asked aboul.

The possibility of three different renderings for the sam@
formula implies that the formula per se does not contdin
enough specification to pick out just one of them. If you
consider the three sentences for a moment, you will appreciate
tival what distinguishes them are differences In rhetorical
emphasis and in how to interpret Vx. These are things that
Frege deliberately omitted from the predicate calculus. To
direct the generation component so as to arrive at a particular
one of those senlences, more formulas would have to be added
to the message or else found in the larger context (e.g. the
formula mighl be part of a proof}, and the entries for
quantifiers, implication, etc. would have to. be augmenied to
notice them.

Upgrading the predicate caiculus enough to motivate the
use of fluent English is a facinating problem, but one which |
will gloss over in this paper. See McDonald [1978a) for more
details. For now, | will assume that the decisions made by the
various entries come oul s0 as lo give the literal version of
the formula with the explicit references just so that we can
use i for an example.

Syntactic Context
BelQw 1s my program’s representalion of the situation just
as it is about {o choose a phrase for the third instance of x in
the formuta. The point of showing this constituent structure is
to demonstrate that while the program has a great deal of data
to bring to bear on {he choice, it also has & great deal of data
which s utterly irrelevant to it. The packaging of the data -
the size of the search space - is at least s important es
having the data avalable in the first place.

cldusel
O i e ps ww ..:~:—.':..‘.'=-.
[mniro]) [clause]
clausel
[prepllobj] (intro] {clause] ,
for n |- coord. " |- coord. "then"

5 a
[det][hea;l] c/laus 2 =~ d#’\

any thing [subj] [pr:ﬁ [subj) [pred]
/np_K !lm]_,_ X mortal()
[def][headi ‘[v;][pred-nom]
that thing be n
[det)Xhead]
a man

In the diagram, the names of grammatical categories:
tlausel, pp, elc, denote the syntactic nodes of an annotated
surface structure. Each node has a set of immediate
consliluenls, ofgamzed by e list of named constiluent slots. A
slot can be empty, holid another node, hold a word or idiom, or
hold an element of the input formula which has yet to be
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processed, e.g. x, or morlal(). The words al the leaves of the
tree are given in their root farm. A morphology subroutine
specializes them for number, lense, etc. when they are spoken
(printed on the console).

The choice of what synlactic categories, descriptive
features and conslituent slots to maintain is tied up with the
choice of aclions assoctated with them by the hnguistics
component, The [intro] constituent, for example, will act to
insurc lhat any introductory clause is realized as a participld
There are many trade-offs involved in the design of this
grammar, and [ will again gloss over them for this paper.

The choice of refering phrase for a subsequent reference
is delermined largely by the synlaclic relationship between
the current instance and the previous instance to the same
abject. In a stalic, after the fact analysis, we would detetmine
this relalionship by examining their posilions in a tree Tike the
one above This is a simple enough operation for a person
using her eyes, but 1t 1s an awkward mark and sweep style
search for a compuler progrem.

My program uses a much more efficrent, and ] would say
more perspiclious approach based on recording potentially
relevant facls at the time they are first noticed by the
linguistics component The wording of the heuristics that are
used for the decisions are simifar to the wordings used in
static analysis. (They almost have to be, given that that is how
thé bulk of inguistic research has been done to date.) But the
data far the heuristics is acquired in a more natural manner.

Before discussing the program actusl pronominalization
heuristics, | will first digress 10 describe the workings of the
generation process which collecls (and creates) the' data.

2%y

The tree in the previous column was
is the
conceptually topmost part

developed

incremenially. Clausel result of realizing the

of the inpult formula - the
Its argument - the implicstion - was then
positioned in iFle new syntactic structure but not yet realized

itself. This 1s what the constituent tree looked like at that
point.

quantification.

tlausel

e
[intro) [clause]

}r_ggg men(x) - mortai{x)

» -

[prepHob)]
for x

o OO~

All of the generation component’s aclual knowledge is
spread aboul many small, local routines: dictionary entries for
the abject that will appear in input formulas; “realization
stralegies” - the consiruction routines that those' entries
exectite to implement their decisions; or "grammar routines” -
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associated with the names of calegories or constituents and in
chaige of effecting convenlional details not involved in
conveying meaning These routines are all activated and
organized by a simple controiler.

The controller works by walking the constituent tree, top
down through the syntactic nodes and from left to right at
each level of constituents, The process begins with the top
node of the tree just afler it is built by the eniry for the the
topmost element of the input formula.

Qutline of.the Controller

Examine-node
(1) call the grammar routine for this category node

(2) rebind the node recursive_state variables
(3) call Examine-constituents

Examine-constituents

- For each conslituent slots of the current node in order do:

(1) call the grammar routine for that slot name
(2) call Examine-slot-contents

Examine-slol-contenls

- Cases:
contents = nil do nothing

contents = <word>
call the morphology subroutine with the word
print the resuit

contenls = <node>
call Examine-hode

contenls = <msg-elmt>
use {he dictionary entry for the element to find
-a phrase for the element; replace the element with
that phrase as the contents of the siot;
loop through the cases again.

So, having generated “clause2, in effect by starting the
controtier on the last case of Examine-siot-contetits, the
controller will loop around. The contents will now be clause2;
the third case will be taken and the clause "entered”. Its first
constituenl conlains another node; the controller recursively
re-enlers Examine-node and enters the prepositional phrase.
Its  firsi
immediatedly printed out with no changes from the morphology

subrouline; the second' contains the first instance of x which is

consiituent contains the word “for", which is

ptocessed with the dictionary eniry common to “issolated
variables”, The noun phrase it constructs replaces the x in the
constituent {ree; the controller then loops thrqugh the cases
once more, recursively calling Examine-node on NP3. It is now
three invocations deep. The dotted line shows its path.
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claysel
fi'rﬂ‘ro] ) [crau;-é.j
_pp2 man(x) = mFtal(x)
W N
[prep]obj)”

for /I}E_a
[c'de} i[Bead]

any thing
spokeny "For any thing, "

After processing np3, the controlier will leave the np and
thepp, go to the next constituent of clausel, use the dictionarv
entry for unplications, and so on, et cetlera.

The design of this generation component i$ oriented
around the decision making process of the dictionaty entries
[see [McDonald 1978b] for more discission). The principle
reacon thal the process is deterministic and indelible, for
example, 1s 1o simplily the conditions that the entries will have
to test for. A more relevant example here is the use the
controller to "pre-calculate” certain relations aboyt the context
and make them available through the values. of recursive state
variables maintained by Examine-node. For example, the

coniroller keeps pointers to the “current-main-clause”™,
“current-verb-phrase”, etc.. It keeps track of whether it is in
a subordinate contex!, of what the last constituent was, last
senlence, and so on.

Any of these relations could be calculaled independantiy
by directly examining the form of the, constituent tree and the
annotalions on its nodes and embedded message elemenfs. But
the point 1 more than just efficiency., By makipg certain
relations readily available and not others, one says that just
those relations are the important ones for making linguistic
decisions. A one of a kind operation like subject-verb
agreemen! will have a special predicate written for it that
"knows" where 1o find the reievant subject constituent in the
conalituent tree. Bul relations thal are often used, particularly
those needed for evaluating pronominalization, are maintained
by the, controller, anu, as a corollary, are only available in
their pre-compuled form when the controllier is present at that
point in the tree.

The design of the controller guarentees that the
generalion process win nave thése properties: (1) It is done in
one pass - the controller never backs up. (2) Therefore
decisions, choices of phrasing, must be made correctly the first
time. (3) It is incremental. When the first part of the text is
being printed out, later parts will be in their internal form. (4)
Thercfore about the linguistic
characleristics of earlier parts of the text are available to
influence the decisions made about the later parts. (5) In

particular, when the time comes to render any particular

very  spedific  facts
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comeying neanming. These routines are all activeted and

organized by a simple controller.
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The controller works by walking the constituent tree, top
down through the syntactic nodes and from left to right at
each level of constituents, The process begins with the' top
node of the tree just after it is built by the entry for the«the
topmost element of the input formula.

Qutline of the Controller

Examine-node
(1) call the grammar routine for this category node

(2) 1obind the node recursive slate variables

{3) ¢all Examine-constituents

Examine-conshiuents

- For each conshtuent slols of the current node in order do:

(1) call the grammar routine for that slot name
(2) call Examine-slot-contents

Evamine- slot-conlents

~ Caats:

contents = nil do nothing

conlents = <word>
call the morphology subroutine with the word
print the resull

contenls = <node>
call [xamine-node

contents = <msg-eimt>
use the dictionary entry for the element to find
a phrase for the element; replace the element with
that phrase as the contents of the slol;
loop through the cases again.

So, having generated clavse?, in effeet by starting the
controller on the last case of Examine-slot-contents, the
controtler will loop around. The contents will now be clause2;
Its first

constiluent contains another node; the controller recursively

the tiurd case will be taken and the ciause "entered”.

re-enters Examine-node and enters the prepositional phrase.

He first constituent contains the word

"for", which’ is
mmodtatccﬂy printed out with no changes from the morphology
subrouline:.the second contains the first instance of x which is
pt orassed uwﬂh the dictionary enlry common to "ssolated
variables”. The noun phrase If constructs replaces the x in the
constituent tree; the controller then loops thrqugh the cases
once more, recursively calling Examine-node on NP3. It is now

three invocalions deep. The dotled line shows its path.
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tlausel
..“~4—:¢—q-__ .
ﬁq‘l r‘o] ['c'la(j:;e]
pp? man(x) = mortal(x)
L. -~
--v'—-q-——\--—:.-:I
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for NP3
[c'lel (Bead]

any thing
spoken: “For any fhing, *

After processing np3, the controller will leave the np and
thepp, 20 to the next conslituent of clausel, use the dictionary

entry for unplications, and so on, et cettera.

The design of this generation component is orienléd
around the decision making process of the dictionary entries
(see {McDonald 1978b] for more discussion). THé principle
reason that the process is deterministic and indelible, for
example, 1sto simphfy the condifions that the entries will have
to lest for. A more relevant example here 15 the use the
contiofler to "pre-calculate” certain relations about the context
and make them available through the values of recursive state
variables maintained by Examine-node
the
“current-verb-phrase”; etc.. It keeps track of whether it is in

a subordinate confext, of what the last constituent was,-last

For c<ample, the

controller keeps pointers to "current-main-clause”,

senlence, and so on.

Any of these relations could be calculated independantly
by directly examining the iorm of the constituent tree and the
annotations on s nodes and embedded message elements. But
the pomnt is more than just efficiency. By makipg certain
relalions reachly available and not others, one says that' just
those relations are the important ones for making hnguistic

decisione A one of

a kind operalion like subject-verb
agreement will have a special predicate written for it that
"knows" where to find the relevant subject constituent in the
constituent tree. But relalions that are often used, particularly
those needed for evalualing pronominalization, are maintained
by the controller, and, as a corollary, .are only available in
their pre-compuled f8rm when the controller is present at that
point in the lree.
The desigh of the controlier that the
will have these properties: (1) It is done in
(2) Therefore

decisions, choices of phrasing, must be made correctly the first

guarentees

generation proces

one pass - the controller never backs up.

time. (3) It 1s incremental. When the first part of the text is
bewng printed out, later parts will be in their internal form. (4)
the hnguistic
characteristics of earlier parts of the text are available to
(%) In

parlicular, when the time comes to render any particular

Therefore  very specific facts  about

influence the decisions made abeut the later parts.



was-a-thing, vs. was-a-proposition once and for all and makes it
uniecessary far the heuristics that refer to this distinction to
repeatedly include all of the particular cases. For that matter,
it 1sgalso unnpccessary to rewrite the code for the heuristics
every Lime there 15 a new definition for a feature,

Olher

features

syntaclic include

currently computed
measures of relalive position like same-simplex, same-sentence,
o1 stale, and proceed-and-command, whihc are compuled from
the several position indexes in the record. The record of what
constituent siot the lasl inslance was in, in conjunction with
the clause indexes, 1a used to check for features such as
whethet. the last inslance was the previous=subject. Also,
paraliel posttions within coniomned phrases are noted.

Once the list of features 15 compuled, the heuristics are
run . At the moment, they are mplemented as simple
conchlionals. Here agamn, there can be an immediate yes or no
detision, or else a yel more involveo process is invoked (see
below). The grammar forces an immediale decision when

proceed-and-command applies.  Otherwise, a number of

heuristics will immediately cause a pronoun to be used if there,

are no “"distracling” referentes to other object in that vicinity

of the discourse For example, If the last instance of the
object wae eelf realized as a pronoun, this will cause an
immedialely decision to use one again,

In the ‘case of this example, the third instance of "x" will
be described as:

same~-senience, last~subjecl, was-a~thing

As there are ro olher simitar references in the .vicinity to
distiact the audience, the heurislics will immediately decide
that a pronoun should be used. The subrouline for computing
fhe correct print name for pronouns is then consulted, and the
result, ™" 15 returned fo be inserted in the constituent tree

and "spoken” on the next loop of {he controller.

Reasoning about distracting references

Except when instance and anaphor are in the same simplex
clause, syntachic relations alone are never enough to dictate
whelher or not a message element should be pronominalized.
The bnzuislics component must 1o be able to {eil if there are
any other elements with which this one might possibly be
confused The problem i1s, of course, that the "confusion™ will
be a «emantic or pragmatic one, i.e. it will be based on

cognihive about

facls the message elements which the

Imgnatics component, per se, knows nothing about.

Given an oracle to fell 1t which message elements would
compele wilth current one for the interpretation of a pronoun
m that position, the linguistics component. can use a simple
procedure lo decide whether to go ahead with the pronoun,

namely to  run those other elements through the
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pronominalization heuristics as well and see which accumuiates
the best reasons for being pronominalized.

Consider this

example sentence.

Imagine that the
linguistics component has reached the point in brackets and
must make the choice whether to say "her” or "Candy's".
"Cand)y- asked Carol lo reschedule {her, Candy’'s] meeting for
earlier 1n the day.”
Whether or nol {wp objects will be ambiguous depends on
what the audience knows. In this case, an audience that knows
who both Candy and Carol are will know that Candy is a
graduale sludent who might well organize a meeting and that
Carol 1s a group secretary, someone who would probably make
the arrangements needed for changing a meeting’s time, For
such an aydience, 1 would be not at all confusing to say Ther
meeting". An audience that diont know who they werge
however would at best be confused and would in fact probably
make the wrong choice.

This kind of information is much too specific to imagine
encoding as parl of general purpose dictionary entries. But
because of the general unpredictabihly al the message level of
whether an objec! will have subsequent references made to it
in the eventual text, the linguistics component will have to
make its query to the main program "oracle" at the very last
minute as part of pronominalization heuristics,

The oracle will presumably be some kind of audience
model. But for present purposes, we tan think of it as a
function that takes the object we are interested in ("Candy™)
as s argument and returns a list of those objects that
appeared in lhis and recent messages which the audience
might confuse with it. So, in this case, if the audience knew
Candy and Carol, then the oracle would return a nyll list, and
the pronominalization option would go through. If they dign’t
know them, then it would return "( Cdrol )", ana a further
round of heunistics would be tried.

To compare the relative "pronominalizabilily” of several
message elements, Pronoun? runs them separately through the
analysis and cvaluation procedure. But instead of acting on
the evaluation direclly, it makes a list of the names of the
individual heurislics that each passes and then compares the
two lists. In the current program these would be:

Candy
same -sentence
proceed-and-command

Carol
same-simplex
proceed-and-command
ppslairs-subject
no-interveening-distraction

jvia a lrace



In this case, the relative number of heuristics alone would
indicate that Carol would make a "better" interpretation for a
pronoun in that position, and that, therefore, the possibility of
a using a pronoun for Candy should be rejected. But actually,
the cifferent heuristics are given weightings. Same-simplex,

for example, is much belter evidence than same-sentence.

Non-pronominal subsequent references
Every subsequent reference is first checked 'for the
possibilly of using a pronoun. If this check falls, a summary
vector of the features analysed and of heuristics passed and
failed is passed along to the message element’s dictionary
enfry. Entries ma' have their own idiosyncratic procedures
for deahing with these cituations, bul they may also make use
ot general procedures packaged by the grammar.,

A< explained in [McDonald 1978b], the "thinking" part of a
dictionary entry consists of a set of “filters”, which, if their
condilions are met, will execule one or mpre ‘reahzation
strategios” which assemble the phrase or modifer that the
filer set cdecided upon. Because entries are not evaluated
directly but inslead are inlerpreted, il is possible for the
inferpreter 1o dynamically, add or subtract filler sets according
to the grammatical (or rhetorical - see below) circumstances.

One of the more common reasons for rejecting the use of a
pronoun 15 that it might be missinterpreted as refering to some
other object. The form of subsequent reference eventually
choosen in these cases must distinguish the object from the
one it is potentially ambiguous with, but does not have to
recapitulate any more detail.

In parlicular, one frequent patterr for an initial reference
ts a noun phrase with the name of a class of objec!s as its
head word, with a series.of adjectives, classifiers, or qualifying
There

constiucting a non-pronominal, subsequent reference to follow

pht ases  surounding 1 is a simple formula for

this kind of NP namely to repeat the class name as the head
wotrd and use either "thal" or "the" as a determiner.

Part of an element’s discourse record is a list of the
realization stralegies {hal were used in the construction of
previous phrases. This is a technique for smoothing over the
irrelevant detail of the actual phrase that what used. As the

realization

stralcgies are refered

to by name, can be
annotated with properties describing ‘what they do, and
entered into abstraction hierarchies, Routines that have to
think about what other routines have done or might do can do
s0 at whatever level of generality is approp.ate. In
parlicular, this 15 a way to describe palterns of noun phrase
construction so that general purpose filler sets can recognize

fhem,
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The intial references pattern above is recognized by a
filler set lhal the entry interoreter can add. The filter’s
predicate cnecks for the name of the realization strategy
head<-classname being included as one of the "strategies-used"
of the anaphor. 1If il is found, this filer sel will take
precedence over any others in the entry. The filter set’s
action will assomble a new noun phrase with the same cldss
name, as used for inthal references (it is recorded with the
entry), and elther fhe or that as the determiner agepending on
a‘heuristic measure of the distance between this instance and
the fast. . Thie is the process operaling in a sentence like:

"There is room for a block on a surface iff thal surface 1s a
table or has a clear top."

Sultisequent 1eferences to the same kind of object

Thic controller makes only one pass through conshituent
tree, turning internal, message level structures into linguistic
slruclures as it passee While the amount of intormation
available for material behino the controlier is limited only by
how much annolalion lhe designer cares.lo record, material in
front of ihe controller 15 only megerly described. The
(pofential) inguistic properties of an object embedded in the
canstituenlt free in front of the controller can be explored to a
limited extent by "querying” its diclionary entry. However,
this is limited as a praclical matter because the interveening
texf has not been fimished and any fillers in that entry which
depended on {he discourse contex! will be undefined.

This means that if you wan{ the reahzation of two
separatdd objects to be coordinated, the coordination has to
be- planned for well in advance and somehow marked.
Otherwise the first object will be, realized freely, since it
would not be ablc fo "see” that there is even 2 second object
presenl. The

phrases where

below are examples of
{The' first
tic-tac-toe tallyng program of [Davey 1974} He used special

purpose roulines 10 handcralt the pairs.)

coordination 1s. required

two are from the

.. my edge and yours..”

".a corner ..lhe opposite one "

. will enclose X's in square brackels and Y's in angle brackels™

".a g block and a liltle one”

In each*of these cases, the'two objects were both of the
same "sorl”™ cages, corners, brackets, or biocks. By the usual
criteria, this would mean that bhey share dicltionary entries,
and, indéed, the pared phrases have much in common, and
coukl be secn as only differing in the choice of strategy for
their

adjectives and/or determiners. This means that the

coordinating mark must be something other than the "kind-of"



pointer thal links objects with their enlries. It will also
probably have to be a temporary structure, since “the
opposile corngr” is a transient phenomena, defined only at
particular noments in sach game of lic-tac-toe.

The simplest way lo mark the pairs is with an additional
formula in the input message, e.g.

(all-of-a-set cornor] corner9)

or (cortrast-by-size B6 B3)
When the message is inilially processed, formulas like these
are indexed by their arguments so that, eg., the dictionary
entry for blocks will be able to notice them and choose its
strategies accordingly.

Incdicators hke all-of-a-gel are a part of the common
prammar, and operale in the same way that the earlier filter
sel for subsequent references by classnames does. The
dictionary entry interpreler keeps track of the arguments to
the formula and when the last of them is being processed, it
“interupls” and preempls the choice of determiner to insure
that it is the, indicating that the speaker intends for the
audience to appreciate fhal fhere is no other corner {or

whatever) feft. (This i1s a simplification.)

Rhetorical context
Rhetoric is the art of persuasion [Aristotle] Stylistic
varialions in ordering, word choice, use of funclion words,
@lipsis,- ete. are potenhally rhetorical techniques, if the
speaker program (or rather its designer) knows when their use
would have a narlicular desired effect,.i.er when their use

would make the tex! more persuasive.

The rhetorical context will typically be just an additional
parameter fo bLe noticed by“ the entires and grammatical
routines. The dimension that it adds, however, greally
increases the fluency of the linguistic component’s putput. The
only probiem is that rhelozical phenomena have not been
studied much at all - they have been sweep under the rug of

stylistic variations”.

Goals about how fo express the message’s content can be
specified in the message. They will have their own dictionary
entries and end up determining part of the rhetorical context
thal accompanies the syntactic context. (At this writing, the
details of the structure of the rhetorical context are sfill being
implemented. What foilows is a sket¢h.) Consider:

All of the pronominalizalion heuristics mentionedi earlier
were based on syntactic relations. However, there are other
relalions governing the undérstanding and generation of texts,

which have to do with their

rhetorical” ©or “discourse”
strycture. In particular, each region of-text will have a focus -
loosely speaking lhe object or action that thal text is "about”
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(see [Sidner 1978] for an elaboration).

Pronominalizalion of subsequent references (o the focused
object is almost always obligatory. (There can be exceptions if
the last several references to the object were pronominalized,
and the intontion is 1o "refresh” the audience s memory.) In the
example with "Candy” and 'Carol™, if the previous part of the
discourse had been saying things about Candy, then she would
have been established as, the focus of that sentence. Then the
presence of a current-focus heuristic in Candy's list of
sucessful  heuristics would have outweighed all of the
syntactically based heuristics in Carol’s list and the pronoun
woutd have been used.

The only queslion is héw 10 mark and monitor focus or any

other rhetorical inditator. 1t & not & natural or even

consistantly definaile part of a syntactic constituent structure.
Tt ~vefore it will have to be "tacked on" somehow. The
tec mique 1 am experimenting with is to implement a focus
“register” which is explicitly set and reset by any dictionary
entries that effect focds, A new message could also effect the
focus register via an explicit directive included with it - say,
when the lopic of conversation is béing changed. An explicitly
diclated focus would cause the linguistics component to
"lran<form” {he realizalion of the content parts of the message
to insure that the new focus is properly marked as sucH by
the syntactic form of the text.
*rx
The rhetorical context could be very domain specific.

Consider the sentence:

The black queén can now take a pawn."

Notice that it is noi necessary to say "a white pawn™ because
immediate inference that one makes about what pieces

it is legal for a piece of a given color to "take"
Since the criteria for construcling a refering expression
for any chess piece will overlap, they will likely share a

dictionary éentry. Thus we have a sort of subsequent

reference phenomena. The entry for chess pjeces will be
looking for the mention of a piece s color earlier in {he text. If
it finds one, or rather if it finds one of the tomplementary
color, and if the situation 1s right, it can omit any mention of
color from the phrase il has assembled.

How to determine that the situation is "right” is a matter
for the rhetorical context to specify. The problem is the color
of contrasting piece tan be gmilled only if the choice of verb
or some other device indicates that, in facl, a constrasting
context is present. Bul there are too many suitable verbs to

imagine listing them in the enlry and explicitly looking for
them.



Instoad, the rhétorical context *will inciude a list of
"relations™ that currently hold. What relations there should be
is a matler ot the rhelorical roles that different parts of a
mesasage might play and whether the recognition of these roles
by the audience could be facilitated by a choice of wording
(i.e. it is a malter of research and experiment). For a program

fhat talked about chess games, one of thesa relations would
be:
opposing-pieces
piecal = xxx
piece2-= xxx
relation-name = {attack, defend, pin, ...}

To decide whether to include the name of a piece’s colar, the
entry looks to see if there is an opposing-pieces relation
holding al the moment. If there is, it looks to see if its piece is
part of the relation and whether it is the second of the two to
be monlioned. I <o, it omits the color name.

The power of lhis representational technique is that it
compiles its record of the needed facts at the time when they
easily determined. i.e. as the message is being compiled, well
befare the relation name has been rendered into English and
the simplicity of the relation obscured.

This techmque should be applicable to many more
phenomena than -simply subsequent reference. Consider
sentences like these:

“Brian also wanls lo come o the meefing.”
"Mitch as a class then and so does Belh."
"The meeling might run overtime, but I don’t expect il."

The underlined words are not a part of the "literal” content of
those sentences. They represent rhetorical relations between
parts of the sentence or between the sentence and earlier
parts of the discourse.

If the source messages for those senlences described only
{heir literal content, it would be impossible to motivate the use
of also, so, or buf in those ways, yet they are what give the
sentences their naturainess. But if those rhetorical relations
are included as part of the linguistic context, with their links to

specific phrases and dictionary entries, including these "littlie”
words becomes simple.
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