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ABSTRACT

This paper has three purposes: firstly, to describe how cadge
information 1s distributed in the preference semantics system of
language understahding, and tc show what practical use is made of that
information. Secondly, to argue that that way of doing things has
advantages over two alternatives: (a) putting all case information 1n
one place, and (b) not using any case information at all, but only the
names of English prepositions. Thirdly, I wish to.use the positions
established earlier to counter some recent arguments by Charniak and
others that the notion of case is not in fact functioning in any
natural language understanding systems that fall within what could be
called the Artifieial Intelligence paradigm. A theme that recurs in
the paper is that tendentious dist;sctions, such as '"'surface', "deep"

and "conceptual" case, must be expounded in processing terms if they

are to make sense,
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INTRODUCT ION

This paper is intended to describe the case handling procedures of
the preference semantics (Wilks 1972, 1975a)system of natural language
understanding by giving a more complete account than in previous papers,
and i1n particular I shall distinguish the application of case to the

parsing of preposition structures in English from subsequent inferences

using case., Case information in this system 1s stored in two differcnt

places: 1in what are called formulas and paraplates respectively, I
shall argue a reasonable-processing account of case requires this. I

shall contrast this position brieffy with those of Schank and Riesbeck,
who seem to me to advocate a single type of case information, and a no
case,view respectively. More importantly, Ieshall argue against a
recent position of Charniak that Artificial Intelligence (AI) natural
language systems do not in fact make any use af case, I shall discuss
his arguments and urge that, although there are systems to which his

arguments do apply, they do not apply to the one described here, at least

hot if case is to have anything like its normal meaning.

The use of case information in AL comes from the work of Fillmore
(1968), in which the underlying structure of a sentence is displayed,
in essence, as an array of argument values for a predicate, where the
~redicate is the verb of the sentence, The corresponding values are
the case parts of the sentence, each of a different case type, and,
for any given verb, the general pattern of cases it takes is called

the case frame of that verb.




Thus, if the horizontal lines denote the verb predicate, the case

frame for ''break' could be written as:
(—————— OBJECT (AGENT) (INSTRUMENT) )

which means that this verb must take an object, and can but need not
take an agent and instrument case, These latter two cases are option-

al here and that optionality is indicated by the parentheses round the

case names. So, on this view:

(1) John broke

would be ill~formed because it gives us only the (optional) agent of

breaking, which is John, but omits the obligatory object that is broken.

This analysis can be contrasted with "hit'", whose frame would be
(- OBJECT (AGENT Y INSTRUMENT))

where the overlapping brackets mean that the two cases,agent and

instrumental are semi-optional, in that at least one of the two must

appear. Thus

(2) The window hit

would be ill-formed on that view because, although it contains the

obligatory object, it contains neither the agent nor the instrument

of the hitting. However,

(3) The window broke



would be perfectly well-formed with respect to the frame for "break',

This sort of case analysis 1s normally called deep case 'to distinguish

it from the surface case manifestation of word inflections in Greek,

Latin and German etc, It should be noted, too, that here, as through-
out the paper, no attempt is made to stick to the actual list of case
names used by any author, since these vary so much from one to the next,

and no point of principle hangs on any particular list of cases,

Fillmore's linguistic theory is, naturally enough, a generative

one in that the procedures 1t suggests would be those for generating

sentences from an underlying structure of a verb plus its case argument
values, What the surface form would be, given any particular under-
lying structure, is determined hy what Fillmore calls the "subject
selection rule", which says that, if there is an agent, that will be
the subject of any active sentence produced; 1if there is no agent but

there is an instrument, then that will be the subject and so on.

In this paper, I khall concentrate, as is normal if not desirable
in AT and computational linguistics, on questions of analysis rather
than generation., The general problem in analysis (that is not emphasised

in generation) is that of the selection restrictions on the

cases, which can be illustrated by looking at the simplest of the
systems using case analysis (Simmons 1973), Simmons wishes to map
all of the sentences (4) 7 (7) onto the same semantic network

because all four, in some sense, refer to the same event:



(4) John broke the window with a hammer
(5) John broke the window
(6) The hammer broke the window

(7) The window btroke

All are perfectly well-formed with respect to the frame for “"break"
given earlier. Simmons parses such sentences using an augmented trans—

ition network (Woods.1970) and a notion of case paradigm due to Celce-

Murcia (1972). This paradigm, for active forms of a verb like "break",

has the form:

(8) AGENT * OBJECT INSTRUMENT
AGENT ® CBJECT
INSTRUMENT ® OBJECT

OBJECT *

The lines of (8) are patterns that must match input word strings
in left right order so as to assign the cases they contain. The lines
of (8) match each of (4) - (7) in turn, where marks the position of
the verb (break) in each line of the paradigm. The lines of (8) are
no more than the possible case combinations allowed by the case frame

for "break" together with an analytic version of the "subject selection

rule'", which always makes the Agent the first (subject) item 1n any
line of the paradigm (8) in which it occurs. There is no need for the

lines of (8) to be ordered in their application to input sentences,



although there is one additional item of information required before
they can be applied at all: the selection restrictions, These tell

us what it is to be an agent of "break': in Simmons's scheme a noun

marked ANIMATE, The selection restrictions attached to the cases in

(8) are essential to the application of the paradigm, for only thus

could we know that "John" in (4) was matched by AGENT in the first
line of (8). It should be noted that the restriction of AGENT in (8)
to nouns marked ANIMATE is not necessarily a restriction peculiar to

"break', but rather to the class of verbs for which (8) is the (active)

paradigm, Conversely, the ANIMATE restriction on AGENTs in (8) 1s

not necessarily on AGENTs as such although it might turn out to be so.

These points will be important when we come to Charniak's arguments

later.,

Notice too, that there are not two different ways 1in which a
sentence can be ill-formed with respect to the paradigm: one with
respect to selection restrictions and one with respect to the case
frame (as has been argued by Bruce 1975). The case frame expressed

by the paradigm, and the corresponding selection restrictions are

indivisible. So, for example,
(9) John broke

is ill=formed with respect to the case frame for '"break" as explained

earlier. However, if we look at that fact in procedural /terms, such



as those provided by Simmons' paradigm, we cannot deem that failure as

one of matching a line of (8) as distinct from (Bruce's view) not

meeting the selection restrictions PHYSOB , say, on the case OBJECT
on the fourth line of (8). For the selection restriction associated

with a case defines what 1t is to match a corresponding line of (8).

The only way in which a sentence could independently fail to match any

line in the paradigm of (8) would be the trivial one of hawving some

number of arguments (say, four or zero) mot corresponding to any line

of (8).
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CASE IN PREFERENCE SEMANTICS

Case in formulas

This system builds meaning structures and inference rules from
eighty primitive semantic elements, These are of eight types, one of

which consists of the case elements as follows:

*DIRE  the general DIRECTION cadse element. Like all the primitive

elements whose names are preceded by an asterisk, it is equivalent to

a class of other primitives, in this case the following four:

TO direction towards
FROM direction away from something
UP in an upwards direction

THRU direction through some other thing.

INST the INSTRUMENT case, indicating the instrument used in some

action

FOR the RECIPIENT case, indicating the normal recipient of an
action

IN the CONTAINMENT case, indicating what contains some other thing

LOCA the SPATIAL LOCATION case, indicating the place of an activity

or thing

TLOCA  the TIME LOCATION c~<se, indicating the time location of an

activity

GOAL the PURPOSE case, indicating the purpose of an activity
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SOUR the SOURCE case, indicating the substance from which some
object came

WAY the MANNER case, 1indicating the manner or method by which an
activity was performed

OBJE the OBJECTIVE case, indicating the object of an action

SUBJ the AGENT case,.indicating the instigator of an action,
'subject' here being taken to refer to a semantic, rather than
a surface, subject

WITH the ACCOMPANIMENT case, indicating the accompanier of an entity

POSS the POSSESSIVE case, indicating who owns some thing

These case primitives are ultimately the names of relations in

the system of semantic representation, just as in the familiar semantic
net representations (Simmons 1973) that indicate the instrumentality of

say, the action of striking by a labelled arc such as:

strike “hammer

INST

The representations described here are not of this superficial form

for three reasons:

a) Semantic nets do not immediately suggest their asscciated
processes, whereas the representations here are intended to be

directed towards the processes that operate on them,

b) There is a clear distinction in the present system of represent-



12

ation between the knowledge stored and the patterns sought in language,
on the one hand, and the language text actually represented found, on
the other; where the latter may not exactly match what was being looked

for., This distinction 1s not always easy to work into a semantic net

structure.

¢) The present system of representation is intended to be more
"habitable" in Watt's (1968) sense of providing a language of semantic
representation that is appropriate to the way humans express themselves.
That 1s a highly subjective notion, perhaps, but here it is taken to
require at least a dynamic, or readable structure, which nets do not
have:Thisrequirement rests upon another assumption: that our
representation must have the "one thing after another" feature that
texts have, rather than being static and timeless like most semantic
nets (though*Norman and Rummelhart (1975) have constructed nets
containing ordered assertions, though these are no longer semantic

nets in the classic sense),

The case primitives function within a semantic dependency
grammar (Hays 1964), intended to express the meaning of word senses
and, by extension, of texts. Each of the casg primitives above will
have a dependent, which is a type of entity for all the case prim—

itives except WAY and GOAL, which take an assertion as dependent,

The case primitive and its dependent (entity or assertion) form a

case group which is in turn dependent on a primitive action (except
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for WITH and POSS which depended on an entity , and may therefore

be only semi-cases). This is best seen by example of the first

structure in the system, the fermula which expresses word sense in

the dictionary. The formula for the action sense of '"break’ is as

follows:

(10)

(*HUM SUBJ) (*PHYS0B OBJE) (NOTWHOLE KIND) BE)CAUSE)GOAL) (THING INST)STRIK

The general structure of such formulas has been explained 1in
Wilks (1968, 1972, 1975a, 1975b). They are intended to express the
interlingual meaning of the sense of the word, and the primitives that
comprise them are intehded to be interlingual (as are Fillmore's cases)
even though they happen to be mostly Anglo—Saxon monosyllables.
Formulas are trees of left-rignt dependencies but the dependence 1is

interpreted differently according to the type of the subformula.
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We have already mentioned the dependence of an entity (or assertion)
on a case primitive to form a case group, such as (¥HUM SUBJ), which
means that an agent is (preferably) human. These case groups (cxcept
WITH and POSS) all depend rightwards on some action, so that (*HUM SUBJ)
in (10) depends on the main primitdive action of the whole formula STRIK.
The whole formula is to be interpreted as 'breaking' being a STRIKing,
done preferably to a *PHYSORJect, and by a *HUMan SUBJect, using an

INSTrument that is a THING and with the GOAL of CAUSing the *PHYSOBJect

to BE NOTWHOLE,

This interpretation can be constructed from the following general

rules for the building and interpretation of formulas:

1) Each subgroup in the formulaconsists of a left member depending
on a right member, and left or right may be either a single primitive
element or another group. Thus, in (*HUM SUBJ) we have a case group,
known to be such because the rightmost member of its pair is the gover-
nor and SUBJ is the primitive element naming the Agent case. One
level higher (*HUM SUBJ).depends on STRIK, the main primitive of the
whole formula, to form an assertion group. Similarly, each of the
other main subparts of the formula (whose heads are respectively

OBJE, INST and GOAL) depends on STRIK to form in each case an action
group which always consists of an action and any case group that is

not an Agent group (nor a POSS or WITH group).
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ii) The dependency within a greup 1is interpreted differently accord-
ing to the type of the group. Within an actipn group ((*PHYSOB OBJE)
STRIK) the dependence is that of an action's object on the action and

OBJE does no more than name that relation, In the case' group

(*PHYSOB OBJE) the relation internally 1s no more than the preferred
type of case filler (physical object) on the name of the case. With
a substantive group like (LINE THING) the dependence 1s inter-
preted as specification, i.e. linear object., *PHYSOB is a name pf a
class of primitive elements which includes THING, but also otherx
primitives like MAN, In case subformulas, except GOAL and WAY,

the leftmost item is always the preferred entity type, to function in
the corresponding rightwards-named case. This leftmost item 1is, if
you will, the 'selection restriction' for that case role for whatever
action is being coded: 1i.e. in the formula above, for 'break', The
reader should not confuse this with being a restriction for the

associated primitive STRIK., This point will be discussed later, but

for now the formula is to be taken as no more than a formal expression
of the meaning of the action 'break' that can be used in subsequent
inference and parsing routines. However, "selection restriction"

here is to be read as'preferring the agent of "break" to be human,',say,
I have described elsewhere (Wilks 197 &) how when text representations
are assembled that will be only a preference on the agent of "break",
and the system will not baulk at assembling a representation for "The

dog broke his bowl" where the agent is not human, though the system
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would prefer a human agent if it could find one. I write of
"assembling representations" because the elements like *HUM in the

formula above are nmot slots to be filled by, in this case, the agent

of some breaking. The formulas are 'blueprints' for how represent-

ations are to b2 assembled elsewhere from whole formulas. When a

representation for "The man broke .the window" is assembled the whole
formula above (together with a PAST element) will stand at some app-—

ropriate node of a higher-level representation.

Tt is this feature of the system that explains why the head, or
principal, element of a formula is easily accessible at one end of it
——rather than buried in the center as it would be 1f the formula yere
in SVO form, rather than SOV form, as above, Formulas exist for all
parts of speech so, for example, a formula for an entity will have not
a primitive action head like STRIK, but an entity head like THING or MAN
or STUFF (for substance). Note too, that the preference restrictions
for case need not be simple as above but can be as complex as required,
including further case restrictions recursively. So, for example, if

we had a formula for 'sew' it might well have a case sub-formula

(11)

( INST)

WITH) (LINE THING)

(THRU PART)
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to be interpreted as: done with an INSTrument that is preferably a

LINEar THING WITH (accompaniment case) an aperture (THRU PART).

1ii) In order to make the formula '"habitable" the agents and objects

are compressed, in that they can be agents and objects for more than one

primitive action. Agents and objects of actions in a formula are
normally sought to the left of the primitive action élement. If the
whole formula is for an action (as above for 'break') the two left-
most subparts of the formula will always be the preferred agent and
object of the head primitive, in that order, For any actions

within the formula (such as CAUSE in the formula for 'break') its

preferred agent and object are normally the next agent and object to
its left -- which of course, as in the case of 'break' may turn out

to yield the same entity as the preferred agernt of the whole formula,
though this need not be the case, Moreover, in the case of actions
within a formula (i.e., not constituting the head) the agent need not be
marked though the object must be if it is an entity type. This
proviso does not apply in the formula above since the agent is the
same for CAUSE and STRIK, and CAUSE takes an assertion as object, but
within a formula a group (MAN STRIK) would always be interpreted as an
assertion group, MAN being an unmarked agent of STRIK, and not as a
man being struck which would require a marked object in the action

group i.e. ((MAN OBJE)STRIK).

All this implies that some of the subgroups in the formula for
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break' are not the apparent ones i.e. the dependent of GOAL, as
mentioned earlier, must be an assertion, whereas it is bracketted to
only (((NOTWHOLE KIND)BE)CAUSE) which can only (during inference
procedures called 'extraction' to be described later) become an
assertion group by the addition of an agent found to the left namely
(*HUM SUBJ)., CAUSE also requires a dependent object that 1s an
assertion (hence (*PHYSOB OBJE) will not do as its object ‘taken alone)
and can take, as dependent of that group, an entity to its left marked
either OBJE or SUBJ whichever is closest. Hence the dependent of

( (NOTWHOLE KIND)BE) is *PHYSOB and the "'real" dependent of CAUSE
(found by inference) is(*¥PHYSOB ((NOTWHOLE KIND)BE)) and the real

dependent of GOAL is ((*HUM SUBJ) (*PHYSOB((NOTWHOLE KIND)BE)))CAUSE).

This compressioh of expression can be argued to be "habitable'
for a formula maker, It also avoids to a large extent the defect
of some fuller conceptual representations of this general type, pointed
out by Sandewall (1972),that if the entities 1like (*HUM SUBJ) are put
into the representation many times but are intended to refer to THE
SAME HUMAN, then this must be indicated as it frequently was not,
Where such identity must be specific in formulas,but cannot be achieved
by the above compressed expressions, it is obtained by means of the
primitives SAME and NOTSAME: the same (or not), that is to say, as
the first encountered token of the associated primitive when working

in from the top level of the formula. One point that should emerge
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from this is that those who want to use case names as the names of
relations, as in semantic nets, and also deal with surface language,
must be prepared td extract a number of such relations from a single
occurrence of certain formula subparts, Thus, the formula for 'break'

above would contain not only the mnet links:

T

*HUM SUBJ STRIK

*HUM SUBJ CAUSE

but also the quite other type of link

T

*HUM SUBJ break

which asserts that the preferred agent of breaking will be human.

However the top link must not be interpreted as saying that the

preferred agent of the primitive STRIK is human, because that is not
an assertion in the system at all., All the top link can say is that
the primitive action STRIK sometines tskes human agents. In some
other formula, for another surface action whose underlying primitive
was also STRIK, the preferred agent might be *ANI, a wider class.
Hence, in this system there are not specific semantic restrictions on.

the dependents of the primitives, as in, say Schank (1973),

In the present system, such a restriction could emerge only
inductively from a survey of a considerable body of formulas. It 1is
worth clarifying this issue here: what do underlying representations

constitute case frames for? The 1ssue is related to two others:
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first , the different roles of case frames in analysis and gentration,
and secondly, the procedural opposition between case frame blueprints,

like formulas; and the 'fuller' representations of generative semantic-

. ) . . .
ists trees and Schankian 'conceptualizations'.

First , let us note that it has mnever been as clear as might be

wished what case frames are for in Fillmore's work, The normal intro-
ductory account given earlier states that they are for surface verbs

like 'break', but in Fillmore (1975) he argues that it is not so simple

because he would want to admit sentences like:

(12) Noon found Harry sleeping

as perfectly well-formed, while not taking account of the usage in the
Zentive part of the case frame for 'find'. On the other hand, he
wishes to avoid the position of saying that case frames are for under-
lying verbs like semantic primitives in formulas, or the underlying
verbs of Generative Semanticsrepresentations which avoid cases alto-

gether, as in the following for "I broke the glass with a rock'.
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(13}

I use rock enable I act caiflse glass whole change glass whole not

I have followed Fillmore's (1975} device here of making (13)
easier to read by putting 1t in SVO rather than the usual VSO
(predicate first) form. It will be seen that it is pretty similar
to the above formula for '"break'" except that, in order to avoid case
notation, they have had to resort to such philosophically suspect
devices as separating the act of using from the basic 'act' imside

the tree, even though there was really only one action in the whole

business.

An extreme version of the view that case frames belong only to
the underlying structure is Schank's (1973) view that case frames are

for underlying primitive acts and that all cases that a primitive act

takes, it takes obligatorily.

Thus, for example, Schank's primitive act TRANS expresses the
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underlying content of such actions as 'buy", "sell" and "take", and ke

would begin the representation of
(14) The man took a book

as (Schank 1973, p. 196) to

) man

(15) man =) TRANS ¢ book gmed

L someone
from

where the arrows labelled "R'" and "0" indicate Recipient and Objective
case respectively, and the Agentive case is in fact indicated by the
double arrow linking "man", the agent, to the act TRANS, The details
here need not concern us, the point being that Schank is setting up
case frames, not for surface verbs of English, like Fillmore (1968),

but for these primitive acts, of which he has about twelve,

From the point of view on ease expressed in the system described
here, both these strong positions have drawbacks, indeed they have
complementary ones, In the first place, Fillmore's (1968) system,
with the aid of which he wants to contrast verbs by means of their
frames, only becomes significant if interpreted with the aid of some

non-surface representation of actions. So, for example, Charniak has

pointed out (personal communication) that the earlier contrast of the
frames for "hit" and "break" is significant only if there is scome
common, underlying, action that the two verbs share, and which can be

thought of as being substituted for the horizontal line in the frames.
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Eor, if that is not so, then the contrast of the frames for "kill" and
"murder" is of no more interest than the contrast between "kill" and
"remember'", or any other random verb, In other words, it is only

because the two v.cbs already have something in common, over and above

their case frames, that the comparison has point. Thus, the contrast

of the case frames of only surface verbs is, if unsupplemented, un-

satisfactory.,

Conversely, there may be certain problems inherent in Schank's
attempt to both (a) relate surface verbs to underlying primitive
actions, and then discuss only the latter, and (b) at the same time

make all participants in the case frames for primitives obligatory.

So, for example, Fillmore would express the case frame for '"see'" as
(OBJECT DATIVE) and for '"learn'" (OBJECT AGENT)., While Schank (1973
PP. 220-1) expresses both verbs by an underlying primitive MTRANS

together with a case frame, for the primitive, containing at least A,

0 and R (Fillmore would call R by D), The individual letters for
cases assigned by different authors need not detain us, nor need their
contrasting interpretation of the case names, for the present point is
the perfectly general one that, whether or not Fillmore is right with
this particular verb pair, it is highly likely that there are pairs

of surface verbs like this one whose surface case frames are different

and whose Schankian primitive act is the same,

It follows-from (b) above that, for Schank, their "deep' case
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frame must therefore be the same too, Since, for him, every surface

verb has a main act expressing it, there is clearly going to be a
problem with this consequence of (b) unless he is prepared to say that
there is no necessary relation at all between a verb's case frame and
the case frame of its corresponding primitive act, It may well be
possible to defend such a position within his theory, but he will still
be left with the difficulty that verbs with quite different semantic

behaviour (for Fillmorian case differences are not superficial) have

identical behaviour in his system, There is bound to be a lack of
discrimination consequent upon Schank's all=-cases—are-obligatory view
unless some careful avoiding action is taken, that he has not yet, to

my knowledge embarked upon.

However, Schank would probably not wish to take advantage of this
last possibility because he does not himself hold the view that
conceptual case "is entirely independent of surface structure consid-
erations", as was wrongly attributed to him by Bruce (ibid.p.338),
and for the simple reason that he intends that case structure in
conceptualizations shall resolve the case ambiguities present in
English preposition constructions, Schank (1973) makes this quite
clear, and I shall return to it when discussing preposition construct-
ions in the next section. Thus, since Schankian case frames for
primitives are not independent of all surface structure considerations,
he does have the problem above presented by the contrast of "see'" and

"learn'.



25

The burden of the last arguments have been to show that three
different positions on the question of "what are case frames for?"
are unsatvisfactory:

(i) that they are simply for surface verbs : Fillmore's 1968
position, argued against along the lines sketched above as early as

Schank (1969),

( ii) that underlying structures containing primitive actions do not
require case frames at all: the Generative Semantics position, for

example, Postal (1971),

(iii)that underlying structures containing primitive actions are case

frames for those primitives and, moreover, are all obligatory case

frames: Schank's position just discussed.

Let me now restate the position of the present system, as it
concerns formulas, Formulas are meaning structures for surface word
senses. Formulas for surface verbs can be interpreted as case frame$
for the verbs, in that they contain case subparts at the top level
(1.e. depending directly on the head action primitive) that the formula
maker has considered necessary to express as part of the meaning of
the verb. Thus, the formula for "break" given earlier (10) contains
case subparts at the top level (i.e. depending directly on the head
primitive STRIK) INSTrument, GOAL, OBJect and Agent(=underlying SUBJect),

The formula maker is concerned only with specifying, as best as he can,

the semantic preferences of the particular surface word in question,



26
If it were a verb he would semantically specify the preferred agent,
say, of that action, with no implicit reference to agenthood as such.
The same goes for the other cases: he would attempt to put those cases

into a formula that he thqught necessary to specify the meaning of the

action, Consider
(16) He lives in Lugano
and

(17) He drank some Barbera in Lugano.

It is logically true that one must, if one drinks, do it some-
where, but no one woilld hold that the notion of location was involved
in explaining the meaning of drinking. However, one might well hpld
that it was impossible to explain the notion of living, in the sense
of inhabiting, without making clear that it was done in some location.

Thus only in the formula for "live'" would we expect a location case

subpart (.....LOCA),

This description of the insertion of case specification into the
formula for some given surface verb does not correspond in any clear
way to Fillmore's obligatory or optional distinction, though 1t seems
clear that any formula should contain at least Fillmore's obligatory

cases for that surface verb and, as we saw , (10) above, for "break",

does this, since the qnly obligatory case for "break" is object,

The main reason for this difference remains the essentially

generative quality of a Fillmorean case frame, Much sophisticated
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linguistic argument in the past decade has gone into attempting to
prove that the term "generate' is neutral betwéen "analyse'" and
"produce", One of the best efforts is to be found in Lyons' (1968,

p.155). But, although it is easy tq see the productive role of, say,

Fillmore's subject selection rule (SSR), it is very hard to see what
analytic significance 1t coulld have; the surface subject is, after all,
usually revealed by simple methods not requiring the notion of case.

The SSR tells one how to choose the subject given the case structure

and in that sense is inherently generatlve’in 1ts non-neutral sense
meaning 'productive'. The system presented here however is inherently
analytic (its productive aspects have been described in(Herskovits
(1973)), and this accounts for a great deal of the difference of
approach to the notipn of meaning structures Those with practical
acquaintance with sentence analysis and production will need little
persuasion that the two processes are not in any sense simple inverses

of each other (nor does Fillmore himself believe they are, see (Fill-

more 1972 p. 23),

Charniak has argued (1975) that the method of formula coding
results in top level case subformulas that cannot appear in the

surface form of the verb, and he cites (ibid. p.16) the formula for

"drink":
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(18)

(*ANI SUBJ) ((FLOW STUFF)OBJE) (SELF IN) ((MAN(THRU PART))TO)(MOVE CAUSE)

where the contaimment group (SELF IN) indicates that the liquid object
(FLOW STUFF) is moved into the animate agent (SELF), and the direction
group ((MAN(THRU PART))TO) indicates that this movement is in the
direction of a human aperture. These two groups appear at the top level
of the formula, and thus dependent on the head primitive action CAUSE,
However, later inferential procedures of extraction (see below) would
show, as with "break" (10) earlier, that the real dependency of the two
groups was on MOVE, However, the requirement 1s observed that the
Fillmorean obligatory cases (only Agent presumably) for "drink" appear

at the top level, and the other case groups - containment and direction -

most certainly could appear at the surface with 'drink' as in:

(19) John drank the beer up through his nose with a straw and into

his brain.

where both cases appear at the surface. Charniak is confusing what
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can appear at the surface with what it would normally be redundant to
say. The difference is made clear in (19) if we choose to say some-

thing remarkable, and false.

In this section on formulas I have tried to justify the inter-
mediate role of case description in formulas: by claiming BOTH that
they give a meaning structure that, under inferences processes, can
provide a real underlying structure for text AND that they must include
enough of the surface case behaviour (of the verb meaning being expressed)
to give procedural power in analyzing the input surface sentences. It
seems to me essential to preserve.both these roles, and to avoid the
path taken, in their different manners, by Schank, Fillmore and the
Generative Semanticists, qf displaving a full underlying structure

directly without the processes that reach it, I argued earlier that

each of those three gave only a filled-in or- final, structure which in

itself gives no hints as to how you get there,

The generative linguist argues, of course, that he is not trying
to reach such a structure at all, but to generate surface structures
from it, and the "artificial intelligence critique' of this aspect of
generative linguistics is familiar by now (my own version is in Wilks
1975¢c). The way in which Schank emphasises a filled-in structure is
a quite different and more interesting matter, His conceptualizations
are filled~in structures, with no procedural capacity. However, at

the back of his early papers (i.e. the Appendix to Schank et al. 1970)
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are dictionary entries or skeletons for conceptualizations, which
contain selection restrictions on the slots in the conceptualizations
(and in (Schank 1973, p. 229)). These objects are much more fund-
amental to his approach than is generally realized, for they do give it

more procedural power than one could envisage from looking only at the

final conceptualizations.

Their role is somewhat like that of the formulas for actions: they
are blue~prints showing what the system would like to be the usage and
context of a given action. But the difference from formulas is this:
the Schank dictionary entiy has slots, marked, say, HUMAN which, when
they are all filled by surface words yield the filled-in concept-
uvalization, The formula too has case specifications, like (*ANI SUBJ),

but these are not slots to be filled in, but directions as to how to

fill in an agent slot in a higher order entity called a template which

consists of whole formulas: essentially, a network based on an agent

formula, an action formula and an object formula (although any of these
may be dummies). Schank has no equivalent to formulas for nouns or

adjectives, or any part of speech other than verbs,

Thus, if the formula (10) for "break" is placed at the action node
of a template, its agent preference tries to ensure that a formula for
an animate entity will go at the corresponding agent node. There 1is
a metric for this initial parsing and matching described in (Wilks

1972, 1975a, 1975b)., The role of the formulas as data for parsing
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here is as follows: templates, matched onto sentences and clauses
expressed as strings of formulas, try to pick up surface subjects and
use the formulas as blue prints for eelecting the best template, by try-
ing to ensure that the surface subject is also the agent. In the
initial matching of the "The hammer broke the window" this will not be
possible because the formula for "hammer", the surface subject, will be
placed at the first (or agent) node of the template. However, since
the formula for '"break" will be at the corresponding action node the
system will know at eny point in later processing that the surface
subject is not the underlying (animate) agent as preferred by the
“break'" formula at the action node of the same template, This clash
will, as we shall see, lead to later extraction inferencing that deals
with the efgativte paradigm in a uniferm manner. But this clash is

only observable in a system which builds structures that retain their

preferences built in: 1i.e, not in one like Schanks' that just fills in
slots in dictionary entries. Fillmore's anomalous "Noon found Harry
sleeping" causes no trouble here: the formula for "find" expresses a
preference for an animate agent, In the template for this sentence,
that is not satisfied by the surface subject (a formula for "noon",

with a head (WHEN POINT)) but no case frame is violated.

Formulas are not used as parsing mechanisms to deal with

preposition structures in English. This is done by other structures

called paraplates, to which I will now turn, so as to give a fuller
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account of them than in the past, in (Wilks 1975a), In what follows
templates will be written in short form: not as triples of complex
formula trees, but as square brackets round the surface phrase or
clause that the template is for, The words are clustered within

the brackets so as to represent the three nodes of the template,

Case in paraplates

Paraplates are structures employed to assert a connectivity
between two templates, typically between a template representing a main

clause and one representing a prepositional phrase, Thus, if we were

analysing
(20) John left his clothes at the cleaners

which would be represented initially in the system by two templates,
the correct paraplate, when applied, would assert a spatial location

case { LOCA) tie between the two templates as follows:

(21) {John left his + clothes]
LOCA . J
(1[( = Dummy Agent) at the + cleaners]

Each paraplate corresponds to one of the cases in the inventory, which
is the same as the inventory used to construct formulas. Many para-
plates, however, may correspond to a single case, A paraplate has the
form of two template—skeletons connacted by a label indicating the

case expressed by the paraplate, where by template-skeleton I mean an
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entity like a template except that, instead of a formula at each of its
three nodes, it has a function ranging over formulas. Any template
that matches either part of the paraplate must have formulas that
satisfy the functions in the corresponding part of the paraplate, If
the functions in both parts of a paraplate are satisfied by a pair of
templates (and the template for the prepositional phrase is normally
considered to be the right—~hand part, though this need not correspond
to actual order of occurrence in text) then the case label of the para-
plate is asserted in the representation as holding between the two

templates.

In earlier descriptions I have distinguished paraplates from
inference rules, but in fact they can perfectly well be seen as a form
of inference rules as Schank has argued, However, the essential role

of paraplates is as parsing structures for prepositional phrases.

So, if we were representing "John picked up the statue made oul
of wood on the table after lunch" we would expect paraplates for the

various case dependencies to create ties as follows:

(22) [John  picked + up th?;; statue]
7

L~m—a»[ [[] made + out + of wood ]

SOUR
> on the + table ]

LOCA
5[ after lunch ]

TLOCA

where SOUR indicates source case, and TLOCA, time location,
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The preference semantics system applies paraplates immediately
after matching templates and choosing the "most preferred" ones (Wilks
1975@. In operation, the system inputs small English paragraphs on-
line, produces$ a semantic structure for them, and from that generates a
French translation (Wilks 1973b, 1975a; Herfkovits 1973)., Thus, as
regards English, the system is an analytic one, and is faced with the
standard problem that a single English preposition can introduce many

cases (and can, of course, often be translated by a number of French

prepositions depending on the case).

Let us consider "by", functioning in the following sentences, all

of which may be considered to start, like (23), with "He left Lugano

"

by «oo''y where I have indicated the apparent (though disputable) case

of the last clause at the right of each line:

(23) He left Lugano by courtesy of the police SOUR
(24) by Comano TO
(25) by car INST
(26) by stealth WAY
(27) by Monday night TLOCA
(28) by following the arrows WAY
(29) by ste:zling a boat INST

Paraplates are six—-place entities, not all of whose places need be
filled, corresponding to Agent—of-first-template, Action—of-first-

template, Object—of-first-template, and so on for the second template,
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Here are four paraplates that should match onto the templates for the
sentences above with corresponding numbers. Like the sentences, the

paraplates will all have the same left-hand side, which is written only

once.

(24)'  (*ANI) (MOVE) (WHERE POINT) 23 (WHERE LINE)
(25)"' EEEE; (*REAL)
(28)' WAy (*DO)  (WHERE SIGN)
(29! Z§§I} (*¥D0)  (*REAL)

The parentheses containing the formula parts are all to be inter-
preted as matching onto corresponding part of a template if and only 1if
the latter has the mentioned subparts as its head of formula., Thus

paraplate (24)' matches (24) because the formula for

"he" has head MAN included by *ANI

"left" has as head MOVE

"Lugano" has a head containing subpart (WHERE POINT)

"autostrada" " (WHERE LINE)
$

and so on' for the other correspondences of sentences and paraplates,

which will then assert the case label tie written at the right hand end
of the sentence in each case (and on the correspondtng arrow in the

paraplate) as halding between the corresponding template pair.

$ is a dummy place holder, *DO covers a wide class of actions,

as does *REAL of entities,
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The paraplates above (24)' to (29)' are a sublist of those stacked
under the name of the preposition "by" and under the primitive action
MOVE that occurs in action position of the left side of each paraplate,
There will also be other sublists of paraplates stored for "by" under

other primitive actions, For example,
(30) This painting is by Titian

would, during its analysis, also access the paraplates under "by" but

in this case the sublist under BE,

The sublists of paraplates, for a given preposition, that are
names by different primitive actions are not ordered with respect to
each other, However, within any sublist, such as the stack (24)' to
(29)' above, the paraplates are ordered, in that the paraplate at the
top of the stack is applied first, the next only if that fails and so

on., Let us return to the example to see why,

First, INST case is largely a default case for MOVE as it is cued
in by "by", in that almost any entity can be an instrument here if we
have no reason to believe it is anything else. Thus the more specific
(24)' must be applied before (25)' in order to match direction case
for (24)' since, if the order were reversed,(25)' might match with
what "ought" to match with (24)'. We could imagine something very
specific in (25)' to match the formula for car (such as a formula

expressing "thing for moving humans'), but that would risk missing
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"by cattle truck" which is not normally used for transporting people.
However, it should be noticed here that the paraplates as described

do not have the power to detect an anomaly such as '"John walked home
by car'". The templatesmatching that sentence would be quite properly
tied (as INST) by (25)'. Any anomaly in it would have to be revealed
by later inference, This is an example of what Lyons (op.cit.) means
by the criteria of amalytic systems being (initially) weaker than those

of productive systems,

A stronger but similar argument applies to putting (28)' above
(29)' in a preference stack, given the very weak criterion embodied in
(29)', that almost any action upon any physical object would satisfy
in default; and one could extend this to putting a (23)' above a less

specific (26)'.

The main point here is as follows: it is clear that stich para-
plates must be applied in some order, but it 1s not clear that they

cshould be simply ordered. For example there is no reason why (28)'

should be ordered with respect to (24)'. There is no formal trouble
expressing a partial ordering of this sort procedurally, I argued in
(Wilks 1975a) that in many cases we might expect more than one template
attached to a fragment at this stage and that we would "resolve the
ambiguity" by preferring whichever template matched higher up such a
preference stack of paraplates., Order, then, is important in such

paraplates stacks, even if it turns out to be only partial order.
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If such a stack is only partially ordered then we may, in the case
of a prepositional phrase with two or more current templates competing

to represent it, expect a draw at some stage: that is to say, two

possible templates for the same phrase may match with paraplates that
are not ordered with respect to each other. Such a situation might

well correspond to an example such as:

(31) John jumped on the box

where the last phrase is genuinely ambiguous between TO and LOCA case
(in the sense in which the substitution of "onto" for "on'" could only
be interpreted as TO). Thus under "on" we would properly expect

MOVE (for "jump'") paraplates for TO and LOCA to be mutually unordered.

But let us turn to:
(32) He beat the girl with a withered arm

where the case dependence of the prepositional phrase could be either
instrumental or a specification of which girl it was. In such cases
one might imagine some expectational force to be drawn from the case
content of the formulas. Thus, if "beat'! has an instrument group in
its formula, we can conceive of using this fact to decide the draw on
the grounds that "beat'" really "expects" an instrument, so why not
give it one here, and settle the question. And there might indeed

be soms psychological grounds for doing that,
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But in general, it is clear that the paraplates do not function

expectationally, except in the sense that by looking first at the
paraplates most preferred in the stack (for a given preposition and
basic action) one could be said to be expecting it, And that sense
of "“expectation" is perfectly consistent with trying more than omne
candidate template, for a given phrase or clause, at the same time

against the paraplate stack, as we might have to in-a sentence like

(33) He beat the dog with a branch

where we would not only be resolving the caée of the prepositional
phrase, but also, and at the same time, the word sense of "branch',
where the senses of "branch" might give rise to a corresponding number
of templates and we would always prefer the one that matched further

up the paraplate stack, as in (Wilks 1975a),.

The reader may have been struck by an overlap of case content
between the paraplates and formulas, For example, in (10) the form-
ula for "break, the head action CAUSE has a dependent (THING INST).
Yet, if we were analyzing the standard sentence "He broke the window
with a hammer', we would expect to use a stack of paraplates under
"with", containing a substack whose left—hand action was CAUSE, and
in it find the appropriate paraplate for tying together the two tem-
plates for that sentence with an INST tie. This latter information
might seem to overldap heavily with that contained in the formula (10)

and the question arises whether it meed be stated twice.
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However, although the two forms of information overlap there is
no reason to believe they are the same: the paraplates reflect the
case ambiguity of English prepositions while the formulas reflect only
the sorts of case inferences one might subsequently want to make (in
extraction, see below). There is no reason to suppose that one form
for data can suffice for both these activities, However, Schank does
make this assumption, and the point here may become clearer after some

brief recall of his position on the point,

In (Schank 1973) an account is given of case inferences from a

primitive action. In
(34) John shot the girl with a rifle

the underlying primitive is PROPEL which forms the center of any
conceptualization for "shoot". An obligatory INST inference is

always made for PROPEL or, as 1t was put earlier, INST is part of the
(obligatory) case frame for PROPEL, and also (a it happens) an option-
al part of the Fillmorean surface frame for 'shoot". In Schank's
scheme Instrumental case involves the insertion of another primitive
action into the conceptualization® put that is not essential to the
present point which is that, for Schank, PROPEL "expects" an instru-
ment, and criteria can be postulated such that a rifle will fit those

criteria, in a way that hair will not, as in

(35) John- shot the girl with long hair.
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Thus, for (34) an INST interprédation is achieved for "with'", while in

(35), by default, the hair is taken as a specification of the girl,

These solutions are, of course, correct but the different aspects
of the phenomena do not seem to connect in procedural terms. So, for
example, Schank is perfectly well aware of the case ambiguity of the
preposition "with'", and even lists four forms of it (ibid, p. 231)
corresponding to different cases, along with four "conceptual
realizations for the syntactic item 'with (noun)' ", and specifies
that they should be checked in order "for conceptual validity', just
as paraplates are, The correspondence to the notions described 1in
this paper (and in Wilks 1973, in, the same volume) 1s reasohably
clear: the inference of an instrument from PROPEL corresponds to

an instrument specification in a formula for "shoot" (and for Schank

it also comes from ' shoot" rather than more generally from PROPEL,

since otherwise it could not be so specific about the instrument being

a gun, as PROPEL does not deal generally in guns); whereas the ordered

list of case possibilities for "with" is not developed, but corresponds

roughly to a paraplate stack for "with".

But here is the problem: in Schank (1973) the two forms of
information do not actually meet in any general way., Schank writes
as if the list of possible case functions of "with" is general (i.e.
action independent), but we have shown that it may well be specific

to different primitive actions, in that there may well be a separate
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paraplate substack for ea~h primitive action, and may be no short

general list of funttions of "with“o$ Schank suggests that the
example (34) is resolved because PROPEL and/or "shoot'" "expects an
instrument',; but that piece of information does not, and cannot, take
accoupt of the pre—existent ambiguity of "with": it just happens to

fit this example, because PROPEL "expects' an instrument and instru-

mental case is put at the top of the ambiguity list for "with" (ibid,

=T

P. 231).

But will this coincidence hold in general? If we had been
dealing not with PROPEL but with some ether primitive, it is not clear
that the same order for "with" would help. I described earlier a
MOVE primitive underlying ''leave' (the primitive and its name are not

important, only that it is not PROPEL), and considered sentences

like
(36) I left Lugano with two pounds in my pocket

which shows that instrumentality is unlikely to be the "expectation"
for "with" from whatever primitive underlies '"leave'. Hence Schank's
1list for."with" is perhaps specific to its use with PROPEL, and he

must develop sgme structure analogous to parapldates and not assume

$ i.e. a "dictionary entry'" for a preposition (like a paraplate sub-

track) will be a function of a primitive action.
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that the instrumentality of PROPEL suffices:

My point is simply that any attempt to introduce generality here
will show that another sort of information structure is required to
deal with prepositions, ome specific to particular prepositions, and
that general case inferences (like instrumentali'ty from PROPEL) could
only help in special cases. Any develppment of "with" lists into
paraplate substack structures would, I believe, show that the expect-
ational inferences from the primitives play a far smaller role 1in
analysis because the criteria they contain will have been

procedurally expressed somewhere else,

It is true, however, that there is a strong expectation of a gun-
instrument from 'shoot", and this phenomenon does not fit easily into
the paraplate scheme, It might be necessary to ensure that if a
specific instrument were mentioned in a verb formula then that could
override subsequent paraplate matching when it arpse. However, such

specific instruments are not the norm for PROPEL, for this primitive

presumably also underlies "break'" for Schank, and there is no such
presumption of specific instrument with that verb, Indeed, such
an expectation would be bound to lead to error if any object found
after "with" were taken as an instrument, rather than using a
breadth-first approach like paraplates that considers the ranked
possibilities for that preposition and that action. This is

especially true for a system like Schanks that has no back-up and no
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possibility of recovery if it goes wrong.

Formula and paiaplate information do sometimes overlap, and I
suspect Schank's system, that assumes that the same mechanism can
serve both functions, draws much of its force by choosing an example
from an area like (34) where they do overlap. But how, in the
examples of (23)-(29), could we work in general with the ambiguity of

"by" by assuming that MOVE had some strong single case expectation,

over and above the fact that some case paraplate (like (24)' for TO)
would have necessarily to dppear at the top of any substack. How

could Schank express the action—dependent ordering of the rest of the

substack?

Another peculiar feature of Schank's treatment of these phenomena
is his suggestion (ibid. p. 232) that any ordering of preposition
functions must go "from the general to the specific". Such limited
data as are afforded by substacks 1like (24)' - (29)' indicate that
it may turn out to be the other way round, because the most general

(right-hand) criteria tend to appear in the paraplate at 4the bottom

of the substack.

Much though not all, of what has been said about Schank's
approach applies to Riesbeck's (1974) implementation of it, It is
again a strongly expectational system, in practice in Riesbeck's
case, and that leads to the mentioned defects of a depth-first

approach (if implemented without back-up, as it is),since the whole
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notion of "preference'", in case as elsewhere (Wilks 1973a), depends on
following a number of possibilities breadth-first for a while before
comparing them and committing the system to only one, Only in
that way could one treat, in a general way, examples like (33) that
require comparison of how high up a paraplate stack a given inter-

pretation comes relative to others,

Riesbeck's system generates expectations (called "requests")
from main sentence verbs and uses these te anticipate the case parts
of the seritence, The main difference from Schank's approach, and
which makes it a curious implementation of it, is that it deals with
prepositions not, as one might expect, by primitive actions seeking
certain cases, but by verbs seeking actual preposition names. So,
for example, "'prevent' he seeks "from" and "by", just as the
computational linguisti¢c systems of the fifties and sixties did,

It also has less power than Schank's theory (and paraplates) in that
Riesbeck specifically says (ibid. p. 95) that requests (including

preposition requests presumably) are not ordered,

All this seems to require that all possible preposition
sequents be stored for every surface verb in the system which

leaves little scope for semantic generalization (the aim of the

whole exercise, presumably).

The strong point of difference, between Riesbeck's system and
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the one described here, concerns the role of uninhibited "expect-
ations"o$ The examples presented here suggest that one cannot
base a system simply on the observation that if someone uses '"by"

after "leave'" then it will be expected to introduce an instrument,

For "He left Lugano by daY" does not fit that and yet cannot be said

to be violating any expectation. It is simply that the structural

ambiguity of prepositions must be accounted for in a structured and
general manner like that offered by the paraplates. The usefulness
of expectationy in any field, depends on (a) the high chances of it
being right, and (b) knowing what to do when it is frustrated, and

Riesbeck's system seems to lack both these desiderata.

$ For further discussion of the issue, see (Wilks 1975c, pp. 40-45)
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Case extraction inferences

Extraction inferences produce new template—-like forms from the
case content of formulas embedded in source templates: those that
have been matched with text sentence fragments, They are styled
"template—~like'" here only to indicate that they have not been matched
with input text, and hence the inferred propositions they represent
have not necessarily been stated explicitly in the input text. Let
us first see the erfect of doing this, and then the mechanism that
does 1it. In what follows, we extend the "short form'" of templates
(obtained by writing square brackets round English words, clustered
at three nodes to show the distribution of formulas in the full

template) by writing extractions as English words inside double

square brackets,
Let us consider
(37) John fired at a line of stags with a shotgun

The result of matching this with templates, applying paraplates as

described above, and then performing case extractions can be written

in summary form as follows:

ﬂ‘\f\
(38) / [John fired+at 1ine(of+stags)]""""""<§-:'=r-—m.ﬁ\
[[John fired+at stags J1_OBJE - ,\ \
[ [John strikes stags 11_££Eﬂ»-"/ // |
[[J3ohn uses thing 11 _INST - — - - y
=shot
(=shotgun) o
[[John cause+move thing 11_CAUSE . ~—~
(=bullet)

O with a+shotgun ]
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The extracted templates are tied by dotted lines to the source template
from which they have been extracted, and the case name on the dotted
line shows the case type of the extraction, The inferences cover both
those that must be true (1ike the OBJE extraction, since to fire at a

line of stags 1s necessarily to fire at stags) and those, like the GOAL

extraction, that are only likely,

These extracted templates are not printed out (in the way in which.

MARGIE (Rieger 1974) does) for they do not in themselves constitute

testable output. Their role, as described in (Wilks 1973c¢, 1975a) is
to be data for further inferences using common~sense inference rules,
whose function 1s not essentially connected with case and will not be
recapitulated here. In the implementation described in those refer-
encés, the extractions were purely '"problem driven', in that they were
only done when some problem of reference resolution in the text demand-
ed that the representation be deepened, However, that was a strategic
consideration in no way a consequence of the nature of extractions:
they could equally well be data driven, and be executed after every

matching of a sentence with templates.,

The difference between paraplates and extractions should be clear
from (38) because it contains both an INST paraplate-imposed tie between
main clause and preposition phrase templates, and an INST extraction

from the main clause template yielding an extracted template equivalent

to "John uses a thing(=a shotgun)",
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In this way, we are able to retain as part of the overall semantic
representation of text,and in a message form appropriate for subsequent
inference, both the surface structure (paraplate INST tie) and the
underlying structure (INST extraction inference)- As we saw in the
last section, Schank hblds that these are one and the same thing., It
is true, as we shall see, that in order to extract that John uses a
shotgun, the extraction mechanism must consult the template tied by the
7INST paraplate but, as I grgued in detail in the last sectiom, this 1n
no way establishes that the urfac semantics and the underlying sewantic

structures are one and the same, requiring only a single representation.

The extraction mechanism consistg of a specialist'(to use Winograd's
term for each case (and for CAUSE, which is treated as a semi-case
during extraction). It is called after an initial semantic representation
for a text has been built up as templates tied together by paraplates
and anaphora ties (See Wilks 1973c, 1975b) An extraction, resulting
in a new double-square-bracketted template, as in (38) above, is made

for each case (or CAUSE) sub-formula at the top level of the formulas

of each source template,

Let us see how the extractions in (38) are actually obtaified.

This will require that we give more of the content of the first source

template in (38), and in particular the formula for "fire+at".  (39)

may be considered a semi-full-form of

[John fired+at line( of+stags)]
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in that the centre node has been expanded to‘its formula but the other

two nodes are left in "short form'.

(39) l{ \L
{John line(+of+stags)]
N
( #HUM SUBJ) (*ANTI QBRJE) (STR1K GOAL) (THING INST) CAUSE)

(THING MOVE)

Each top-level case (or CAUSE) subformula is extracted by the
appropriate "case specialist" which has access to the additional
information grovided by the whole template in which that formula is
embedded (and, as we shall see, to other templates as well)., By
way of illustration, we will look at the OBJE and GOAL extractions

from the action formula in (39).

The dependent of the OBJE case in (39) shows that "firesat"
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prefers an ANImate object, but the formula is in a template whose
object is not animate (it is "line"), and so we have a failed prefer-
ence, However, an animate object (stags) is available as a dependent

of the surface object in the template, The extraction process takes

the form of filling a new copy of the source template, and imposing

the available preferred animate object,to yield:
[[John fired+at stagsl]

Extracting the GOAL case is more complex., As we saw earlier,
in the formula (10) for "break", the real dependent of a GOAL case 1is

an assertion group. The appropriate full dependent to the left of
GOAL in (39) is

(*HUM SUBJ) (*ANI OBJE) (STRIK $)

where $ is indicates the position of "GOAL'" in (39)., This is an
assertion group as it appears in a formulg, The extraction takes the
form of rewriting this in témplate form (from SOV to SVO form) and

attempting to f£ill in its nodes with full formulas matching the

preferences: so, on rewriting the above we get:

(*HUM SUBJ) STRIK (*ANI OBJE)

in which an agent and object can be inserted from‘the whole template
(39) so as to match the preferences expressed (if we incorporate
the above OBJE? extraction as well), Thus, we get an extracted

"short form" template (converting STRIK to "strikes'" for uniformity
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of expression, though it really remains as the primitive):
[{John strikes stags]]

The extractions for INST and CAUSE require that we are able to
look outside the source template for confirmation to other templates,
Here, only INST receives any such confirmation 'because there is no
mention of any "bullet" or other missile that would confirm
((THLNG MOVE) CAUSE) ). Since the’'primitive dependent on INST is
THING. the "INST specialist" produces a copy template whose primitive
action is USE (if the dependent had been another type of entity, the

rule could have been different). The INST-tied template matched
to "with a shotgun" in (39) is accessed by the INST specialist to

provide the full object formula for USE yielding the extracted

template shown in (39) as:

(40) [[John uses thing 1]
(=shotgun

Let us look briefly at how extractions cope in a novel way with
the standard ergative paradigm rehearsed at the beginniug of the
paper, and in particular with the interesting forms "The window
broke" and "The hammer broke the window'. Initially these will
receive a template match so as to yiedd a representation even more
superficial than that given in Simmons' system., Under extraction
however, appropriate representations are obtained and cued by the fact that

the superficial subject formula in the templates does not, in either
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case, satisfy the animate agency preference of the formula (10) for

"break" which is the action node of both templates.

Thus "The window broke" yields initially:

(41) [the+window broke

Now, on extraction, the SUBJ (agent) specialist sees not only that
(a) the surface subject (window) does not specify satisfy the
(*ANTI SUBJ) preference of (10), but (b) the same surface subject

does satisfy the (¥*RUYSOB OBJE) preference of (10), which is filled

by only a dummy in the source template (41), Thus the "SUBJ

specialist'" produces a copy template with the agency preference

satisfied:
[[some+animate broke o 1]
while "OBJE specialist" correspondingly produces:
(it . broke windowl]

and these are immediately conflated, on the general preference

(Wilks 1973a) principle of producing the fullest representation

possible, as the extraction:
[[some+animate broke windowl]

where the agent formula (now, of course, a true ageht, not a
surface subject) is merely (THIS *ANI), an extraction from the

"break" formula (10): it has not been foufirmed by the text, and,
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replaced by a full formula from.a source template, as were the

object and agent of (40).

Let us turn finally to the sentence matched initially as:

(42) [hammer broke window]

and again consider the extractions from. (10) for "break'" when at

the action node of (42), We can produce the same SUBJ extraction
as for (41) above, and we can again, using the "INST specialist',
produce an extraction with USE as its main action praimitive, as

from (39), but in this example the dummies in the extracted template
can hat be filled in from an INST-tied template, as in (41), and as
would be the case with "John broke the window with a hammer", but

from the surface subject of the source templatelitseff. Thus we

obtain an extraction scheme for (42):

(43) [(hammer broke window =" -m - \
: . sipy _ - )
[[some+animate broke windowl L&'~ p
. INST ~
[[some+animate uses hammerl]. e

It is, of course, essential here that the extractions are applied
in a fixed order, so that the INST extraction can make use of the
SUBJ extraction and know that "hammer' is not available to be the

real agent of an extraction from (42).

'Not all ergative verbs would receive identital treatment,

Thus, the relation between:
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(44) John moved the stone
and
(45) The stone moved

would not be the same as between the corresponding examples above for
"break". The action formula for "move" in (44) would have CAUSE as
head, but the action (again "move") in (45) would be a different sense
and so a different formula, whose head would be MOVE, and which would

not contain an instrument specification. So we would not expect any

extraction:
[[some+animate moved stonel]

from (45), though we might well expect an extraction equivalent to (45)

from the template for (44)

There can be legitimate dispute about the limits to which case
extractions should go: so, for example, some writers (Parker—Rhodes
1975) would consider that "John wrote a letter" should be an inference

from T received a letter from John , and he describes a lattice

scheme in which an AGENT case is generally and legitimately inferred

from a SOURCE case, That could only be achieved with the '"SOURCE
specialist" in the present system from a very full, specitic,
formula for 'letter' (and extractions can come from nouns and not

only from verbs) in which a petrsom) source was specified at the top

level of the formula,
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Two points should be noticed, in conclusion, about this method of
producing a semantic structure appropriate to the ergative paradigm,
First, the "case specialists" are not in general dependent upon the
particular formula in which they operate (i.e, the word the formula
is for), nor upon the primitive that is the formula head, Each
specialist does, of course contain ranked side conditions but. th-y
are not, except in special cases, dependent on the head of the
formula, It is not the case that every line of the specialist for

case X, say, is of the form "if the head of the source formula is Y

do Z, else ..." This point will be important in the next section

when we consider Charniak's arguments concerning case,

Secondly, this way of describing the ergative paradigm 1is
naturally different from Fillmore's because, as has been noted, he is

primarily concerned with restrictions of the generation (=production i)

of surface sentences by means of lLis ordered Subject Selection Rule:
"If there is an agent it 1s the subject, else if there is an exper-
iencer it is the subiect, else if there is an instrument ,... and so
on", This way of lbvéking at things assumes that John must in effect,
already be marked as an agent, hammer as an Instrument or Object and
SO On., Simmons’ analysis paradigms for the same example are, as we
saw at the beginning, an analytic version of that rule., The differ-

ence between those two approaches and the present one is twofold,

First, that the present system is preferential in that John does not



have to be.marked as an agent: mno confupsion would be caused here, for
example, if he was used as an instrument, Secondly, and more import—
antly, the construction here of the ergative representation follows not
only from the application of the "case specialists', but from the

general rule of preference (Wilks 1973a) that as full (or maximally

redundant) a representation should be produced as possible. This is

required, in addition to the case specialists, to produce the extract-
ion

[[some+animate broke windowl]
from, the less redundant ergative, (41), On this groundd I would

argue that the phenomenon is dealt with here using a more general

rule, and moreover, a general rule that drives this whole preference

semantics system of analysis.
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CHARNIAK'S BRIEF ON CASE

I, 4 recent paper, Charniak (1975) has argued that AI systems
that use case notation in their analysis of natural language are not
really making use of case, and the present system is one of those he
criticises in this connection, Arguments along the same general
lines are to be found in Welin (1975). I think Charniak's arguments
are important and stimulating, though in some ways misguided. They
have the paradeoxical side—effect of showing &that not even Fillmore 1s
really making use of case., I shall brxiefly sunumarise seven aspects

of Charniak's complex argument, and make some reply,

(i) The position drgument., Charniak distinguishes between case
notation and position motation (ibid. pp. 3-4). If we havé an event

of Jack opening the door with a key then, for Charniak, a case form of

that would be:

(PREDICATE EV OPEN) (AGENT EV JACK) (OBJECT EV DOOR) (INSTRUMENT EV KEY)

whereas OPEN(JACK, DOOR, KEY)

would be pure position notation. He argues that many AI systems claim

to be using case notation but in fact are using only position notation:
dsing places arbitrarily to pass particular case arguments to a

predicate,

(i1) The evacuation argument, Charniak argues that the standard

benefit of case --— the prdduction of, say, the ergative paradigm for
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"open" from a case representation as in (i) above, together with a
subject selection rule ——— tan be obtained equally well with the
position notation, (ibid. p. 17). In other words, the whole busin-

ess can be evacuated of case altogether, with the case names remain-

ing perhaps as "mnemonic variahle names" (ibid. p. 27).

(iii)The linearity argument. Charniak argues that the expression
of meaning in terms of case is non-linear. Schematically, if it was

linear it would look like:
MEANING (LOQK)=MEANING (OBSERVE) +MEANING(AGENT)

while the meaning of "see" would have EXPERIENCER where the above

has AGENT, However, in Al systems it tends to be ron-linear,

like:
MEANING (LOOK)=MEANING (OBSERVE ,AGENT)

or, in other words, the meaning of M ANING(AGENT) cannot be computed

independently of knowing that the agent is the agent of OBSERVE,

(iv) The production argument., Charniak argues that the notion

of case for Fillmore is essentially connected with its productive

generative role in controlling surface grammaticality, and that

since AI systems are preoccupied with analysis, they are not making

use of case,

(v) The case~content argument, Charniak argues that we are

never told what it is to be an agent as such. This is a subargument
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of (iii) above that one cannot compute MEANING(AGENT) independently,

(vi) The surface analysis argument, Charniak demands that the
"semantics—-based systems" in AI also do surface case analysis, of the
type found in Fillmore's papers, He argues that some such analyses,
l1ike the formula given earlier for "drink", actually exclude the

surface forms, but I showed earlier that this is not so,

(vii) The case-inference argument, Charniak argues that
a system using case for semantic representation should provide '"case
inferences", The meaning of case CASE would then be '"the set of
inferences pme tan mdke sbout X, knowing only that X is in case

CASE" (ibid. p. 19)-

In reply, I think Charniak misjudges where the heart of his argu-
ment lies by giving undue prominence to rather bizarre arguments like
(i) and (ii), whereas the serious ones are those like (iv) and (vi)

that draw attention, as this paper has tried to do from a quite differ-

ent point of view, to the need to relate the use of case in "semantics-—

based understanding systems' to its original Fillmorean role as a

classifier of superficial forms,like preposition and other case con-
structions in English, I would paraphrase Charniak's aggument on this
point, perhdps unfairly, as claiming that '"case' takes its meaning from
surface phenomena and therefore any attempt to locate it only in a deep
semantics, wholly divorced from such phenomena, is to make ''case' mean—

ingless, My answer to that, and it is a serious charge, 1s the
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presentation, here and elsewhere, of a system that both parses surface

English by means of case and expresses its underlying semantics in the

same notation.

The third aspect of Charniak's arguments, like (v) and (vii), is

his concern with the precise content of the cases. This bothers every-

one, including Fillmore, who had beer unable to provide it, and so if

the production of such definitions 1s made a necessary condition of

using case then Fillmore, like everyone else, fails the test.

Let me, in conclusion, reply to the arguments above in a little

more detail.

(1) is, I think, simply confused. The two (case and position) are
simply equivalent forms of information, provided one knows that the
"first argument is the agent" etg¢, etc, Charniak himself seems to see
this when he admits (ibid. p. 4) that one could have case notation

without case, and case without case notation,

(11) shows only the triviality that any computatiotial system could
have all its top level notions replaced by gensyms, like GG@®567, and
function in the same way, This would not however show that the
notions being programmed were not essential to the meaningful function
and interpretation of the system. In any system doing propositional
logic, the notion AND can properly be replaced by a truth-table vector

1000, but that does not show that the notion AND represents is
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vacuous, Or a mere mmemonic convention.

(111) does not establish that systems must be wholly linear, in
Charniak's sense. However, it would clearly be a defect in a system
if, every time an inference about AGENT was made, the system had to
look and see what verb it was the agent of, or what the primitive
action coding the verb was, Some examples of Schank's that Charniak
discusses do show that this access to the head primitive is sometimes
made, and Charniak then argues that the case is ipso facto dispensible,

and the inferences are hetter seen as inferences from that head prim-

{tive acgtiom. But, as T pointed out when discussing extraction, the

"case specialists"

in.the present system, at least, do not generally
make such reference back to the action head, So, for example, the

"GOAL-specialist" did not have to find out, before operating, what the

action was that a given GOAL was a goal of.

(iv) and (vi) These arguments &€ partly true but their points are
met by presenting a system, like the preference semantics one, that
uses case both as a semantic representation and a parsing mechanism

(the paraplates),

(v) It is true that no ssystem, Fillmore's included, has given
precise definition of the cases beyond the most general indications,
such as that agency is concerned with initiating force etc. This
criticism is true far beyond case: it applies equally to notions of

thinghood, causation and movement etc. It is just a fact that basic
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semantic notions are vague,and perhaps necessarily so. It is certainly
no ground for lament, and does not prevent us speaking precisely in
everyday life. Provided, therefore, that a programmed system can
perfarm precisely using these vague notions, we can demand no more.
The fallacy is to imagine that underneath the vague notions used in
thought, speech and writing, there must lie precise criteria for their
use, This is a persistent fallacy that has received much attention

in Twentieth Century philosophy.,.

In the present system, as in many others, specifications (selegt=-

ional or preferential) are given of the agents ¢f particular actiens

(human for "thinky amimate for "see", and so on), One could argue
that "agents as such" are, if anything, the union Sf all such agents,
but that will not, and cannot, yield an intensional definition of the
notion. Extraction operating on such specifications (the "SUBJ~

specialist') yields inferences such as that "some animate does so and

so0'" but these do not meet Charniak's uewand in (vii) above.

It'is worth noting- at this point that Charniak puts his demand
(or test for "using case') in such a way (in points (v) and (vii)

above) that it is hard to see what could satisfy it: what result of

computation could we conceivably expect as the value of MEANING(AGENT)?

I would maintain that extractions, as described above, are most

certainly "case inferences", but are not '"the set of inferences one
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can make about X, knowing only that X is in case CASE" (ibid. p. 19)
because that set is not the sort of thing one wants to know in a
language understanding system. The '"case specialists" in operation
produced inferences by taking information from the appropriate

points in the representation; but from knowing merely that John is an

agent nothing interesting follows or could follow! (And from that

fact nothing follows to the effect that agency is vacuous, as Charniak

seems to think), The most that could follow would be that John does

somethfng or ingtigates some act,

We could hatdly infer at that point that John was animate, because
that is presumably information generally attached to '"John'", and, in
any case, some verbs (like "calculate') may have a selection or prefer-
ence restriction on their agent that is more general than animate, so

that being animate could not follow from being an agent.

To infer anything useful, as in the extractions earlier in the
paper, we have tq look not just at what John is the agent of (which
would make the whole thing circular for Charniak, by argument iii),

but potentially at all the information availabie in the representatiom,

It is, perhaps, significant that agent is the case that makes
Charniak's point best, The other extractions answer it better, for
example in the way the " INST-specialist" creates an extracted template

with action USE; or the way the "GOAL-specialist" extracted an
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inference "John strikes stags" in a manner independent of the fact
that the source action was "fire at", for the "GOAL-specialist" did
not consult the source verb name or its head primitive action CAUSE.
Otr, again, the way in which common-sense inference rules (Wilks 1973c,
1975a, 1975b, but not discussed in this paper) would operate on any
such extracted GOAL template and infer that the corresponding agent
wanted the GOAL (whatever it was). And an inference rule like this

latter can operate only if it can locate the corresponding agent.

So, when we extracted the GOAL equivalernt to “John strikes stags',

we would have (in order to operate the new inference rule) to be able
to find that John was the agent of the extracted template if we wanted
to infer further that John wanted to strike the stags. The agent
(John) will of course be the formula in the first position of the
extracted template, and Charniak might then say that that does nolt
require agency but only access to a first template position. This
would be a reversion to the bad position argument (i), and the

answer is simply that the mechanism goes to the first position because

that is where the agent has been put; 1in just the way that dollars

are written before the decimal point and cents afterwards yet that
fact does not allow us to dispense with the notions of dollars and
cents in financial calculations., However, the important point here

is that the "seeker of the agent" would seek it generally: it would

not matter what the action (striking) in the extracted template was.
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The real point behind Charniak's '"'position' argument (i) is that no
AT systems have such general routines, and hence an agent for one
verb could be stored quite differently from that for another because

there are no such routines that would ever find this out! And that

I believe is not the case.
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WASHINGTON DEVELOPpwio

FLDERAL RESLRVE UNDERTAKES MAJOR EFTS PROJECT

The Federal Reserve System (the "Fed") is developing a pilot project in co-
operation with the National Automated Clearing House Associdtion (NACHA),

to implement electronic fund transfers (EFT) hetween regional automated
clearinghouses (ACH's)  The project will involve Federal Reserve districts
for Boston, New York, Cleveland, Atlanta, Ddllas, and San I'rancisco. The
system will utilize the Federal Reserve s existing communications network,
"Fed Wire," and the FRCS Bulk Data capability for transmittimg funds betwcen
ACH sites. While the project has received little public exposure or announce-
ment outside of fhe trade press, its initial phases have been onderway since
July, and it is scheduled for completion (including transmissien of live
payments) by December, 1976

Foderal add private reaction. The provision of LFT services by the I'ederal
Reserve has been the subject of comment, from both the Federal and private
sectors. Earlier this year, in commenting generally upon the provision of
LFT services by the Federal Reserve, John Bger (then divector of the White
House OTfice-of Telecommunications Policy) said, "[tJhere do not appear to be
any cconomic or Luuhno]oglcal reasons for the Federal Rescive to involve itself
in the actual provision of [EFI] services. Accopdingly, absent any compeliing
justification for guverament entry into thi's micrket, the piivate <cclor should
be left to provide electronic funds transfer scrvices in an chvironment that
is free from governmeni operational involvement." This viespoint has been
reinforeed by comments from potential private vendors of LFT services thich
have Leen filed with the National Cémnission en LET (NCIFI),, such yromms have

called for public heirings on the exchange project p110L to jts full amptcinent-
ation,

In an inteiview appeririag in 4045 [fJu;#ﬂg Peport, OIP Asgistant Goneral Counsel
Thomas McKinight said that the.project susy ,LLd the "suwieptitious developuent
of an on-line vapability," und ealled it a "wove witltout regard to the wishes

of the NCLFT, Comgress, and the private scctor Is to how Lhe yltimate complexion
of tlic nation‘s LFT systems should appear."

The peWmcL also raises privacy cencerns, due {o the patential aecess that the
I'ed, a5 a Federal government agency, would have to {inencial Jpta of private
citizens in a full seale LIT system,
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Ppat-pilot astivity, While the Ted's proposed project lists as its objectives

a comp11ation of recommendations and possible prublems involved in EFT systenms,
a planning document for the project.clearly comtemplates an expanded Federal
government role; in particular, the document states that the pilot 'should be
conducted in the most realistic enviranment possible. . . . [q]onsideration
should be given to the dcsirability of belegting participants that have a broad
base of {interregional act1v1ty, which would feeilitate expansion cf the program
to other nonpilot ACH's in ihe. uture:" (Emphasis supplied).

While the NCEFT has not taken a definitive stand on the project, it has been a
topic of discussion at recent ncetings of the Commission,

SENATE RLVERSES DECISION ON SSN USAGE

The Senate recently *spproved an amendment to the Tax Reform Act of 1976, which
would climinite some of the westrictions on Sogial SCLUPlty Number usage
originally implemented by the Privacy Act of 1974, 'Specifically, the amemdment
would allow state goversments to demand disclosure of an individual's $SN, and
to provide information on an individual so identificd to the Parent Locator
Service operated by the Federal department of Health, Education and Welfare,
The amendment was a compromise betwecen Senate forces which on one side wish to
remove all restrictions on SSN usage, and on the other wish to restrict its
usage to legitimate needs of Stute taxing authorities.

NBS FORMS TASK FORCE ON LIBRARY AND ILIORMAFIOV NETWORK STAXDARDS

- ey v pa—— —y -

The-National, Burcau of St:mdards has announced the establishuent of a task force
to "address the problem of developing high level couputer-to-computer protocols
for the nationwide interchange of infurmation.among cxisting »nd planned Libhrary
and information science networks.' lask force members were closen by the

Natinnal Commission on Libraries and Inforimatidn Science, basdd on tho&r expertise
in the arca of computer-to-computer data intcrchange for such applﬁultluns, and
thelr chnpetence in developing related standard protocols Tor computer’ fietworks.

The thsk force, which will receive technical support frout the NBS Institnte for
Computer Sviefices amd Technology, is cexpected to complete its cfforts. in approxi-
mately ome year, and provide-results to the \nerican Society for [nformation
Scicnce, the Anericin National Standards Institute, and other re lated arganizations.

Fuether inforsition way he obtained throngh the VEIPS Wahingtoh Office or by
contacting Mr, Joha L. Little in NBS; at (501), 921+3728.

CON(RI &S .¥O ULILIZE NEW DATA BASE SLRVICES

lhe Mfongress will fuke in initial step toward acooss Lo Dxecutive Brinch in-
formatinn systums (Sce whenylon Report, 7/76)7 this wonth when the General
ceounting OIfige inventory of over 1,000 systens in 53 different Ixecutive
agencies is made availalble dn-line to members, of Congress through the SCORPIO
data base maikntained by the Library of Congress.
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In addition, SCORPIO is scheduled to be augmented with a new daily index to

the Congressional Record. The file, which will be updated daily will be
accessible by 170 subject terms, and will contain complete data back to the
beginning of the second session of the 94th Congress (from 1/19/76). Available
data will include summaries of floor actions, recorded votes, and the location
of Member's statements made during debate.

NEW QTP DIRECTOR STATES INITIAL POSITIONS

In his first press conference, the new dirvector of tHe White House Office of
Telecommunications Policy (QTP), Thomas J. Houser, revealed both similarities

and differences of opinion with his predecessor, John Eger. According to reports
in the trade press, Houser intends to continue Eger's advocacy of deregulation
in the telecommunications industry, and support for private sector initiatives.
In contrast to Lger, however, llouser has taken a ncutral stand on the legis-
lation now before Congress which would reassert AT&T's monopoly status in
compunications (Washington Report, 7/76)

Houser said that OIP would continue to be interested in data comnunications,
privacy and clectronic funds transfer; he further announced that the Ofrice
would develop by the end of the year a document which would take a long range
look at telecommunications, and would contain statements of principles by OTP
and private industry, respectively. While Houser indicated that OTP was not
presently taking positien on the Federal Rescrve Board's ACH exchange project
(Washinglon Report, this issue), he said that the QTP staff was preparing a
position paper.

NENS BRIEFS

The National Bureau of Standards (NBS) has published Federal Information
Processing Standards (FIPS) PUB 40, Gvideline for Oplical Characler Recog-
niiion Forms (#, cnclose §1.80).

The National Scicnce loundalibn (NSF) has released Geants und Awurds for Fiscal
Year 1975 (#, c¢nclose $3.10).

The NSF Science Resources Scrvice has released Nalronal Pullcrns of RED Reoum:es:
Punds and Manpower in the United States, 1853 - 1976 (#, enclosc $.95).

Jeseph J. Ryan has been qppointcd as special assistant to the director of the
White House Office of Telecommunications Poliey.

NSF has regorted that Federal obligations for research and development are $19.0
hillion for fiscal year 1975, and are cxpected to be $21.6 billion in 1976
and $2%.5 billion in 1977.

OSTP_DEVLLOPMLNTS

Against the bickground of enubling Jegislation passed carlier this year
(Haghington Report, 5/76) the Scenate has confirmed Dr. Ik, Guyford Stcver .as
director of the new White House Office of Scicnce and, Technology Pélicy (0SIP).
While President Tord's nomination had apparently been delayed until the outgome
of tbe Republican delegate race was clear, confirmation was readily obtajned in
the Senate, Pr. Russell Drow, formerly on Dr. Stever's staff at the Natiomal
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Science Foundation (NSF), is ane of the first OSTP staff members and will serve
as Deputy Director for Sccurity & International Affairs,

The topics of telecommunications and iaformatian systems have been identified

by the Federal groups planning for OSTP*as areas of attention for the Office.

More generally, these Advisory Groups identificd eight major issue areas: organ-
ization ef OSTP 1t3elf; oceans; energy; food; nutrition; industrial productivity;
hedlth and safety; and basic rescarch. Several of the specific issues identified
by the groups relate directly to computer technolofy; e.g How should OSTP
identify and promote incentives for accelerated application of new information
handling technology in both govermment and private sectors? Are there téle-
comnunications initiatives that should be pursued by OSTP? What should be the
relative réles of OSIP and the Office of Telecommunications Policy in these arcas?
(The fvll set of 65 OSTP issues is available through the AFIPS Washington Office.)

President Ford also has appeinted Dr. Simon Ramo of TRW as chairman of the ncw
President s Committce on Science and Technology- (PCST), a long range planning
group crcated by the OSTP legislation., The Cdmmittce is to survey the overall
Federal science, engineering and technolopy effort, submit'an interim report
with rccommendations one year after its. inceptionh and a final report with. re-
commundations within twyo years, While Dr. Ramo has not yet outlined his program,
he is known to place a high priority on computer technology and particularly, on
its applicatidh to improve productivity.

- e wo B A~ - ———- e

[AFIPS sociesics have permissioen (g usc material im. thc AFIvs Wns hzngtOn quori?
| for thieir own publications, except that where an article title appears .with an
"(F)" clearance wnst Sfirst be obtaided lrom fhe AFIPS Washington OfFice. DNocu
ments indicated by the 9ymbol ”{J)" are av.ailable on request to the AFIPS

Yashingtort Office. Where price is_noted, Wike checks payable to "AFIPS."
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WASHINGTON DEVELOPMENTS

HOUSE HOLDS HEARINGS ON AT&T LEGISLATION

Just priox to adjournment of the 94th Congress, second session the House
of Representatives held preliminary hearings on HR12323, (Washington
Report, 7/76). The House Subcommittee on Communicatiens had sought testi-
mony on three primary topics: (1) the advantages afd disadvantages of
Federal Communications Commission (FCC) policy allowing competitijon in the
telecommunications industry, (2) the identification of unresolved issues
relating to competition, and (3) identification of further information
necessary prior to a subcommittee decision

AT&T Testimony. ATET chairman John D. deButts testified that the proposed
legislation would not affect the profitablility of his company, since ATET
would in any case petition the FCC for rates which would allow sufficient
earnings to attract capital. DeButts reiterated ATET s primary argument,
however that such competition would likely shift cost burdens from business
to residential users of the system. DeButts maintained under questioning
that competition permitted by the FCC had required AT{T to adapt its design
standards and operating methods to competitive equipment, had complicated
network planning, and had divided markeéts which counld more economically be
handled (by virtue of economies of scale) by a single system,

Response from competitive vendors. Representdtives of numerous companies
competitive with ATET in both voice and data communications testified during
the second day of hearings. Philip Wittaker of Satellite Business Systecms
(SBS) argued that ATET was but one of many companies in cammand of the
technology and that further national economic development required the
resources and expertise ol these companies in a competitive enviromment, in
order to meet the needs of specialized users. He maintained that SBS will
make available services not now offered or proposed by other carriers and
which will be significantly advantagous to users. Telenet Vice President
Philip Walker submitted that if the ATGT legislation were effective in 1974,
Telenet's applications to provide packet switching services (which are not
provided by AT&T) would never have been approved. Walker proposéd that ATGT
be permatted to provide competitive services only through subsidiary compa-
nies Peter McCloskey of the Computer and Business Equipment Manufacturers
Association (CBEMA) testified in favor of competition in the manufacture of
terminal equipment, arguing that the market itself provides the mechanism
necessary to aliow users a choice of equipment at the lowest possible prices

FCC Charrman Wiley. Richard Wiley opened by describing existing exceptions
to monopolistic network control, including independent telephone compahics
and independently produced equipment used by telcphone companies. Wiley also
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stated that the proposed leg1slat1on would jeopardize significant new
developments such as data communications and EFT systems, and would allow
concentrated control over this "increasingly vital and sensitive information
system." The FCC had in May of this year submitted written comments oppos
ing the proposed legislation, on the grounds that it would inhibit the
development of consumer alternatjves, and allow higher costs; the FCC also
maintained that ATET would be allowed to collect and dispense "substantial
subsidies ! without effective Federal oversight.

Speaking for the Justice Department, Assistant Attorney General Baker praiqed
FCC regulation for allowing compet1tion where possible in the common carriar
field Baker stated that competition brought substantial benefits, and urged
the Congress to pursue such competitive solutions. Baker maintained that
existing data to substantiaté ATGT's claims of economy of scale was inconclu-
sive; he indicated that local message switching may involve economies of sqale,
but that the manufhcture of terminal équipment probably did not.

SENATE SCIENCE AND TECHNOLOGY COMMITTEE REORGANIZATION

The Scnate in recent hearings considered three alternative plans to re-
structure its complex system of 174 subcomm{ttees whic¢h relate to science and
technology. The Temporary Select Committee to Study the senate Committee
System is- focusing on this area by considering primarily three alternative
plans which, 1f adopted. would bé subject to funther modification. The first
plan would retain the existing committee drgan1zat1on, but would significantly
reduce. the number of committee members and reorganize committee jurisdictions.
This plan involves several.different options, one of which would create a
Committee on Science and Technology which wouldl have jurisdiction ower science,
engineering and technolegy (including aerohautics and space) its oversight
jurisdiction would encompass the new White house Office of Scierice and Tech-
nology Policy, the Naeional Bureau of Standards, the National Science Foundatione
and the Congressional Office of Technology Assessment. The second plan would
consolidate the existing thirty-one committees into twelve standing committees,
with a possible option to again ¢reate a Committee on Science and Technology.
The third plan would create five broad committees on goyernment. human, natural
and financial resources, apd on defense and foreign policy, each of which would
have responsibilities for relevant agencies in the Executive Branch.

The Senate is expected to deal with these proposals when the 95th Congress
convenes next year.

NSF DEADLINE FOR COMPUTER SCIENCE OR ENGINEERING PROPDSALS

National Science Foundation (NSF) Division of Mathematical and Computer Sciences
has announced a November 1, 1976 deadline for computer science or computer
engineering proposals for Fiscal Year 1977 Funding. Prospective grantees can
request NSF document 76-20 (#) which describes current programs in the Computer
Sciences Section (CSS): Theoretical Computer Science (Dr. W. Richard Adrion),
Software Systems Science {(Dr. Thomas Keenan), Software Engineering (Dr. Bruce
Barnes), Intelligent Systems (Dr. Sally Sedelow), Computexr Sysfems Design
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(Dr. John Lehmann) and Special Projects (Dx. Fred Weingarten).

According to Dr. Kent Curtis, head of CSS, a new guide for preparation of
proposals will be released shortly. Proposals are to contain (1) a statement
of intended research, (2) a statement of related research in progress or.
completed, (3) a budget, (4) vitae on principal investigators and, optionally,
(5) an appendix describing relevant unpublished literature.

CSS is receiving proposals in all programs mentioned above, and expects a six

month turnaround in processing proposals. Applicants may contact NSF directly
at (202) 632-7346 or obtain assistance through the, AFIPS Washington Office

GAQ REPORTS ON FEDERAL MQODELING

The General Accounting Office (GAQ) has released a report on “Ways to Improve
Management of Federally Funded Computerized Models'" (#-enclese $1.00). The
Teport concludes that appropriate standards from the Department of Commerce,
and guidance from the General Services Administration should be provided far
improving management of such models. GAO developed and proposed a phased
approach for planning, managing and controlling the development of computerized
models which consists of five phases: problem definition, preliminary design,
detaiied design, evaluation, and maintenance. According to GAQ, this approach
will reduce costs overruns and result in models better suited to the needs for,
which' they are designed.

OBM PROPQSED STANDARD COMPUTER SCIENCE CLASSIFICATIONS

The White Hpuse Office of Management and Budget (OMB) recently released a
draft Standard Occupational Classifivation [SOC] Manual which categorizes

the occupational] structure of the U. S. work force. It is anticipated that
the Manual waould be used by the Department of Labor amd other Federal agencies
for categorizing manpower data collected or required by the Federal government.

The» SOC is intended to provide a mechanism for cross referencing and
aggregating occupation-related data collected for social, economic and
statistical reporting programs.

According to OMB, a standard classification "has become an urgent need in

order to maximize the utility of 'Federai],statistics . . . The classification
should . . . facilitate long-range analyses, should reflect the structure of
the world of Work as realistically as possible and should provide the mechanism
by which data from disparate sources can be linked." The Standard Occupational
Classification was developed under an interagency committee established by OMB,
Although no direct contact was made with AFIPS, OMB stated that professional
orzanizatipns and other interested parties were provided an opportunity to
comment on the classification

The Manual is‘structured heirarchically and,, for example, proposes the
fellowing categories for ''computer scientists:"



NATURAL SCIENTISTS AND MATHEMATICIANS
181 Computer Scientists

1812 Computer Systems Analysts
Applications engineer
Engineering analyst
Programer engineering and scientific
Systems engineer
Colputer analyst
Computing-systems analyst
Computer-systems planning
Systems analyst; data processing
Systems andlyst, computer systems
Systems engineer~189,739

1819 Computer Scientists, Not Elsewhere Classified
Systems engifieer electronic data proc
Systems ahalyst business electronic d
Computer applicatien, engineer
Digital-computer programmer
Electronic data programmer
Methods analyst, computer
Softwgre specialist

Possible AFIPS comment is preésently being explored by the Washington Office.

NEWS BRIEES

The National Bureau of Standards (NBS) held a'September 21 and 22 workshop
on its proposed data encryption standard, to address the "strength" of
the algorithm, formal proofs of security, effectiveness of the standard
in different.modes, and keying warigble control and distribution.

The FCC has proposed a "network access charge" for connection of both coiihun
carrier and privately purchased terminal devices.

The U. S. Comptroller General has issued a booklet entitled ¥lequiring Fin-
anancial Management. & Other Information Systems" which. synthesizes GAO
guidelines for the arquisition of such systems (#); the publicaiion dis-
cusses systems planning, contracting, design, develgpment, testThg,
implementatiom and operation.

The Commerce Department is considering a new procedure in expest control of
computeér hardware which would allow manufacturers to certify the per-
formance levels of their own equipment:

Robert Ross has been appointed general counsel >f the White House Office of
Teleécommunications Policy.

According to the trade press, ATGT and CBEMA have held discussions on a
possible interconnection standard for data communications equipment.

The U. S. Privacy Protection Study Commission held an October 13-15 workshop
on state privacy and fair information practices acts in St. Paul,
Minnesota,

The Privacy Protection Study Commission solicited private sector organ-
izations to submit informztion on employment and personnel record-
keeping practices by October 15.
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AFIPS IN WASHINGTON

AFIPS ORGANIZES FCC PLANNING CONFERENCE

PTans have now been finalized for AFIPS to provide a planning conference
on computer communications to the Federal Communications Commission. A
copy of the press releuse for the Conference is appended to this igsue of
the AFIPS Washington Report.

AFIPS AYTTENDS'SCIENCE COURT COLLOQUIUM

In September the director of the AFIPS Washington Office attendcd a colloquium
on the proposed "Science CourtY sponsored by the Department of Commerce,
National Science Foundation, and Amecrican Aszociation for the Advancement¢of
Science. The Science Court has been proposed by Dr. Arthur Kantrowitz, a
member of the Presidential Advisory Group orn Anticipated Advances in Science
and chhnology, as a means of adjudicating scientific disputes which are part
of major publlc polity decisions. The proposed Gourt would deal only with
scientific issues' leaving policy matters for the normal decisionmaking
groups within the Executive, Legislative and Judicial branches of the Federal
government. While utilizing an adversary hearing, the Scicnce Court would
attempt to deliver definitive, credIble rulings on scientific issues, or at
least to identify the current state of scientifi¢ knowledge.

The Colloquium heard divergent views on the merits of proceeding with an
experimental sctience court and while there was by no mcans a conscnsus, the
prewailing opimion appearcd to be supportive oft going forward with such an
experiment, *'I'm particular, the collogtiiam heard favorable views from both
Presidential, Scicnce Adviser Guyford Stever and Secrvetary of Gommerce Elliot
Richardson,

CIVIL SERVICE OMPUTLR SCTENTIST. OCCUPATIONAL STANDARD

The Exccutive Committec of the Association forp Computer Machinery (ACM)
recently provided comments to the U.S. Civil Scrvice Cammission on the pro-
posed Federal occupational standard for a "Computer Science Series' (Kashinglon
Report, 8/76)  Both ACM president llerb Grosch and vice president Dan McCracken
sent letters- to the Compission; McCragken summarized the Executive Committce
comment as follows!

We believe that the standard is weak in requiring 18 hours of

mathematics courses for all computer scicencists, without

differchtiating between courses that arce of relevence to

computer scicnce, and those of essentially no value except

for those fow who specialize in numerical analysis. It would

be pogsxble to meet the cducational requirements of this

standard with a sclection of courses providing a backgryund

iiappropriate for most, work with computers, even work in

computer science. Further, there is much professional work

with computers that docs pot,veqlire cven this much mathematics

Finally, we belicve that’the field of computxng is still so

new and so much in flux that any standard in this area should

be provigsional and should Le frequently fevised.
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PENDER McCARTER, LINDA MARTEIN JOIN-AFIPS WASHINGTON -STAFF

Mr. Pender McCarter recently joined as research associate, and Ms Linda
Martin as secretary. the staff of the AFIPS Washin@Pon Office.

Mr. McCacter comes to AFIPS from his position as edltor of: EFTS--Industry
Report: Peripherals Weekly; and Software Digest; all publications of EDP
News Services of Washington. He had ecarlier undertal zn significant
research for AFTPS im connection with the AFIPS Stutly on Professionalism,
and the AFIPS roundtabl on "Professionalism in the Camputer Field" held

in 1970. McCarter's journdligtic insight into Washington and, related
information processing issues is expected to be a strang asset to AFIPS in
Washington; he will be responsible for the AFIPS Washington Report as well
as recscarch cfforts undertaken through the AFIPS Washangton Office.

Ms. Martin alseo bring¥% with her in additiou to the slills required for the
numcrous support functions within the Vashington Office, both exposure and
training in the information processing field by wirtue of her previous
position with Sperry Univac in Washington, D. C, A graduate of Cushing Jr.
Callege, she has had significant Washington experience through positions in
both the Federal Government and a nonprofit association. Ms. Martin re-
places Marcie Terrones, whe left AFIPS jih September.

We offer Pender .and Linda our best wishes in their work with AFIPS, and
welcome them to the staff.

AFIDS societies have permission to use material in the AFIPS Washington Report
for their own publtications, axcept that where an article title appears with an
M(*)" clearance must first be obtained from the AFIPS Washington Office Docu
inents indicated by the symbol "(#)" are available on request to the AFIPS
Washington Office. Where price 1s noted, make checks payable to "ARIPS,"
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