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Introduction. This paper presents a formal i s m  cal led Semantic Processing 

Scheme, SPS, f o r  use in describing semantic in t e rp re te r s .  SPS i s  a rule-based 

system w i t h  a rule-ordering scheme t h a t  can produce deep case s t ructures  

from phrase-structure t r ees .  I t  was or ig ina l ly  developed t o  demonstrate 

how English preposit ions,  such as "up" ,  "down", a n d  "through", w h i c h  r e f e r -  

ence location,  motion, and  or ienta t ion i n  space could be semantically 

interpreted.  T h i s  paper presents SPS in i t s  current  form and  shows how i t  

can Landle these prepositions, cal l  ed the loca t ive  preposit ions.  SPS i s  

continuing to  be used in s tudies  o f  semantic processing. 

Computational l i ngu i s t i c s  has seen a considera'ble a m o u n t  o f  work on the  

development o f  general model s for  1 anguage-unders tandi ng sys terns. Among tile 

4 5 7 most we1 1-known examples o f  t h i s  i s  the work of Schank , Simmons , Wlnograd , 
839 and Woods . On the whole, these rnodgls have been tested on broad b u t  

shallow subsets of ~ n g l i s h ,  in t h a t  they have been applied t o  many d i f f e ren t  

phenomena b u t  few extensively. T h e  authors o f  t h i s  paper a r e  t a k i n g  a 



d i f f e r e n t  approach. We a re  studying a f e w  phenomena and  a t tempt ing  t o  allow 

for them i n  considerable de t a i l .  A t  the l e a s t ,  t h i s  approach should lead 

to better treatment o f  the part icular  phenomenon. I t  can a l s o  lead t o  the 

development o f  new general models o r  the revislon o f  old ones. 

The paper is written i n  f i v e  sect ions. The f4 r s t  describer the overall 

In terpre ta t ive  framework. A second indicates some o f  the d i f f i c u l t i e s  

inherent i n  the processing o f  locatlve prepositions. An overview o f  SPS 

I s  glven in the t h i r d  sec t ion .  The l as t  two sections expand on the  SPS 

description and discuss how the locatives a re  a l l  owed for. 

Syntax, Semantics, and Pragmatics. SPS i s  developed for  a t radi t ional  

three-level system, w i t h  syntactic, serna~t ic ,  and pragmatic stages. Based 

on the level o f  abstractness,  these stages compare most closely t o  

Yinogrd't  and Woods'. 

The syntactic processing stage i s  assumed t o  take strings o f  t e x t  and 

produce underlying syntactic s t ructures  i n  the form of cansti tuent 

structure trees. We are attempting t o  keep these as close t o  surface 

eonstftuent structures as  possible. However, some divergence from the 

surface form i s  currently assumed. For exampl e ,  imperatives, Interrogatives , 

and relative clauses are assumed t o  be shown i n  a declarative-li  ke form, 

and preposi t i c n s  are assumed to have the i r  complement immediately following 

then. 

An SCS based in terpre ter  takes these syntactlc structures and produces 

output whlch ref1 ec ts  underlying semantic structures. The form o f  the 

semantic structures  i s  a l s o  a topic o f  our research. We are uslng Case 

structures 7 * 2 ' 4 v 5  and PI anner-1 l ke assert ional forms . I t  1s Interesting 



t o  note t h a t  our  resu l t s  t o  date  tend t o  indicate  the  need for  a level o f  

ahg t rac t i on  somewhere be t~een  S i m n  ' IS and Schank's semantic ne ts .  

I n  developing the semantic lewl- ,  we are t ry ing  t o  make i t  t he  one 

where "general knowledge o f  language and i t s  re la t ion  t o  the world" i s  

applied. This i s  in contrast  t o  the pragmatic level, where s i tua t ion-  

specif ic  information i s  used to  in te rpre t  the semantic s t ruc tures .  

In sumnary, a system employing SPS would construct syntact ic  t r ee s ,  

use SPS for the production of Case s t ruc tures ,  and employ a pragmatic 

processing scheme t o  in te rpre t  these s t ruc tures .  

Problems in Processing Locative Prepositions. Part of the  problem with the 

semantic interpretat ion of  locatives i s  the complexity of the s t ructures  

necessary t o  represent them on the underlying syntact ic  and  semantic levels .  

'This section discusses these problems and introduces our semantic 

structure notation. 

The representation of locat ive prepositional meaning in Case s t ructures  

has been problematic. The number o f  cases t h a t  Fillmore has postulated for  

them has risen t o  four--Location, Source, Goal, Pa th .  He a1 so features 
2 locatives in a paper on prob lems within Case grammar . The worst o f  the  

problems involves not being able t o  in terpre t  the semantic weight o . ~  meaning 

o f  the  representation. An example o f  such a probl em comes in the represen- 

I I t a t i o n  of the following: "Bill held his daughter on his l a p  in the tunnel. , 

Both o f  the locati* phrases w ~ u l d  be assigned the same case - Location. 

Howeverj they actual  ly locate d i f ferent  objects .  Bi 1 7  ' s  daughter was said to  

be on his lap while b o t h  o f  them were said t o  be in the tunnel. Similarly, 

the use o f  an unordered s e t  of cases f a i l s  t o  a1 l o w  for  the difference in 



meaning of the following two- sentences, where the f i r s t  two prepositional 

phrases i n  each would be i n  the Path case: '!He went down the h i 1  1 across 

the bridge t o  the chapel.", and "He went across the bridge down the h i l l  to  
I I t h e  chapel. . 

The Case representation we are using deals w i t h  these problems. This 

representation uses only one case for  a l l  spattal  references. This case, the 

Place - case, ident i f ies  spaces which derive from the location of participants 

i.n i t s  action,  event, qr s t a t e  of a f f a i r s  (or event /s tate) .  Which participants 

and h o w  each space re la tes  t o  them depends on the type o f  event/state,  

The basic s t ruc ture  of the assertional notation can be seen by showing 

how a Place case wul d be represented: ( : P L A C E  #E/S $ P O ) .  The " :  " 
II I I  ident i f ies  a relat ion,  the # an  event /s tate ,  and the " 8 "  objects (note tha t  

many o f  these wi l l  be replaced by variables i n  the actual assertions 

produced). The f i r s t  element o f  any assert ion i s  always a re la t ion ,  which 

forces interpretations on t h e  other elenients. W i t h  the relation : P L A C E ,  the 

l a s t  two elements must be references t o  an eventlstate and a spatial object 

(space),  i n  tha t  order. The specific spatial  objects t h a t  are  referred in 

Place assert ions are c a l l  ed Pl  ace objects. 

The prepositional elements on the semantic level can re la te  Place 

objects d i rec t ly .  An example of th is  is  the representation o f  "She died 

away from where she 1 ived.", i . e . ,  ( : P L A C E  #E/Sl $PO1 ) (:AWAYFROM $PO1 $PO?) 

( :PLF\CE i iE /SZ  bP(12). here a prepositional element re la tes  the Place 

object  of the two event/states corresponding t o  "she died" and "she 1 ived". 

Prepositional elements can also r e l a t e  spaces derived from Place objects. 

This is seen w i t h  the representation of motional meanings, such as i n  the 



mu1 t i p l e  Path sentences above. T h e  Place objec t  o f  "go" and other notional 

event/states a re  taken as indicating t h e  space traversed by t h e  moving o b j e c t  

or objects.  For the example sentence, the Place object would show t h e  space 

t h r o u g h  which the person t ravel led.  This i s  acceptable since t h e  s t a t i c  

positioning of these spaces (or  p a t h s )  as "across" the bridge i s  logical ly 

equivalent t o  h i s  going across i t .  The predication o f  derived spaces 

arises in the  handling o f  the ordering problem. The motional Place object 

can be taken as composed of parts tha t  a re  ordered l i k e  t h e  parts o f  other 

objects (from front  t o  back o r  t o p  t o  bottom). T h e  ordering here i s  based 

on t h e  time the component spaces were occupied. Using re la t ions  t o  se lec t  

segments o f  the path and the end points o f  t h e s e  segments, simple mathe- 

matical relat ions compare the orderi ng o f  the component spaces,  coirpari ng 

parts o f  the journey i n  time. A semantic s t ruc ture  m i g h t  l o o k  1 i ke the 

foll.wing: ( : P L A C E  #XI08 $XI 09)  ( :SEG $XI 09 6x1 1 0 )  (:SEG $XI09 $11 11 ) 

( :F INAL $XI10 $X112) (:INITIAL $XI11 SX113) ( :LE $XI12 $X113). 

The Place case proposal avoids problems 1 i ke tha t  w i t h  

the Location case exarnpl e, t h r o u g h  the representation o f  cer ta in  syntacti  - 
ca l ly  simp1 e clauses with more t h a n  one event /s ta te .  The representation o f  

"He held her on his lap i n  the tunnel . "  shows an event /s tate  corresponding 

to  "he held her" and one corresponding t o  "she was on h i s  l a p " .  These are  

constituents i n  a causative event /s tate ,  w i t h  t he  f i r s t  causing t h e  second 

*Fillmore r o v e s  i n  t h i s  direct ion in 121 Similarly t h e  representation 
resembles those o f  Rurnel hart a n d  Norman 3 and schank4. We Wave attempted 
t o  systematically work o u t  the event/state analysi , as f a r  as i t  concerns 
locat ives,  for a l l  verbs taking locative o b j e c t s .  8 



This complex s tructure solves the case problems by a1 lowing each preposition 

to predicate a d i f ferent  Place object.  "On his lap" predicates afi existen- 

t i a l  event/state showing where t h e  female was located. "In the tunnel " can 

predicate the Place object of the causative event/state.  The interpreta- 

tion tha t  space i s  t ha t  i t  i s  composed from the Place objects of i t s  two 

constituent eventlstates.  Hence, both peopl e w i  11 be predicated by i t .  

While these l a s t  two dev ices enable us t o  avoid representational 

problems, i t  should, of course, be remembered tha t  semantic interpretation 

must support these forms.* 

T i e d  in with semantic complexity i s  a1 so complexity on the syntactic 

1 eve1 . Assuming sentences are normal ized in underlying syntactic' s tructures as 

specified,  locatives appear in four positions: as the qual i f ie r  of a head noun 

in o noun phrase; as the compl ement of a copula; as the adjunct t o  a clause; 

and  inside a clause as a locative o,bject. The a d j u n c t  usage can be d i f fe r -  

entiated from the locative object by i t s  tendency t o  give overall predication 

to  the event or s t a t e  referenced by the clause. In  "He held her on his lap 

i n  t h e  tunnel .", the f i r s t  phrase i s  a locative object and the second i s  an  

adjunct. 

To summarize t h i s  section has presented a variety of points a b o u t  the 

semantic interpretation of locative pr'eposi tions- tha t  they can require 

complex case representations, and tha t  they appear i n  a  variety of syntactic 

environments. SPS has been designed to  r e l a t e  the syntactic to the semantic 

*There a re  o t h e r  phenohena for  which the  Place case proposal a1 lows. The 
co'mpl ete representation is descri bed el sewhere.6 What has been given 
here i s  enough to show the d i f f i cu l ty  of interpretation.  



environment of locative prepositions. How i t  deals with these problems will 

be described a f t e r  a brief over vie^ of the formal ism, 

SPS. The SPS formalism i s  mst  closely related t o  a fam'ily of semantic 

interpretatian schemes deriving from Woods' 1968 The close s imilar i ty  

t o  tha t  work 1 i es  i n  the basic form of rules. These rules have the form 

"pattern + action", where the pattern side specifies t e s t s  to be made on 

the syntactic structures,  and the action s ide  specifies forms to be added 

t o  the semantic structures.  The t e s t s  are mainly based on t h e  matching of 

t ree  fragments against syntactic structures and the testing o f  semantic 

features associated w i t h  those elements matched. In SPS, sets of features 

can be direct ly  examined or compared t o  other se t s  of features.  Each lexical 

entry may have mu1 t i p l e  se ts  of features associated with i t .  SPS a1 so a1 lows 

these t e s t s  to  be made against features associated with regis ters  by other 

rules. 

If  the t e s t s  are successful, the action element i s  executed. This 

principally adds assertional forms to the semantic structure,  b u t  can a1 so 

s e t  values of regis ters .  In the assertional forms, means a re  provided to 

a1 1 ow references to  the syntac4ic constituents and 1 exical ent r ies  matched, 

as well as to  other forms through the regis ters .  

SPS uses a f i n i t e  s t a t e  t ransi t ion net fo r  ordering the appl ication of 

rules. Each noun phrase and sentence i s  analyzed under the control of a net 

associated with i t .  The process of forcing interpretation t h r o u g h  constituents 

i s  guided by marking completely interpreted nodes. The overall t r ee  i s  

processed from the bottom up.  

SPS Rules and Locative Prepositions. To see how SPS works i n  d e t a i l ,  and ,," 



explain how i t  allows for  locative prepositions we look a t  a typical rule: 

Rul e 2-STAT-LO: 
((*I-S5 (1 2 . 3  4) 1 (4 )  *1-S7 

( (  EQ #2STAT 1-1) (COMPATIBLE 1-1 2-1) 
(COMPATIBLE 1-2 OBJ(I-i 1) (COMPATIBLE R(SS) SUBJ(I-1 ) ) ) I  

======+ 
( ( ( :PLACE R(CAUSED) ! X ( 1  ) )  (1-1 !X(1) ! X(2)) 

( : P R E D  !X(3) $BE) (:OBJ !X(3) !l-2) ( :PLACE !X(3) ! X ( 2 ) ) ) ) )  

This i s  a rule that  might be applied to  interpret the prepositional phrase in 

the sentence "He held her on his lap.". The rule i s  identified as 

2-STAT-LO. This particular name indicates that  i t  deals w i t h  a preposition 

w i t h  a certain s t a t i c  type of meaning (2-STAT) used as a locative object ( L O ) .  

The pattern portion of the rule consists of two parts. Tbe f i r s t  

describes the syntactic environment i n  which i t  applies, while the second 

gives the semantic feature t e s t s .  

The specification o f  the syntactic environment is done th rough  reference 

t o  t ree  fragments that  must be matched i n  the syntactic structure i n  order 

for  the rule to  apply. The reference i s  made through the asterisk-number- 

dash-1 i teral f o n s  i n  the rule,  e.g., 11*1 -S5I1, where the 1 itera1 s identify 

fragments such a s  the f o l l ow ing :  

PROP 
I 
VP 
I 
PP 

/ \  
PREP NP 

I I 

I 
PROP 

VP 
I PROP = proposition 

These-fragments would match a locative object use of a p r epos~ .~ lu r~  arlu L H ~ .  

verb of tha t  sentence. Other fragments are  needed for  other usages. The 

two forms in the rule a f t e r  the reference to  the f i r s t  t ree  fragment will be 



described i n  the ~ e x t  section. 

The second part of the pattern side i s  a se t  af t r iples  used t o  t e s t  

semantic features. These tes ts  are o f  t w o  types, EQ and COMPATIBLE. The 

EQ or "equal" tes ts  ascertain the presence o f  a single feature in a se t .  I t s  

f i r s t  parameter i s  the feature and i t s  second the set .  The primary use o f  

this  test with locat ives i s  t o  identify the cases where the prepositional 

tree fragment has actually matched a locative use of a preposition, since 

the syntactic parser can only be assumed to identify prepositions and not 

differentiate their  senses. SPS allom for th is  discrimination by p r o v i d i n g  

reference to the 1 exical entries associated w i t h  a preposition .* These 

references are made thro+ugh the number-dash-number forms where the f i r s t  

number refers to the number associated with an occurrence of a tree fragment 

i n  a rule, while the  second refers t o  the leaf number i n  t h e  fragment. 

The COMPATIBLE t e s t  is meant to allow for the semantic co-occurrence 

restrictions. I t  takes two sets  o f  features as arguments and evaluates t o  

true i f  the sets  share a t  leas t  one element. The above rule i l  'lustrates how 

this  t e s t  can be used to allow for three types of  restrictions affecting 

locatives. These are between a verb and i t s  prepositional object and 

between a preposition and the two elements i t  relates (Winograd's semantic 

subject and semantic object). 

The f a c t  t h a t  SPS allows three sets of  features t o  be associated w i t h  

lexical entries i s  used for the three restrictions on 1o.catives. One se t ,  

accessed through number-dash-number , i s  for  restr tc  t i o n s  placed on t h e  

*With ambiguous entries, SRS tes ts  each sense individually , therefore, any 
o f  the lexical references can be considered t o  have a unique meaning a t  
any one t ime. 



p repos i t i on  by the  verb. The o the r  two se ts ,  i d e n t i f i e d  by the  OBJ and SUB 

p r e f i x e s  a r e  f o r  r e s t r i c t i o n s  on t h e  elements re la ted . *  

The f i n a l  t r i p l e  i n  t h e  p a t t e r n  d i f f e r s  f rom t h e  o thp rs  i n  t h a t  t h e  t e s t  

i s  aga ins t  a r e g i s t e r .  SPS a l l ows  f o r  r e g i s t e r s  t h a t  can have se ts  o f  

fea tures  assoc ia ted w i t h  them. The r e g i s t e r s  p rov ide  communication between 

r u l e s  t o  a1 l o w  f o r  some contex tua l  e f f e c t s .  Tests may be made aga ins t  

r e g i s t e r s  both before and a f t e r  they a re  se t ,  w i t h  t he  t e s t  he ld  in abqance  

i n  the  former case. 

The use o f  t he  r e g i s t e r  here i s  t o  i d e n t i f y  the  semantic subjest o f  the  

p repos i t i on .  Th is  i s  necessary s ince  i t  can n o t  be i m e d i a t e l v  s a i d  where 

t he  sub jec t  i s  s i t u a t e d  i n  t he  sentence. I n  t h e  f o l l o w i n g  sentences i t  i s  

i n i t i a l ,  median, and f i n a l :  "He he ld  onto t he  rope.",  "Hk held her on h i s  

l a p .  ", and "He he ld  i n  h i s  hands t he  l e t t e r  I sent  Mary." 

Given t h a t  every th ing  i s  successful  on t he  p a t t e r n  s ide,  the  a c t i o n  

s ide  i s  executed. An example o f  r u l e  a p p l i c a t i o n  i s  g iven  below: 

(:PLACE !X21 !X100) 
PROP (:ON ! x i  oa LXI 01 1 

/ \ ( : PRED ! Xi02 $BE 
( : OBJ ! X i  02 !'x4 
I: PLACE ! X I  02 4 X l  01 ) 

I 
he 

h e l d  1 
her  

I 
on hi:, l a p  

Note t h a t  ":PREDt' i d e , n t i f i e s  t h e  p red i ca to r  of an event /s ta te ,  " :OBJH i d e n t i f i e s  

Ir  1 II the  element i n  the  o b j e c t  case, and t h a t  t h e  1  i t e r a l s  beginning w i t h  . a re  

*Note t h a t  t h e  t e s t  us ing  OBJ i s  on a noun phrase. A t  t he  moment SPS takes 
re ferences t o  noun phrases and sentences t o  b e  t o  t h e  l e x i c a l  e n t r i e s  o f  
t h e i r  head noun and verb, respec t i ve l y .  



variables representing some event/states or objects .  The purpose of the rul e 

i s  to  r e l a t e  the location of the  object being held to  the location o f  the 

complement. These locations a re  available through event /s tates  which 

ident ify where each o f  the two objects were. We use the predicator $BE fo r  

these event /s tates ,  such as i n  the  one for "his l a p "  which i s  produced by the 

rule. Hbw the  correct  assertions are  produced from the assert ional forms i s  

i l l u s t r a t ed  in the above rule.  

All the d i r ec t  references t o  relat ions and objects t h a t  s t a r t  w i t h  " : I t  

( I  tl 
' I # " ,  or $ a re  inserted d i rec t ly .  The number-dash-number forms provide a 

reference to  a 1 i t e r a l  s toAd in a lexical entry . For prepositions t h i s  

1 i t e r a l  gives the physical re la t ion  tha t  the term refers  to .  

The two Place objects are  formed by the use o f  a variable generation 

feature using the  " !XIt'-number-")" form. References t o  the $ B E  event/state 

are a l so  formed i n  t h i s  way. The other event /s tate  i s  referenced through a 

regis ter .  SPS allows reg i s te r s  t o  hold  variable names as  well as feature 

sets.  The reg i s te r  used here must  be s e t  with the variable name used when 

the event/s tate was cons t~uc ted .  

As the above example shows, the regis ters  a re  used he re  in s i tua t ions  

where mare than one event /s tate  resu l t s  from a clause. When only one event/ 

s t a t e  e x i s t s ,  a simple reference t o  the major covlsti tuents o f  a sentence i s  

necessaty. SPS allows for  t h i s  by automaticall v associating variables with 

the S and NP nodes i n  t rees .  These a re  referenced t h r o u g h  forms l i k e  " ! I - 2 "  

which here gets the variable associated w i t h  "his  lap" (presumably ! X 4 ) .  

This variable will a lso  appear in the asser t ions describing the object ;  

hence co-reference is  achieved* 

A f a c i l i t y  o f  SPS missing from the exampie i s  reg i s te r  se t t ing .  Two 



operations can be accompl ished. Either a variable i s  loaded, or both a 

variable and lexical entry are loaded. 

These registers are essential t o  the development of the complex 

structures that  must be produced a t  the semantic level. Besides he1 ping 

produce mu1 tip1 e eventlstate structures,  they a l s o  provide the means for 

ordering the partial predication of a path. In any l i s t ,  the variable identi- 

fying the location of the l a s t  mentioned space can be loaded i n  a register.  

Then with the next phrase on the 1 i s t ,  the variable can be referenced to 

f o r m  the comparison. The new f'inal value can then belodded in the 

register. 

The Ordering of Rules and Locative Prepositions. The SPS system appl ies i t s  

rules in a s t r i c t l y  orderea fashion. Major constituents have rules appl'ied 

t o  them on the basis of an ordering shown by a f i n i t e  s t a t e  transition net- 

work. The following i s  a hypothetical network for ordering the application 

o f  some rules: R1 +O In i t i a l  S t a t e  

R4 >@ O F l n a l S t a t e  

The 1 i t e ra l s  on the arcs name rules that  must be successfully applied be'fore 

a s t a t e  change can occur. These nets are se t  u p  for  noun phrase and senten- 

t i a l  elements, and are used with a marking scheme such that interpretation, 

of a constituent i s  complete only wMn i t s  net i s  i n  a final s t a t e  and a l l  

i t s  const l twnts are marked as interpreted 

These nets are se t  up for e,ach head noun or verb interpret noun  



phrases and sentences. Thei r  u t i l i t y  i s  i n  a l l ow ing  f o r  the order ings among 

case elements. The cons t i tuen ts  f i l l  i n g  semantic r o l  es i n  sentences can 

on l y  appear i n  c e r t a i n  positions w i t h  respect  t o  each other.  This  i s  

p a r t i c u l a r l y  true w i t h  respect  t o  verbs s ince the r o l e s  and orders d i f f e r  

f r o m  verb t o  verb. Hence, the  n e t  used depends on the  head noun o r  verb.  

There would be no need f o r  a ne t  i f  the number dP cons t i tuen ts  were 

s t r i c t l y  1  imi ted.  However, w i t h  loca t i ves  t he re  can be no 1  i m i  t on the  number 

o f  in termedlate po in ts  o r  on the syccessively f i n e r  s p e c i f i c a t i o n  o f  

l oca t ion ,  e.g . ,  "He l i v e s  i n  New York near the  Ba t te ry  by a park. .  .". Nets, 

w l t h  t h e i r  a b i l i t y  t o  loop, are usefu l  f o r  these s t ruc tu res .  

I n t e r p r e t a t i o n  proceeds from s t a t e  t o  s t a t e  u n t i l  success o r  i n a b i l  i t y  

t o  progress f u r t h e r .  In the  l a t t e r  case, SPS can back up t o  t h e  l a s t  s t a t e  

that s t i l l  had r u l e s  t o  apply, a f a c t  usefu l  i n  a l l ow ing  f o r  p e m t n i c  

ambiguity. 

Reglster t e s t s  have been mentioned as bejng postponed u n t i l  the  r e g i s t e r  

i s  set. I t  could happen t h a t  the  r e g i s t e r  never gets set,  e . g . ,  "He h i t s  

i n t o  the  stands." does no t  spec i f y  what went i h t o  t h e  stands. T h i s  i s  a 

case of semantic e l l i p s i s .  SPS al lows d e f a u l t  condit4ons t o  be associated 

w f t h  registers t h a t  a re  l e f t  t e ~ t e d  but unset. 

The maans of progresslng through a  cons t l  tuen t  and assur lng i t s  complete 

I n t e r p r e t a t i o n  I s  provlded by forced anchor! ng and marking schemes embedded 

i n  the r u l es .  An example o f  each i s  seen i n  the  r u l e  shown i n  the prevlous 

sect lon,  i . e . ,  "*I-S5 (1 2 3 4 )  I(4)".  Both schemes r e f e r  t o  nodes i n  the 

tree fragments uslng a  preorder - r o o t  f i r s t ,  then subtrees l e f t  t o  r l g h t .  The 

numbers i n  the parentheses i n  the  example r u l e  r e f e r  t o  nodes o f  S 5 .  ?he 



anchoring scheme r e s t r i c t s  these nodes to being matched t o  the 7 eftmost u n i n -  

terpreted nodes in the s t ructure  being processed. When a node i s  prefixed, 

by " I " ,  i t  and the nodes i t  dominates a re  marked i f  the ru le  succeeds. tjence; 

the example rule  marks t he  prepositional phrase as interpreted.  Because of 

t h i s  marking scheme the noun ~ h r a s e s  and sentences of a t r ee  are interpreted 

from the bottom up.* 

Conclusion. A formal ism f o r  writing semantic in te rpre te rs ,  SPS, has been 

described, I t  alfows for a semantic feature  scheme tha t  can describe the 

r e s t r i c t ions  on locative prepositions. SPS also has reg is te rs  t h a t  can be 

used for  these res t r ic t ions  and for  building up the case structures tha t  

represent the meadings of locatives. A rule-ordering scheme i s  also 

heloful here. I t  car] be said t h a t  SPS i s  a good vehicle for  

dterpreting locative prepositions, and t h a t  any system for  semantic 

Interpretat ion w i t h  these features will be able to analyze locatives. We do 

not claim tha t  SPS i s  a cornpl e te ly  successful semantic in terpreter .  However, 

the formalism seems t o  be c lear  and expressive and i t  does work for  locative pre- 

positions which, t o  the authors '  knowledge, have n o t  been as effect ively  dea l t  

with elsewhere. I t  could well provide the  basis for a uniform, coherent 

s t ructure  for semantic in terpreta t ion,  especial l y  for  Case analysi-s. The 

authors intend t o  continue t o  experiment and develop i t  as  a t oo l  fo r  language 

understanding . 
SPS i s  implemented i n  LISP 1 . 6  on the DECSystem 10. 

%re detail on a somewhat earl i e r  version of YS can be found i n  Chapter VII 
o f  [6]. 
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