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Abhgtract

Mhis report describes a modcl for machine translatiorn developed
at Berkeley during 1972-74. The model is built around a cet of
procedures called verbnlization, intended to simuluablne the proceices
em~loyed by a sueaker or writer in turning stored kuowled e nto
words. verbalization ia aecen tn conaiat of suhbceoncer tualizatinn
and lexicnalization procenses vhich involve cir:ative cholicen on the
part of the verhbializer, torether with alporithmic srntactic processec
determined by the langunre beiqp, used. Jronsdlation 16 vieddd
(1) the rconstruct.nn of tae verbalizati n nroconsens whisil wend
into the originnl source lansunn text and (7~ taas apnlication of
parallel erBalizati n processas in the $arocet lLauvuarns.  ~“he tar et
lan~ua e verb.lizatinon ..,0xs Jor c»23tive choices t) the cour:e
language -verbaliznation and tries to anply corredronding choices, at
the same time that it ap lies syntactic nroc¢esses dictated by the
grammar ol the target lanruare. Jerbalization nnd translation
processes are illustrated, with examplas token fro-o. onaplish and
Japanese. 4 few of thiese procesres have been 1., lemented 1 an
interactive progr m usinge the facilities of the Lawrence Jerieloey
Laboratory, but the 1atent of fre. report is to demonstrat.: tne

kinds of proyzesses Lhat need to bHe incornerated in oa: i A aysuci.
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I. Overview

Central to the wview of truasiation that will be presented
here 1s the notaicn of wrbalization, Verbilization 1s the applica-
tion of processes by which som® holistic conceptual chunk,
recalled from memory, 1s converted into sentences and words--
1nto & phonetically or granhically communicable linguistic repre-
sentation. oLuch a notion assumes that the underlying content of
what 1s being communicated 1s not, or need not be, i1in verbal form
to begin witH. At the very least 1t may be a complex system of
discrete elements and relations, represen able perhips as a network
of nodes and arcs. It may also involve an important nondiscrate
or analog component, representable only in some other terms. (For
excellent summaries of both sides of thir- particular issue see
Pylyshyn 1973 and Paivio 1974.) whatever may turn out to be the
case here, 1t seems clear that some sorts of processes must be
applied 1n order to transform the original form of storage i1nto a

verbzl output: that the stored materi 1 must be verbalized.

in any particular instance of translation there are two 1n-
stances of verpbalization. One ¥s the origin:l verbalization ner-
formed by the cre.tor of the source language text. The »ther 1s
the verbalization onroduced in ths target language by the t1 mslatqr.
3esides being 1in different 1-nguages, these two verbalizations
are fundamentsally different 1n one other respect. Ihe source
language verbalization 1s, we might say, autonomous. It 1s freely
produced by the speaker or writer i1n any way he decides 1s 8,pTro~
prizte to the content ind the occasion, provided he adherec to the

rules of his culture and the langcu ge he 15 using. JJhe tareet



lanpguage verbalization, on the other hand, 18 parnsitic on the
source language one. Not only must the translator adhere to the
rules of his own language, he must also produce a verbalization
that communicates, so fir as possible, the same underlying content
or knowledge that was communicated by the source language verbal-
1zation. The verbalization in the target language 1s thus subject
to this special kind of constraint. 1Its producer 15 not free to
"say what he wants," but must insofar as possible say the same
thing as the producer of the source languagse text. we suggested
in an earlier report that there are two dimensions of high quality

translation, which we termed naturalness and fidelity. Naturalness

1s achieved when the target language verbalization adheres to all
the constraints of that languages the output will then sound
"natural™. Fidelity 1s achieved to the extent that the target
language verbalization communicates the same content as the source
language one.

Verbalization in general, as we see 1t, consists of a mixture
of two kinds of orocesses:t those which necessitate creative de-
cisions on the nart of the verbalizer and those which do not,
oceing governed by the constraints imnosed by the lanruage. e

might speak of creative nrocesse< and alporithmic processes. Urea-

tive processes are ultimately 7Toverned by the content which under-
li1es the verbalizationj the verb lizer has to decide how best to
verbalize that content. Normally a range of choices will be onen
to him, and he must decide what will most effectively convey what
he has in mind. After he has made ssch choices, there are often

automatic consequences which follow from them because of the



particular rules of the languapge (but which are themselves likely
to lead to the necessity of further creative choices). We can say,
then, with respect to the two verbalizations involved in a trans-
lation, that the producer of the source language, verbalization has
applied both creative and alpgorithmic processes, whereas in the
target language verbalization only algorithmic processes are auton-
omously applied, the necessary creative choices being determined
by the choices that were made i1n the source language verbalization.
Thus the naturalness of the final translation depends largely on
adherence to the algorithmic processes of the target language,
while its fidelity depends on the extent to which the translation
has been able to incorporate c¢reative caoices that correspond to
those originally applied in the source language. In all proba-
bility there are cases where exact correspondence in these choices
s not possible, and where a certain amount of autonomous crea-
tivity has to be introduced into the target verb lization =s well.
fhese are the cases where automatic translation becomes most
problematic. One useful goal of machine translatiosn research can
be to determine precisely the nature and extent of such cases.

We are led, then, to the general picture of translation which
is shown in Figure 1. The two vertical columns represent the two
verbalizations which are involved: on the left the source languase
verbalization and on the right the target verbalization. IThe 1nput
to a to a translation procedure, of course, is an already produced
verbal output or text in the source language. The first major
component of the translation procedure will have to be the re-

construction from that text of the verbalization processes by
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which it wns produced, ~ kind of "deve-balization". we will rofer
to this as the parsing com>onint, although it ig clearly diffdrent
from conventional parsing. Lt aims to reconstruct, not a sinrle
deev structure underlying the surface text, bhat rath r a neries of
processes by which that text was creasted from the knowlz2dre--not
only nonverb 1 bnt n ssibly even nondiscrete--which the anknr or
writer had in mind. The out-ut »f the narsing comnent is ideally
a com lete reconstruction of hoth the creative and the alrorithmic
nrocesses which the source lanpuwse verbalizer apnlied.

The other major cnmnnnent of the translatinn procedure is the

translation component. It is equivalent to a voarbaiization- 1n tne

targht lanpuage. The processes waich make un thic verbalization
are, to the extent that they are algorithmic, those which evnress
target lanpuare constraints and, to the extent that they =2 crea-
tive, those which corresvond to choices already made n the re-
constructed source language verbalizatinon. The necrssity of
reference to the source lanmare verbalization for creativ: choices
at many points 1s suggested in Migure 1 by the zifpzam arrows

7e believe that this picture provides a plausible bhasis for
translation research, but needlnrss to cay 1t presents mmnv problens
whose solutions are onlv dimly forescen at the present time. OUur
project concentrated mor of its attention on verbalizaticn i1tself
than on parsing or translation, since both of the latter depend on
a prior understanding of verbalization. Any other orderins of
priorities would be putting the cart before the horse. Any detailed

investigation of the parsing comnonent would be futile 1f we did not

know what sort of output we would expect that comnonent to produce:
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the processes that went into a partieuldr verbalization. The trans-
lation component is a verbalization, though one of a snecial sort,
and there again a detailed understanding of verbalization pro-
cesses is necessary. This renort, then, will be most cnncerned with
the nature of verbalization. We will also devote consideral,le space
to the nature of that special sort of wverbalizsation which is trans-—
lation. We will have the least to say ahout parsing. lixamples will
be cited from Eknglish and Japanese.

For bout the last nine months of the project we were concerned
with the development of an interactive counputer program that would
implement the verbalization nrocesses we hypothesized. Althougrh
this pragram remained primitive, the intention was that it would
gradually achieve increased sophistication in its ability to simu-
Late verbelization, translation, and parsing. Ais it presently
simulates the processes of verbalization, it begins with an item
that represents the initial holistic idea which the speaker or
writer of a text wishes o communicate. It then asks the user,
seated at a teletyne, to make the series of creative choices that
are hecessary in the production of the final text. At the same
time it attempts to aonnly on its own the algorithmic processes
which a»e called for. It knows when crestive choices are necessary,
but must ask the user what choices to make. Ideally it should be
able to apply the algorithmic processes without help. As it simu-
lates translation it should likewise be able to apply the algorithmic

nrocesses of the targnt lanfguage automatically, and also to apply

certain creative processes
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on its own by looking at the source language verbalization to see
wnat creative choices were made there. Whenever it 1s not able to
make a creative choice, the program asks the user to do so. e find
that this kind of machine-user inter ction rrovides a valuable
research technique. Taking as our ultimate goal the eventual elim-
ination of the user from the translation program altogether, we
start with a situation in which the user intervenes at many points.
As we learn more we can graaually give the machine more to do and
tne user less. This technique can be followed not only in verbal-
ization, but also in parsing VWhetner the user will eventually
disappear from the victure altogether is uncertain.

However that may be, the goalL o1 a program in which the contri-
bution of the user is significantly diminished in relation to that
of the machine seems workable. hort of the final goal of elimi-
nating the user altogether, an intermediate goal identifiable as
"human-iided" machine translation can more easily be foreseen.

Here the machine will do the many things for which it is suited,
but a human brain will be introduced -at those points where the
machine has reached its limits. This intermediate goal has, we
believe, significant ypractical as well as theoretical value.

Funding for this project ceased in June 1974. The report
must be read, therefore, as a summary of work that was interrupted
ln mid-course, and.as a partial blueprint for further work should
tThe necessary funding ever materialize. At this point, six months
after the termination of the project, the need for varidbus modifi-
cations is already evident. It seems best, however, to document

consistently how things stood at the time of interruption, without
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trying to introduce new and untested material.

IT. OSubconceptualization

Je assume that a speaker or writer begins with a single,
unitary, holistic concentual chunk that he has recalled from
memory and has decided, for some reason to communicate. Thus he
may nave ir. mind some incident in which he was involved, something
of interest he was previously told about or read about, some ex-
periment he wishes to report on, or whatever. 4e label such a
chunk, as well as the smaller chunks into which it will be analyzed,
with the prefix CC (for "conceptual chunk") followed by a four-
digit number. The first digit indicates the lancuage 1n which
verbalization is to take place ("1" for English and "2" for
Japanese), and the remaining three digits constitvbe an arbitrary
index--for the particular chunk. TLhirs-CS-1001 might be the name
given to some particular chunk of this sort that is about to be
verbalized in “nglish.

We assume. futhermore, that while this chunk is from one
point of view a unit, from another point of view it has a more
or less rich content, aitd that 1t is this content which the
speaker.wishes to convey to his audience. Sometimes, though not
in most cases, the initial chunk itself may have a linguistic
label. If it is a folktale, for example, it may have a name like
"Cinderella" or "The Three Bears". But someone who has decided
to tell a story is not likely to say just "Cinderella'" and let it
go at that. (One is reminded of the old story about a convention

of comedians at which people said things like "49" or "17/8" and
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elicited lasughter each time because everyone knew the jokes these
numbers stood for.) Normally it is neccessary instead for the
speaker to get inside the content of this initial unit--to analysze
it into smaller chunks. This kind of process can be pictured as
shown in Figure 2, where the initial chunk CC-1001 has been, as we

say, subconceptualized into chunks CC-1002-and Cv-1003. In a text

of any size each of these smaller chunks will be further broken
down into still smaller ones, and sp on, so that a hierarchical
structure of successively smaller subconceptualizations emerges.
Subconcevrtualization belongs-to the class of verbalization
processes which are creative. Normally a chunk does not auto-
matically determine a particular subconceptual breakdown, but the
speaker must creatively choose how to subconceptualize each one.
It is useful to think of the content of each chunk--each circle in
Figure 2--as if it were a mountainous landscape, with the most
s8lient aspects -~tanding out in bold relief and the less salient
appearing as only minor hills. All other things being equal, the
more salient some aspect of the total content is, the more likely
the speaker is to express it when he subconceptualizes. He is not
likely to make exactly the same subconceptual breakdown each time
he communicates the same initial chunk, partly because he may
Jjudge different things 50 be salient in different contexts and
partly because the landscape itself may change over time, the
relative salience of its different usvects being modified in
long-term memory. We assume that any particular subconceptuali-
zation necessarily leaves out part of the content of what is

being subconceptualized, as suggested by the area that lies within
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CC-1002 CC~1003

3C-1001,

Figure 2
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the larger circle but outside the two smaller circles in Figure 2.
Subconceptualization, that is, 1s necessarily a selective process.
No one cver says everything he could say about what he has in mind.

Yubconceptualization of g particular chunk, say Cu-1001, pro-
duces two or more hew chunks, say CC-1002 and CC-1003. These new
chunks, furthermore, are conceiv.:d of as related to each other in
some way. For example, 2°-1002 might be the '"reason" for IC-1003%.
Suppose the entire text consisted of the sentences, "I bousht a
bike yesterday. I decided I need more exercise." Let us say that
the first sentence is a verbalization of CC-100% and the second
sentence of CC-10C2. We can say that 2C-1002 1s the reason for
CC-1003. we write a subconceptualizati.n process of this kind in
the following ways
1) JC-1001 5> CJ-REASON (CC-1002, CC-1003)
This statement says that the initial chunk, CC-1001, is sub-
conceptualized (S>) into the chunks CC~1002 and CC-1003, and th-t
these two new chunks nre related by the predicate labeled CJ-:E..oON.
The prefix CJ stands for "conjunction" (derived from the prammatical,
not the logical use of this term). uny relation between 2C's is
labeled with this prefix.

we use a different notation to reprersent each of the varinus
stages in the verbalization process. _.¢ the outset, in this example
the initial chunk JC-1001 was all that was present. This initial
reprecentation, before any verbalization processcs had been applied,
was simplys
2) CC-1001

After the subconcepntualizatinn svecified in 1) was applied, the
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representntion becames
50 CJ-REAGON

CC-1002
CC-1003

Subconceptualization processes are “hus rewrite rules, which replace
one stage in a verbslization with a subsequent stare. The format

we use to represent such stages, as in 3), shows predicates with
their arguments written indented below them.

In simulating verbalization our program presently asks the user
to specify all the creative choices, restricting its own contribution
to the applicatinn of alpgorithmic nrocesses determined by the grammar
of discourse, sentences, and words in the lanruage involved. [he
program is labeled VAT (for "verbalizer and translator'), and we
can illustrate conversations between Val and the user identifying
them as V and U respectively. Ihe program heqins by askings
4) Vs JHaT VAT TALd Do YOJ  ADT | Cul0.004D2
to which one possible answer iss
5) Us VoRBALIZE 2C~1001
Skipping several stenps to illustrat: unly the rouh outlines of
subconceptialization, we are interasted just now in tre auestions:
6) Ve HOw I 3C-1001 SUBSUL B Li 2.D?2
to which 4 vossible answer iss
7) Us RoasCN (22-1002, CC-1003)
at this point VaT will conrtruct the renresentation shown in 2).

In givins an pnswer like that in 7) the user of thls oprowrm 1s
assuned to be ~sking explicit a decision wnich a real s enver would
make worcontciously on the bnsis of a variety of complex criteria.

ae do not pretend to understand how such a de:2ision is reached, »ut



17

can at least introduce the decision itself into the verbnlization
model at this stage.

VAT will now apply an algorithmic or, as we say, syntactic
process triggered by the presence of CJ-REAGON in %). The process
applied is of a type that is also not clearly understood, but we
may view what we do at precent a first approximation. ..at the
moment VAT simply takes the twd CCs related By CJ-REAGON and orders
them so that the second will be expressed befqre the first. That
is, for examvle, if CC-1002 is eventu:lly going to be verbalize: as
"I decided I need more exercise" and CC-100% as "I bought a bike
yesterday", we want the two sentences to be expressed, with CJ-1003
preceding CC-1002. Thus VAT will automatically change the repre-
sentation in 3) to tne following:

8) CC-1003
¢C-1002

This kind of representation, in which no predicate is shown apove
the two CCs, indicates that they (or their eventual verbalizations)

are to occur in the final text in the order.snown, with 2C-1003% pre--

ceding ¢C-1002.

In Japanese the corresponding syntactic process will tyvically
lead to the attachment of CJ-"KARA" at the end of thé second sen-
tence. Thus if a representation like that in %) were produced
in a Japanese verbalization VAT would automatically change it tos
9) 35-1003

SC-1002

CJ-"KARA
The quotratinn marks around "KARA"™ indicate that this is an item

which will actually appear as a word in the text. uotation marks
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are used for items that have a surface lexical representation.

The representation in Q) is deficient in that it fails to show
that CJ-"KARA" will be part of the same sentence as CC~1002, whereas
CC-100%3 will (or 1s likely to) form a different sentence. We indi-
cate sentence boundaries with the notation CJ-".", 'since the period
will anpear in the final text. Thus fuller versions of 8) and 3) are
resnectivelys

10) CJ-1003

CJ_I - 1
CC-1002
OJ_”

11) C€C~1005%
QJ_" . n

C~1002

CJ="KARA"
CJ_" . n

The creatiofs of these neriods is a housekeepine task that ueed not
be described in detall here.

Given & representatior like that in 10), VAT will ¢ on to ask
about the subconcentualization of +the first 20 in the ordering. Ihe
general princinle foliowed here is onec of "depth first", in the sense
that edgrlier items.in the text are com letely voerbilized boefore the
verbalization of later items is berun. LIhis procedure »nrobably has
some psychonlogical validity; that is, a speaker is likely to tnink
of later parts of what he is poing to say only in terms of the most
general chunks, while he is elaborating the earlier parts in detail.
Only after ne has finished the verbalization of these earlier
parts will he turn his attention™to a full verbalization of the
later ones.

Thus, omitting various considerations not ke yet discussed,

subconceptualization procteds interackively (n the following fashions
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12) WHAT VAT TASK DO YOU WuNT PERFORMISD?

Us VERBALIZE CC-1001

(VAT creates the following representations:)
CC-1001
V: HOW IS CTU-1001 BUBCONCEPTUALIZED?
Us REASON (SC-1002, CC-1003)
(VAT creates first the following representations)
CJ=-REASON
£C-1002
CC-1003
(and immediately applies a stored syntacti¢ algorithm that

changes it to:)

CC-1003
CC-~1002

Vs HOW IS JC-100% SUBCONCEPTUALIZED?

etce.

In this fashion a subconceptual hierarchy of any degree of com-
plexity can be constructed and expressed.

The organization of a text may not be entirely hierarchical,
however. Not only does a speaker break down larger chunks into
smaller chunks--larger "concepts" into subconcepts; one chunk may
also remind him of another, so that the organization which results
may be in part concatenative. wWe have been viewing concatenation

in terms of excursions away from the main hierarchy, and have been

calling such excursicns digressions. In some discourse, however,
there is no necessary constraint that the main hierarchy be re-
turned to, and the result may be a rambling text in which digression
is added to digression. In a more tightly organized text digressions

are more likely to appear as parenthetical remarks: brief gidepaths



20

which quickly return to the main hierarchy. We use the term

parenthesis for this brief and transient kind of digression.

If subconceptualization can be represented in terms of a tree
diagram (which does not, however, provide a convenient means of
showing the relations between subconcepts, like CJ-REASQN), then
digressions can be pictured as subtrces attached to the main tree
at one point or another, as susgested in Figure 3.

One other important modification of the strictly hierarchical
model of. subcorceptualization results from the common occurrence

of summarization. It is frequently the case in verbalization tnat

an initial chunk will be subject to two sepnrate hierarchies of
subconceptt alization, one of which can be identified as a summary

of the other. It is characteristic of a summary th.t its subcon-
ceptvalization processes ncvrr proceed beyond some relatively large
chunks--cnunks which package a relatively large content. We can
contrast a subconceptualization hierarchy which is a summary with

a hierarchy which constitutes the body of the text and consists of
subconceptualization processes that produce a larser number of chunks
of smaller size.

A sunmary is typically expressed at the beginning or end of a
text; that is, preceding or following the body. Various conventions
for summaries are associated with dif"~ ent genres of writing. Ffor
example, a scientific article may begin with the celf-conscious kind
of summary that is called an abstract; a news report typically con-
tains an opening par-agraph telling whou, whaty where, and whenj; a
fable is likely to end with a moral, and so on. Our program at

present simnly asks, for the initial CC, whether it has an initial



main hlerarchy

Figure 3

7

digression
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summary (one expresced at the bepinning of the text). If the
answer is yes it asks first for  subconceptualization of the sum-
mary, and moves on to ask &bout the hody of the text only after the
sunmary has been completely verbalized. at the end of the text it
asks whether there is a final summary.

Creativity within a discourse is likely to be limited by the
genre to which the discourse belongs. It would a.pear that there
is a continuum ranging from mrximally stereotyped to maximally
creative discourse. lost stereotyped are those forms of discourse,
such as rituals, in which the speaker has very little choice as to
what he is going to say or how he is going to say it. VWith nuek
discourse the '"grammar" of the genre provides many of the answers
to the questions VAT would otherwise have to ask the uscr. In other
words, VAT should be able to produce ritual texts with mininur
recourse to creative decisions. At the other extreme are forms of
discourse such as descriptions of unigue personal experiences which
have never been described before, where the speaker 1s relatively
free to nake a rreat wariety of creative decisions.

\le believe it would be of considerable interest to incorporate
into the verbalization process the constraints iumposed by several
different genres, but we have not as yet done this. a4s 1t now
stands our program does ask AT I35 MH< GENRZ? as soon as it has
established that a verbalization is to be performed. Iossible
answers that we would like to implement in the future are, for

example, NEWS REPORD, PSYIIOLOGY ATICLE, F.BLE, and the like.
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III. 4An lxample

an example of these procedures as anrplied to a rcal text can

be based on the fallowing United Press report taken, slightly con-

densed, from the San Prancisco Chronicle of iMay 16, 1974:

13) 1.
2e
5.

k%,

%o
10.
11.
12.
13.
1.
15.
16.
1.

An ll-year-old boy using a new "super-glue"

accinentally glued his eye shut

while building a model irlare,

and a doctor had to reopen the eye surgically.

Mike Harris said

he rubbed his left eye

after several drops of the glue squirted into it
sunday

and found his eyelid would not move.

An eye surgeon debated briefly about

using a super glue solvent

but decided against it

for fear it might damage the boy's eye.

The surgeon, who asked not to be identified,

finally put Mike in the operating room,

tri.med Mike's eyelashes,

then opened the eyelid surgically.

Mike was released from the hospital Tuesday.

last

It is asproximately the case that each of the numbered lines in this

text expresses a terminal subconcept (see below).

Je assume that

the text contains a number of intermediate subconcepts as well,

which need to be elucidated in a subconceptual hierarchy.
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Let us suppose that the cambination of VAT and the user are
attempting to gimulate the verbalization procesnes that went into
the oroduction of this text. For the moment we 4re concerned only
with subconceptualization processes (and, associated syntactic al-
gorithms). llany of the user's answers in the following conversation
with VALl are intuitively based. ''he success of our eventual parsing
component will depend on the extent to which these intuitive an-
swers can be predicted from the text together with whatever items
of background knowledge are relevant. <Lhe example will be carried
only far enough to suggest the nature of the procedure.

The exchance bepins in the usual way:

14%) v

JELT VAT TASK DO YOU WANT PiRFORMED?

[
o

VERBALIZE CC-1001
VAT creates the following representation, including a text-final
period:

15) <C-1001

od=tL"
VAT's next question seeks to establish what genre constraints apply
in this text:
16) Ve 4. In MHis GENRw©?

Us DNiWo REPORT
VAT will now assume that the text is a typical ncws report which
begins with a summarwr. Its first questions will deal with the
subconceptualization of the summary (expressed in the text in
sentences 1&4)3
17) Vs HOW IL ¢C-1001 SUBCONCEPTUALIZED IN Tiw SUIMARY?

U+ YIZLD (CC-1002, CC-1003)
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the user has answered that :he first breakdown of the summary is
into two subconcepts, CC-1002 (to be expressed as "An ll-year-u.d
boy using a new "guper 7lue" Aaccidentally glued his eye shut while
building a model irplane") and GC-100% (to pe expressed as "a
doctor had to reopen the eye surgically"). Furthermore the relation
between these two CCs has bYeen identified as one labeled YILLD, in
which the first CC "leads to " or "wesults din" the second. YILLD

di ffers from another, similar relation which is labeled CAUSE in
that the event conceptualized by the secnhnd CC is not a necessary
consequence of the first. Jt 1is, however, something that presumably
would not have happened if the event conceptuslized by the first JC
had not taken place. (Zvidently YISLO can be equated with INITIALDS
as this term is used by Humelhart 1974, the relationship between an
external event and the willful reaction of an anthropomorohized
being to that event. 3chank 1974 uses INITIATE differently.) 4s

a result of the user's answer in 17) VAT first creates the —epre-

sentation:
18) <C€J-YIELD
CC=1002

CC=100%
CJ_H .n

and immediately apr.lies  syntactic processes which thanges it to:

19) <CC-1002

cJ-", AND"

CC-1003%

CJ__" o n
That is, the two CCs are to he expressed with the "yielder" pre-
ceding the "yielded", and they are to be connected with comma
followed by the word "AJD". This is not the only way :n which
YIZLD can be realized, but Ffor the sake of the example we may re

gard it as such. VAT will now proceed to ask a.out the subcon-
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ceptualization of the earliest CC in 19):

20) V: HOW IS CC-1002 SUBCONCHI'TUALIZED IN THE SUMMARY?

G

FRAME (CC-1004, CC-1005)
The user has answered that CC-1002 is broken down into two CCs,
CC~1004 ("building a model airplane") and CC-1005 ("An ll-year-
0ld boy using a new "super-glue" accidently glued his eye shut").
They are related by FRAMES, a temporal relation in which the first
CC occupies a time period larger than ~nd inciluding the time period
of the second. In other words the time period of CC-1004 includes
that of CC-1005. VAT ¢reates, sequentially, th: following two
representations:
21) CJ~-FRAME
CC=1004
CC-1005
CJ‘_II ) ANDH
CC=-1003
CJ_H . n
22) CJ-"WHILE"
CC=1004
CC-1005
GI-", AND"

CC-1003
CJ‘_ " . 1"

Although there may be several possibilities for' the expression
>f FRAMY, VAT has assumed hLere that two factors are involved: an
oraering of the two CCs so that the "framer" precedes the "framed",
and a prefixing of the word "WHL.E" to the first <C. (In this
example the ordering of these two CCs will be reversed in a sub-
sequent oper~tion.) If FRAME may be expressed in other ways, wvc
assume (gratuitously, for the moment) that subtle :zonceptual dif-
ferences are involvedsj that there 1s not, in 6ther words, free

variation among possible syntactic algorithms. This remains for
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iow an article of faith.

We would expect VAT to ask next ahout the subconceptualization
yf CC-1004, but by a means not yet discussed VAT will discover that
;his is a terminal CC (one not further supconceptualized). If
JC-1004 were followed by "." or by ", AND", VAT would proceed to
1sk questions directed at the comonlete verbalization of this CC.
3ut since CC-1004 is not followed by one Qf these boundaries,
attention is -next focused on CC-10053
23) Vs HOW IS €CC-1005 SUBCONCEPTUALIZED IN THE SUMMARY?

U: FRAME (CC-1006, CC-1007)

VAT creates the following represcntations
24) CJ-"WHILE"
CC-1004
CJ-FRAME
CG-1006
CC-1007

cJ-", AND"

CC-1003%

CJ=-"."

The user has said that CC-1006 ("an ll-year-o0ld bor using a new
"super-glue"") occupies a time period which includes CC-1007 ("ac-
cidently glued his eye shut"). So far we w uld expect this second
instance of FR4ME to be expresced by prefixing the word "wiulls" to
C>-1006, as was done in £2). Let us suppose, however, that "iaMD
actually triggers a more complex algorithm which says in effect

that one "WHILE" in a sentence is enough, and that a second instanc
of FRAME will lead to a different expression. Here the second
rnsvance leads to the creation of a relative clause which will
modify one of the constituents of CC-1007. Furthermore, the already

created "WHILE" clause will be moved to a position after CC~1007.

(This ordering of the TUCs does appear to maximally natural. It
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would be slightly less desirable, for example, T~ produce "While he
was building a model airplane an ll-year-old boy, using a new "super
glue", accidenvally glued hins eye shut." Certainly, however, the
differences in this area are very subtle.) We will indicate the
relative clause status of CC-1006, to be embedded within the ex-
pression of UC-1l0OU/, with a slash notation:

2%) CC-1007 / CC-1006

CJ-"WIHILE"

CC-1004

CJg=-", AND"

CC-1003%

CJ_'_H . "

The representation in 25) will be discovered t6 be the final
one in the subconceptualization of the summary, which has been
found to consist of four CCs (ultimately four clauses) joined
together in the manner indicatrd. VAT will now proceed to verbal-
ize the summary comoletely, making use of other kinds of processes.

Wnen that has been done, it will seys

26) V: WE NOW MOVE TC THE BODY OF THg TEXT. HOW IS CC-1001
SUBCONCEPTUALIZED?

Us YIELD (CC=1002,CC-1003)
This 1s; of course, the same answer that was ¢iven to the corre-
sponding question in 17) above AS CC=-1002 and JC-1003% are further
elaborated, however, many differences will emerge. Ultimately
CC-1002, which was expressed in sentences 1-3% of the summarv. will
be expressed in the boay of the text in sentences 5-8. CC-100%,
expressed in the summary as sentence 4, will be expressed in the
body in sentences 9-14,

We will not repeat here Cthe oper-tions involved in. the sub-

conceptualizati n of the bpdy of the text. They are for the most
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between CUs are in:roduceds for cxam>le, that hetween CO-1015

( an eye surgeon debated briefly about using a super glue solvent
but decided against it for fear it might damape the boy's eye.¥) and
3C-1016 ("The surgeon, who asked not to be identified, finally put
Miké in -he operating room, trimmed Mike's eyelnshes, then opened
the eyelid surgically.") The first of these CJs involves an alter-
native that is rejected in fovor of the alternative conceptualized
in the secondj thus, the relation may »e labeled RIJES D-IN-FAVOR-
OI' Within CC~1015 there is a relatian of J N2 -0STON (denial of
expectation) beuween 3C-1017 ("An eye surreon debated briefly about
using a suver glue solvent") and CC-1018 ("decided aginst it for
fear it might damnge the boy's'eye.",- It will be of cons derable
interest to isolate relations of this sort in a variety of texts,
anéd to deteruiné the ways in which they may YHe expressed under
varyinr circunstances in different languages.

The text does contain one examnle of a parenthesis, exvresseq
in the nomrestrictiye relative clause in line 13 ("The surgeon, who
asked not to be identified,"). The fact that the surgeon asked not
to be identified is a nimor 1ligression from the mainstream of the
accqunat. it is attached to the node representing >he surgeon which
wrll becon~ a constituent of’ 2. =1022 ("fin<lly put Mike in the
o0 :erating roon, trimmed Mike's eyelashes, then ovenea the eyelid

sursically. ")

I1V. Lexicalization of a CC

«e use the term lexicalization to r~fer to another major
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component of verbalization: specifically to a clurter of processes
that are involved in the choice of a particular linguistic expres-
sion for a SJ. ‘Oubconceptualization breasks down an initial chunk
into smaller chunks. These smaller chunks, however, remain oncep-
tual in nature, and other oneratins are necessary to convert then
into surface linguistic reprcsentiations. Roupghly speaking, lexical-
ization involves the choice of "words" that will anpnroprigtely
communicate the content of JCs.

Lexrcalization of a SC takes nlaces at the noint where the
speaker decides th4t he has subconeeptualized far enough. The
aim of subconcentualization is to »roduce chunks of a size aporo-
oriate to lingiistic expression, and narticularly to linfuistac
expression that will convey neither too little or too much infor-
mation to the addrescee. Too little information is, for exannle,
provided by a suniary, whoere subconceptualizati n has nrocreded
only to a poiut who e lexicalization will give the a drecsee a
"genaril idea" of the content of the whonle. At the otner end of
the scale, we are all familiar with e 'noesitions in which too =mch
information is conveyed, where we nre told anre hoen we want to
know. vune asnect of a sneaker's creativity, then, is to decide
exactly wiuere in the procnss of subt nceptuslization he shoyild ston,
taking, into acco'int the needs and interests of the addressee. 1t
is at this noint that he turns to lexicalization.

The speaker may 3lco be influenced in such decisions by the
resources his language makes available for packasing crnunke oft d4af-
ferent sizes. Consider, for exarmnle, the amo .nt of content that is

packaged 1n an English sentence like "lle hit into a double onlay."
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If onr language did not provide this particualr expression, we
would have to subconcentualize this chunk considerably further and
come up with chunks that would have to be expressed im some such
way as "He hit the ball to the shortrtop, who threw it to the second
baseman before the runner previously on first base could reach
second. J{he second baseman then threw the bhnll to the first base-
man before the batter could reach first. Thus his hit caused two
outs to be made." <Yfresumably a language makes available packaging
at var ous leves Qf stibconceptualization according to predominant
communicative needs within the ~ulture of its s»eakers.

How are coucentual chunks communicated? One way to approach
this auestion is by looking 4t the spatial and temporal properties
of such chunks. & chunk is typically either an event ("He rubbed
his left eye") or a situation ("The glue was next to the lamp")
Both events and situations have a particular loucus in sp:ce and
time (the difference being that an event involves some spatial
change through time, whereas a situation does not). w~uch chunks.
then, cam be reamzrded as assignable to particular coordinates in
both a spatial and a temnoral continuum. (Ve omit consider tion
here of generic chunks, expressed -in 'sentences like "Dors chase
cats' or "The house had two chimneys", where particilarity is
absent. Genericness calls or extended discussion that would take
us too far afield at tnis point.)

If we assume that most of the chunks a speak~r wants to find
linguistic expression for are events or situ:tions, =nd thus have
both spatial and temporal particularity, it is not surprising that

langusge fails to provide direct 1labels for them. e cannot, in
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the course of subconceptualization, arrive nt something like CC-1011
then remember that the name for this chunk is "BLURG", and communi-
cate it by uttering thut -ord. Particular events and situations are
too numerous, and our experience of them tno idiosyncratic for each
to have its own name. The way this problem is solved is through

the interpret~tion »of many d&ifferent CCs as instnnces of the same

category. Thus the tine last December when I pave my moth:r a
Christmas vresent, the time when the mailwan rave rle a resistered
letter this morning, the time yesterday when the teachrr gave my
son a note to take home, etc. etc. sre 1ll categorizable as inctance
of "giving". Je label the catepory itself UC-"GIVi" (UZ standing
for "universal category") snd snecify the choice of this catesory
by the s enker with the notation:
27) 3C-_05% C> U -"GIVE"
Such a staterent is to be re~-d "UC-1053 1s caterforized 2s an in-
stance of the caterory US-"GIVE"". It should be noted that the
English word "GIVE" is not the name of this category; rather
any particular JC which 1s so c=fi;-orized can be communicated with
the word "GIVE". In other words, the decision described in 27)
allows us to use "G'Vi" as a name for J2-1053.

The way in which a speaker decides that a particular .0 can
be categorized as an 1instance nf some UC is of chrurse a fundamcntal
psychological quest on. dJne thing that seems clear 1s tiat some
JUus are more easily categorized than othersy ease of cateroriza-
bility has been called "codability" (Brown and Lenneberg 195%). in
a closer approximation to human aentsl processes, therefore, a

statement like 27) our"t to be qualified as valid to a certain
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degree, and not as an all-or-nothing decision. If the degree to
which a particular CC is an instance of some UC is very hiph-- if
the CC is highly codable--then the use of the word nrovided by the
UC will succeed quite well in conveying the content which the s eak-
er has in mind. If, on the other hand, the content of the 5T is

not very well captured by assigning it to the UC, then the speaker

is likely to "ant to add one or more modifiers to mold the cantent

more closely to the content of the CC he has in mind  Ad¥ecrbs are
an obvious d:vice by which such molding is accomplished. ‘Thus, the
speaker might decide that the content of CU-1053 is better captured
in an intersection of UC-"GIVE" and UC-~"GRDGING"s:
28) C3=1053 3> UC-"GIVE" & US=-"GRUDGING"
in. which case the evéntual lexicalization will be "give grudgingly",
and not simply "give".

Suppose: CU-1053% is a concentual chunk that will eventually
be varhalized with the sentence:
28) Mrs. Brown gave Tommy a cookie.
We hdve saild that the word "GIVE" is available as a label for this
CC. Up to a point that is correctj there was a giving which took
place. But sentence 28) contains more than the word "GlVE". What
kind of conceptual information is conveyed by "MRS5. BrOWN", "TOMTY",
and "A COOKIE"? Each of these items evidently communicates a concept
that is different in nature from a SC. 'This other kind of concept
we label a PI (for "particular individual™). The chief difference
between a PL and a CC seems to have to ao with temporal particular-
ity. A CC is conceived of as occupying a specific and usually

fairly limited period of time. The time period o:x:cupied by, sav,
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Irs. Brown is much less snecific, and is not likely to be some-
thing we are very interested in when we utter a sentence like 28)
In other words, although a:}Fl may have temporal particularity in
the sense of a lifespan or total time of existence, such a time
period tends to be of a different order of magnitude from that
occupied by a CC, and more often than not is of little relevance
when the I is communicated. Furthermore, any onc ! may par-
ticipate in an indeterminate number of different CCs. (Mrs. Brown
has done many other things besides that which was reported in
28) )

Why do PIs play a necessary role in the commnunication of a
CC¢ The answer may have something to do with the necessity for
providing anchor points in the addressee's mind. Because of its
lack of temnoral particularity, the concept of a PI is a relatively
stable concept, ana one which is liable ta enter consciousn-:ss
again and amgain with respect to a wide variety of Cls. Thus, the
only way a svneaker can effectively install- the content of a JC
in the addressee s mind is to tie 1t to one or more Pls alrecady
known to the addressee. That ig, the usual way of communicating
information is by bringirng one or 'ore +I nodes into the addressee's
consciousness, and by predicating something of these nodes.
Lan ~uage usually involves takingz one PI (the "topic") as a starting
point and either predicating something of it alaone, or tying It to
other :Is through a relational nredicate.

It should be noted in passing that not everything which 1s
expressed syntactically as a noun is conceptually a r£I. A woid

like "Tuesday" for exam le, may be used as the name for what we
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call a PP: a "particular time” which might be used to provide
temporal orientation in a sentence like "On Tuesday Mrs. Brown
gave Tommy a cookie."

In decading to cateporize a °C 1n a certain way, say ~s an
instance of UJ-""GIVE", a speaker simult neously establishes a
framework of Pls which a~e separated out from the coatent of the
Jo, and which will have to be linguistically represented 1n socne
way. In the case of UJ-"G.VE" these "Is will function as arent,

beneficiary, and patient (the giver, the givee, and the given,.

The fact that these three Is re entailed by the chnice of U’-"ulV.
15 expressed as follows:
29) CC=A C> UC-"GIVE"

B>

SC-4 F> VB-"GIVE" (PI-Btiul, PI-CFRB:EN, :I-DPPAT)
The letters x, B, 5, and D 1n this st tement are variables rang-
ing over particular four disit nunbers. IKor exXam-le, °C-4 might
be CC-105%, PI-B might be PI-1687, etc. The symbol L> 1s to be
read "entairls", and-F> 1s to be read "is framed as ". (The nota-
tion to the rzght of F> can be reg rfed as a "case frame'; hence
the appropriateness of the term "framing".)

The statement in 29), then, s3iys that whien oie has chosen
to categorize a particular SC as a instance of US=-"GIVI", tnas
decision entails that the CC 1111 be framed as, or exnressed by,
the verb (V3, "GlVs" atcomnanied b three rIs, functioning as
aient, beneficiary, and natient. otatements liks that in 29)
are stored in our =nglish lexicon. This statement actually forms
only part of the lexical entry for JJ-”GLf;”. The comnlet=s entry

t

for this category contains a number of additional lines which
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state virious other entaillments, for examnle that eiving involves
tronsfer of ownership. These other asnects of lexical entries will
be discussed bhelow.

To summarize, a CC of the a propriate size, arrived at through
subconcentualization, will pbe subject to categorization in terms
of some UC, the effect of which will be to ¢reate, by way of the
lexicon, a verbal label for the 2O topether with a framework of
associisted nouns. Lhe framing operation, in effect, will have
factored out those elements (PIs) having no gignificant temporal
particularity, leaving a word (the VB) to which alone that temporsl
particularity will be assigned.

It is probably a consequence of 1ts being left with this
temporal role that the V.3 is likely to end up carrying a tem;oral
marker of some kind, such as a tense and or aspect suffix. If,
for.example, the 2C occunies a temporal locus that »>recedes the
locus of the speech act, the VB iz likely to end up with a past
tense suffix attached. JThis part of 1lexicalization we ~all

inflection. Its im»lementation will be illustrated immmediat ly

bhelow.

Our nrogram tries to establish at the outset for each oo
whether it can be c¢ !ecorized, on the assunntion that the sheaker
is aiming at such cateporization as a soal, and that subconcentual-
ization takes place only when the content of the 2C 1s such that
categorization is not appropriate. Thus the first question asked
of any C6 is of tha sort:

30) Vs CAJ 2C=1053 BE J.TIGORIZZID2

If the user's answer is no, Vil -oes om to -5k how this U 1s to

4
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be subconceptualized, as in ‘the example given in section I1II.
If, on the other hand, the user's answer is yes, VAL will o on
to ask question rclev nt to the tense/aspect properties of the JC.
At present it. asks first:
31) V: Io CU-1053 GENERI S?Z
since special considerations have to be give to CCs that do not
have temporal particularity. If the amswer to 51) is no, Val
presently assumes by default that Co-1053 has a temporal locus
breceding that of the speech act. This is certainly the mdst
probable state of affairs for most kinds of discourse. Je would
like eventually to.elaborats other sossibilities, which ars likely
to depend on adverbial and other means of establiching temporal
varticularity. OQur program at oresent will, under these circum-
stances, add the inflectional notation "PAOLT" after a slash,as in:
32) °C=105% / "PAST"

It 1s now time for the following exchange:

33) V

dOW Is CC-105% CATEGORIZED?

o
e

GIVe

The user says that the decision has been to caterorize this UJ s
an instance of the catesory UC-"G1VE", VAT then looks into the

lexicon and, on the basis of the last line in 29), replaces 32) with:
54) VB=-"GIVE" / pAsp
PI-Bt.T
PI-CABEL
PI-DTPAT
Two other consideration: are relevant at this point. For one
thing, VAT will want to replace the PI variables in 34) with parti-

cular four digit numbers. Our easiest recourse at »resent is to
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have VAT ask the user about eqach Pl:
26) Vs WIAT I3 PHE «GENT?
Us PI-125%4

Ve  WHAT IO TUE BNEFICIARY?
Us PI-1345
Ve WHAT T3 TUE AT INTY
Us PI-1456
whereupon VAT will replace 34) with:
26)  VB=="GIV:" / "2.LT"
PI-12344AGT
PI-13454BLl
LI-14564PAT
it least some of the answers to the questions in %°) ought, under
some circumstances, to be derivasble from the context. Ve hope
gradually to teach VAT to discover such -nswers for itself when-
ever nossible.
A second considertion at this point 15 toestablish which PI
1s the subject or topic, the I on which the speaker intends the
addressee' s attention to be focused and concerning vhich something
will be asserted. Again the easy way out i1s for V4T to nsk the user:
27) Vs WHAT I. M wJBJ CT?
U

1 I-12%4

The question in 37) 1s appronriate for a subject-prominent langua-e
like Lnglish. If the verbalization is in a topic-prominent language
VAT will sk instead about the topic (Li 1974). In Inglish this
may be the point at which functional relations such as agent,
beneficiary, and vatient should be replaced by surf.uce syntactic

roles like subject, indirect object, and direct object. (In
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Japaneseé the introduction of pa~ticles ".ike wa, fa, 0, and ni
would be appropriate here.) Thuys, after 37) VAL may change the
representation in 36) to:
%8) VB-"GIVE" / “PAST"

PI-123413UBJ

PI-1345210

PI-14569D0
where I0 and DO stand for Yindirect objett" and "direct obgect'.
Again, the identity of the topic will often be derivable from the-
context. For example, all other things being equal, topics have a
tendency to ramain constant from one clause to the next, aments
are moxre likely to be teopics than patients, and so on. Jonsiderable
empirical work will be necessary before all such factors have been
sorted out.

If the codability of 2C-105% had been somewhat lowver and the
modified categorization exemplified in 28) had been chosen, the
representation at thiis stage would include an adver~ (AV):

39) VB="GIVE" / "PabT" / AV-"GRUDGING"
PI-1234438UBJ

PI 1345410
PI 145&61DO

The lexicalization of ©3-1053%, then, has involved cateirorizam=
tion, possibly modification, inflection, and framing. The next
step in verbalization is to lexicalize the several I'Is which are
contained in a revnresentation like 38) or 39). We will see that
the lexicalization of a PI involves categorization, possibly modi-

fication, and inflection. Framing is for the most part restricted

to the lexicalization ol a CCT.
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V. Lexicalization of a PI

A PI is the concept of a concrete object, be it animate or
inanimate, or of an abstraction which has beén reified and is being
treated linguistically in w&ys analorous to the treatment of
physical objects. The surface linguistic representation of a PI
may be a proper noun, a common noun, & pronoun, or nothing at all.
Furthermore, by agreement processes certain features of the PI may
be incorporated into the verb with which it 1s associated. ..ach
language has its own idiosyncrasies in the treatment of PIs. Oone,
like Japanese, are egpecially fond of deleting the PI altorsether
whenever it is predickable from context. ©GSome, of the polysynthetic
type, seem to go overboard in the extent bo which they incorporate:
features of the noun within the verb. OLome make a voint af adding
inflectional features expressing "definiteness", plurality, and the
like to the surface noun, while others seem to get along welll with-
out such expression. For illustrative -urposed we will contine
ourselves in this sectinn to the main outlines 6f how a I’I is
lexicalized in English.

Much depends on whethér ©r not the PI in question iS'”glveﬁ"—-.

whether it is a piece of kngyledae that the speaker believes hnas

s

already bean brought into thé addressee's consciousness in sone
way, nrior td the Qttering of the present sentence (Chafe 1974).
Here agaig we have a case where the easiest, course %or VAT at this
preliminary sta"e of its developnent is‘to 18k the uscrs

40) . Vi IS PI-1234 GIVEL?

Certainly in many cuses, howevsdr, VAT can be tnught to decide this
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for itself. If, for exampie, 1I[-1234 was mentioned in the preceding
sentence the answer to +0) must be yes. If the preceding sentence
was "Mrs. Brown came over from next door" and we are concerned with
the lexicalization of PI-1234 within the sentence "PI-123% ¢ave
Tommy a cookie", the giwvenness of PI-1234 will result in its lex-
icalization as "SHE". Ve can actually go a fair distance in es-
tablishing the givenness of a PI on this Basis alone, but the
question of how else givenness is established, including its
introduction from knowledge external to the linguistic text al-
together, calls for extensive further work.

Let us assune first that the answer to H)) has been yes, in
which case English is likely to lexicalize PI-123%4 with a oronoun.
Ihis is not always the casej sometimes a PI that is given will not
be pronominalized. The principal criterion here secms to be whether
pronominalization will produce ambicuity, and ultimately VAT will
need to decide whether ambiguity will result. For now, however,
we proceed on the assumntion that a PI which I% smiven will auto-
matically be pronominalized.

The procedure we are currently using for pronominalization in
Fnglish asks first:

41) V; IS PI-1234 THE ADDRUSSEE?

This question is asked first because the pronoun "YOU" does not
distinguish nunber, and if the answer to 41) is wves it will not bhe
necessary for VAT to do anything beyond lexicalizing PI-123't as
NN-"YOU"™ (NN, of course, for "noun"). If, on the other hsnd, the

answer to 41) {s no, then VAT nmust ask:
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42) Ve  WHAT IO THE CaRDINAIITY O PI-123%47%
We assume that a PI is from one point of view the concept of =
set of objects, and that tne cardinality of the set is relevant
1n establishing expressions of singularity and plurality, among
other things. Actually the distinction between one and more than
one as possible answers to /42) is all that is relevant at the
moment. More interesting questions do arise-in this area. Ior
examnle, with cardinalities up to ahout five there is likely to be
a need for distinguishing each member of the set with a specific
PI number, whereas with larger cardinalities the set is likely to
be conceived of sim)ly as tontaining "a number of" or "many'" members.
If we assume first that the answ:r to 42) is one, then VAT will
ask:
43) Vs IS PI-1234 THE SPEAKIR?
If the answer is yes, then PI-1234 is lexicalized as NN-"I". If
no, then we are dealing with a third person referent and VAT musi
determine its genders
qu) Vi IS PI-1234 ANTHROPOMORPUIC?
This classification includes human beings, but also named animals
such as pets. If the answer to 4) is no, VAT will lexicalize
PI-12%34 as NN-"IT". Otherwise it must find the sex of this referent:
45) " Vi IS PI-123+ MALE OR FARMALE?
and lexicalize it as NU-"HE" or NN=-"GUE" accordingly.
If the enswer to 42) was a number greater than one, Vil must
decide between "WiE'" and "TWIEY", the pronouns which are explicitly

plural. Sgsentially it must ask:
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ap) Ve 1o MIS 8 SAK 0 A MOM3ER OF PI-12%412

I1f ves, it will »roduce the lexiralization NN-'"WE" and if no,

™ere are &dgain-a variety of ways in which VAT mipht be able
to answer questions like #1) throngh #46) without asking the user,
Me identitv of sneaker -nd addressee will hwve been estahlished
by »roviding cuch discosrse parameters at the very begianing of the
disc¢ourse; at present we use the arbitrary convention that PI-1001
is the speaker and 2I-1002 the addressee. In questidon 41) and %43%)
VAT 1is asking whether 21-12%4 is identical tn PI-1N02 or ~21-1001.
But, de endin:; on the context, tiis identity may already have bhcen
established. as for the cardinality of r1-1234%, it may have been
inade 2xpl:cit through a numeral or in some other way. And the
frender of thi referast might have been established through the
previous use of a sex-s-e::fic proper name, or through some other
fact that has alrcady been supplicd.

Let us uow turn to the vpossibility that rI-1234 is not given--
that the answer to question 40) wus no. 1In that case, lexicalization
must be either i terms Q@f = nroper name, or throych tne use of a
catemoriza ion and ultimately 4 rommon noun Vol first ssks:

A7) Do .S PI=12%4 sV o .. 02

If yes, the user gives the name and VAT lexi:alizes rI-123% as
AH="Jo" or the like. The rnal situation is not ouite tnis simple,
since a~rI is likely to have ore than one proper name (John, Mr.
Brown, Zaddir, etc. and the'chtices of which, if any, among theun %o
use will de:en{ o1 various interpersonal considerations. .ventually

our »rogr-u snoild incl.de questions relevant to such a choice.
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1f the answer to 47) is no, then VAT follows a procediure

roughly analogous to that associated with the cateporization of a

Q

(@
ve

48) Ve How IS PI-12%4 J.TEGORIJED?
Us T oACHER

\for examrle). Basically, at tis print, VAT will re)lace Pl-1254
with NN-"TDACH<R". At the same time it will store the atnatements

49) PI-1234 C> . UC="TuEACH .R"

and will look at the lexicul enter for this categnry for whatever

relevant information is stored there.

Just as a CC may given a lexi~ ilization that is inflected for
tense and/or aspect. the lexizalization of a PI may be siven in-
rlections for such features as number and/or definiteness. If the
lexicon shows, for example, that UC-"TLEACIR" entails that rI-1234
is countable, VAT will also in this case ask about its cardinality,
as in 42) above. If the answer is a number greater than one, VAT
will cre te a remresentation like HN-"TZiJHAR" / "0OLU ALY Indevnen-
dent of this number question, VAT will need to determine whe‘her
the use of this ¢ terory in this context w:ll enable the addressee
to know what particular. inst :nc of the ¢ tegory is being-talked
about. .e osut thin in terns of the qguestion:

50) Vs DGO UJ="T L CHER'™ I020i"Y pI-12347

If yes, VAT will ad the definite article (AR) as an inflections

LIN=YD IaZH3R" / AR="T/iE" f no--that 1s, if the addressee is as-
sumed not to be able to identify a nreviously kaow I as the referent,
VAT will de ide netween. the indefinite articles AR-"A" and AR=-

"SOMZE" depe dins on whether the cardinality of PI-123%4 is one or
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rreater than one. The outcome will thus be either NN-"TEACHIR"
R-"A" or NN~"™PEACHER" / "PLURAL" / AR-™3"ME"; that is, "a teacher"
r "some teachers". we have attempted to formalize some of the
sontextual grounds on whith ViT will be able to answer a question
like 50) without.asking the user, and this matter will be discussed

in section VII below.

VI. The Lexicor

In all, its omerations V.1 must at m-ny points nakeraccess to
a store of more or less permanent lexical knowledge which we have
formalized in terms of entailments of categories. The statements
in the lexicoa snecify what we know about a particular U or PI as
a result of its being identified as an instance o a certain cate-
gory. Or, to look at it from the onposite point of view, these
statements say what properfies a particular'CC o6r II must have in
order to be categorized in a cerv in way. From the tirst point of
view we can say that once we know that a-particular CC has been
categorized as an instance of UC-"GIVE", for example, *the lexicon
tells wus a number of other thinzs that we must know about this
CC. From the second point of view we can say that the lexical
entry for UC-"GIVE" tells us what we must know about a J° in order
to assign it to this category. ‘hnose two wsys of vicwing lexical
entries are not. in contradiction, but nare different sides of the
same colin.

From a.osychological stanlpoint the lexienn approximates a
desgription of everything that is involved in a person's interpretation

of the world, at least so far as his interpretive grid is deven-



"e

dent on verbal cntepories. We are unable, of courme, to focus

on indiwvidual differences, but must attemnt to deasl with & core that
is common to the spcaknrs of a. particular language. The lexicon is
the heart of our prorram, whether we are enpgaped in verbalization,
translation, or parsing, and everythins else depends on the success
with which the lexicon has been elaborated. A sepnarate lexicon has
to be develoond for cachs language with s+hich the program tries to
de1l. 1n a full-fledred implementat on certainly a very high nro-
portion of the total develosdental e¢ffort will.,nave to be devoted

to lexical questions.

As a si1:nle 1llustration of the kind of information a.lexical
entry might contain, as well as of the formalism we have been using
to represent such informatisn, let us consider at least nart of
what it means for a particular 20 to be = 'tegorized as an instance
of UC-"LIFT" We will want to say that when X lifts Y, this entails
that £ does something which canses a change of sthte from Y being
in one- location to ¥ being in another location, and furthermore
that the new locatinn 1s shove the o0ld location. The lexicel entry

for UCS-"LIFT", insof~r as it captures this much informnation, 1is

written as follows:
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51) CC=A > UC~"LIFT"

ﬁi -4 B> VB-"LIFT" (Vl BYAGT, PI~ctPaT)

o= 5> CJ-Calol (SC-D, CJ-L)

2C-D F>  VB-uCT (PI-B)

CCo3 8> CI-CONIUACTION ((OJ=CHBIGE (Co=F, oC=G)), SU-U,

Co= >  VB=-aT (PI-J, PL-I)

20=-G F> VB=al (PI-o, PL-J)

CC-H F> VB=-uBUVE (PL-J, PD-I)
The first two lines are to be read, "If JC-A 1s catepofized as mn
instance of UC-"LIFT", this entails..." The first line under ‘> then
,ives the case frame, saying that there will be a clause containing
tne verb "LIFT" ac:ompanied by an agent (PI-B) and a patient (PI-C).
The second line under &> says that it is alternatively possible to
subconcenpt:alize CC~A 1n 2 certain way, wnich amounts to a vara-
phrese. That is, although the speak:r has:-c:oc.n a0t to subcon-
cenvtualize UC~A further (presumably because the choice of UC "LIRTD"
has been judged to vprovide the right packaring for CC-a), if he had
decided to subconceptualize farther he could have done it in the
manner specified in this line, where two new JCs, v’ -D and .C-z,
are joined by Cu-CAUuE.. In other words U-D is concelved of as
ceusing CC-r. Ihe tiird line under &> says something about the
content of CC-D, namely *hat it involves -an act by PI-B. (It may
be noted that the absence of quotes around ACT in VB-ACT indicates
that this is not a conceptual unit that will lead to a direct sur-
face structure represent:tion, as will VB=-"LI}2".) .he fourth line
under > says that UC-., which 1s caused by this act, ¢can be sub-
conceotualized intoe two, conjnined elements. The first of these 1is
a JHAWGEL from CC-F to UJ-G, and the second 1s .o-=1  rhe fifth and
sixth lines inder 5> specify the nature of the prior and subsequent

states, CC~F and JC~G. Both involve PI-. being at some location,
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first PI’'L-I and then PL-J (FPL standing for "particular location).
The last line elucidates CC-/I stating that the new location (PL-J)
is above the old location (PL~I). Thus 51) has captured formally
the several bits of knowledge abrut CC-A that were swnmarized dis-—
cursively at the beginning of this paragraph.

Let us row turn to a more comnlicated example. This example
came up initially as a result of the observatioen that the Japanese

verb kasu can be translated into £nglish as either rent (out) or

lend. In other words this verb is nonspeciiic as to whether the
agent does or does not recive money for the gonods or services he
provides. We were interested in how a translatinn from Jananese
into> English would decide whHether to use rent or lend where the
Japanese had used kasu. This problem led us to consider lexicul
entries for several verbs involving transfers and trans:zctinns, and
we arrived at a system of cross-referencing and embedding within
lexicnl entries that captures the content of abstract notions
(such as transfer and transaction) at the same time that it links
entries one tc another in a way that is renerally useful.

ve may begin by defining a transfer. we 'assume a category UC-
TRANI3FER which, since 1t does not contain ocuotation marks, is
understood to be abstract &nd not i1mmediately convertible into a

surface structure verb. The lexical entry rrads as follows:
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52) CC=A C> UC-TRANSFER

gg~A 8> CJ~CIANGE (CC-B, CCG-C)

0C-B  F>  VB-HAVE (PI-D, PI-BE)

JC~C F> VB-HAVE (PI-F, PI-E)
Discureively, a CC-A which has been categorized as an instance of
UC TRANGFCR can alternatively be subconceptualized (or paraphrased)
in terms of a change from 2C-B to CC-C, where the former involves
PI- D "having" FI-#, and the latter involves another party, PI-F,
having PI-k. In other words, a transfer involves a change in the
having of some object (PI-E) from one indiviaual to another  The
English word have of course performs a variety of semantic functionss
our use of- it in this formalism is meant to include at least two
varieties of having--ownership, wh ch we will label HAVE-OWN, and
having the use of something, w.ich we will call HAVE-US&E. Simple
HAVE, as in 52), is meant to be nonspecific as to wnich of these
varieties of havihg is involved, as may be accounted for with the
following two statementss
53) gG-A C> UC-HLVE-OWN

SS—A C> UC-HAVE

oC- C> UC-HAVi-UBE

B>

C-A C> UC-HAVE

One examnle of a transfer is the kind which is categorizable
with UC-"GIVE", whose lexical entry can be given as followe:
54) CC-A C> UC-"GIVE"

>

CC-A F> VB-"GIVE" (PI-BfAGT, 2PI-CHRBEN, PI-D4.I°AT)
CC-4 C> UC-TAalSFER

PI-D = PI-B
2I-F = PI-C
PI-E = PI-D

That is, a CC which has been categorized as an instance of UC-="GIVi"
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has the case frame shown in the first line under £©>. The duestion
nark before the beneficiary indicntes thHat it is optionaly one can
say "Roger gave a book" without nentioning n beneficiary. The
second line under E> shows that this CU can also bhe categorized ns
an instance of UC-TRANGF k. ig fact means that the J¢ algo has
the ent~ilments listed in 52). &Since the variables within esch
lexical entry are arbitrarily laheled A, B, C, etc., 1t i8 lecessary
now to state equivalences between the variables in the sntry for
UC="GIVi" and those in the entry for UC=-TRANLMz¢. These equivalecnces
are listed, indented, in the last three lines of 54). They sve to
be read, "PI-D of the TAANCH.M. entry is quivalent to PI-B of the
"GIVE" entry (the giver); II-F of the TR.uISFER entry is equivalent
to PI-C of the "GIVE" entry (the givee)* and tI-i£ of the T.tiwslluix
entry is equivalent to PI-D of the "GIVEZ" entry (the given). In
this way 54) and 52) are brought into the correct alipnment.

Another, more comylicated kind of transf r 1s that involved in

the catesory UC-"LZND"-
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55) GC-A C> UC="1<RD"
>
0C=A- F> VB="LIKRD" (FI-BPAGT, 2PI- TRSH, PI-DTIAT)
S3=A" 3> UG- MANLFLH

PI-D = L[DI-B
VI-F = 1Iwd
N-3 = »rI-D
N = COC=%.
CC+3 = CC-~

Ju=w  GP  Jo=AVI=ULE

SC=F Cb UC~-H.VE-ULE

VB-HAV-OuwN (£I-B, :I-D)

30=4 *=C> UC-TRANIACTION
The first seven lipesof this entry are entirely parallel to the
entry for US="GIVE" in 54). It then becomes necessary to refer to
the earlier ana later states, UC=B and Cu-C, of the Tih.Nul:R entry.
These are equated with °2C-Z and JC-F of the "LilD" entry. It is
said that both of these states involve HAVE-UsE. fhat is, when X
lends an object to Y, in the earlier state X has use of the object
and in the lateir state Y does. The nesxt to last line says that
PI-B, the arept of the lending maintains ownership of PI-D through-
out. The last line says that JC-n cannot be cateporizeu as a trans-~
action, ar explained bz2low. u=vidently the only difference between
55) an® the entry for Ul-"aabL-" (i.e. kasu) in Jav.nese is that for
the latter the last line of 55) 1s missingp. fhus, kasu leaves it
unaecid~d whether a transaction was involved or not.

what, then, is a Zransactioul wssentvially it is a linkding of
two transfers, where one of th» transfers ic for the purpose of the
other. In buying, for example, a typical transaction. the buyer
gives money to the sell:r so that the seller will give him some
object in return. wWith buying, a chanse of ownershin is involved

in both transfers, but that need nnt be the, case. ith rantine,

for example, there 1s a change of ownershis of the money, tut only
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a change of use of the object. We define a” transaction as follows:

56) CC=A C> UC-TRANSACTION
E>
CC-A 8> CJ-PURPUSE (CU=B, CC=C)
CC=B 0> UC~TRANLPIR

PI-D = PI-D
PI-f5 = DPE-BE
PI-F = PI-F
CC=C C»> UC~TRANDIER
PI-F = PI«D
PI-L = PI-G
£I-D = I'I-F

The first line under E> states that UC-A can be paraphrased in terms
of CC-B and CC-C, -the former being for the purvose of the latter.
CC-B-is a trinsfer in which PI-D (e.g. the buyer) transfers PI-E
(e«. money) to PI-F (e.p. the seller). +C-C is a transfer in which
the roles of PI-D and PI-F (and hence their relation to the wvariables
in 52)) are reversed. Furthermore, the object transferred (e.g.
the thing bought) is a different one--here PI-G.

Besides buying and sg¢lling, anather typical transaction is
renting. The English word rent is ambiguous, and we will illustrate

here the entry for what we call UC-"RiiT=2", which is renting out

(German vermjeten):
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57) CC-A C> UC-"RENT-2"
E>
C0-A F> VB="RENT" (PI-BAAGT, 2PI-CPBEN, 2PI-DPMSR, PI-E PAT)
CC-A C> UC-TRANSACTION

’I-F = PI-B
PI-D = DPI=C
PI-E = PI=D
PI-G = PI-E
CC~B = CC-TF
oC=C = UC=-G
CC~F ©C> UC-TRANOLFER
CeG=B = CC~H
CC-C = C(CC-I
CC=G O> UT~T.ANSFER
CC=B = CC=J
oC=C = C-K

PI-D C> UC~MEDIUM-OF-EXCHANGE

CC~H C> UC-HuaVE-OWN

CC-I C> UC-HAVE-OWN

CC-d C> UC-HaVi-UGE

CC=-K C> UC-HAVE-USE

VB-IIAVE-OWN (PI-B, FI-E)
The first line under E> giwes the case frame, which includes two
obligatory cases, an agent and a patieut ("Bill rented (out) his
lawnmover") and an optional beneficiary and measure (MUR) ("Bill
vented his lawnmower to Tom for five dollars"). The second line
under &> says that (CC-A is a transactions 1t thue conforms to 56)
and it is necessary to state the equivalences between the PIs in 57)
and those in 56). Below these PI equivalences it is also stated
that the JC-B of the TRANSACTION deiinition (the transfer of money)
is equivalent to CC-F of the 'RENT-2" definitiony while CC~C of the
TRANSACTION definition (the transfer of the object) is equivalent
to CU=G of "RENT-2". The two svaves of the rirst TRANSFER are
named CC-H and CC-I, while the two states of the second TRANSFER are
named UC-J and CC-K. It is then said that the measure, PI-D, must

be something categorizable as a MIDIUM-UF-EXCHANGZ--normally monevy,

but potentially anything that would perform this function. The two



54

states of the first TRANUFUR are then both said to he instances of
UC-HAVLE~-OWN, since the money actually changes ownership. The two
states of the second transfer, on the other hand, are instances of
UC~-HAVE-USE, since the object does not change ownership, but only
use. The last line, like the mext to last line of 55) says that
the agent of the renting retains ownership of the object.

It was mentioned that the lexical entry for Japanese UC-"K .L-
is the same gs that for inglish UC~-"LIND", as in 55), except that
the Japanese entry latks the last line of 55) in which it is
stipulated that lending cannot be a transactisn. It can now be
Jeen thav UC-"KAS-" is comnatible with both 55) and 57,. wWe thus
have a formal explanation for the fact that kasu may be translated
as either lend or prent. In order to decide between the two trans-
lations, it is necessary to searnh the context in which this CC
occurs to discover whether it is or is not a transaction. We will
return to this matter in our discussion of transl~tion in section
VIII.

Lexic 1 entries for categories whose instances are t’ls are
designed to elucidate the knowledge which 1s entailed by the as-
signment of a particilar Pl to some cuotegory. Such entries do
not contain a case frame, but -re otherwise similar in format to
the entries for catepgories whose instances ~re CCs, as described
above. As a simple examnle, we may note that wheh a kI 1s cate-
gorized as an instance of UC="CAR" th =e is an entailment that this
£I will "have" a trunk. <his kind of having is different from
those discussed in connection with transters and transactions in

the last sectionj we represent it with HAVE-AS-PART:
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58) PI-A C> UC-"GAR"
E>
VB~HAVE-AS-PART (PI-A, PI-B)
PI-B > UG="TRUNK"

It is useful here (and elsewhere in the lexicon) to distinguish
between necessary entailments and expected entailments or default
options. The latter constitute knowledge that is normally entailed
by the category, but not necessarily so. We indicate entailments
of this sort with a prefixed "E:". As an example we muy note that
somebthing which has been categorized as a MEDIUN-OF-IXCHANGE (cf.
57)) is normally expected to be money, althougl 1n some circumstances
it might be cowry shells or wampum:

59) PI-A C> UC-MEDiUM-OF-1XCHANGE

%2 PI-A C> UC~"MONEY"

A more eomplex example involves the categorization of a PI
as an instance of UC-"BEAGLE". In this case we xnow that the PI is
also categorizable as an instance of UC-"DOG", that we may expect
that it will have a tail (although some dogs do not), that it will
bark, ana that it will chace catss
60) QI—A C> UC-"BLRAGL"

iE-A C>  UC=-"Dog"

E: VB-HAVE-AS-PART (I’I-a, PI-B)

PI-B O> UC-"TuIL"

E: VB-BARK (PI-A)

B: VB-CHu3E (PI-A, PI-C)

PI-C C> TIC-"viT"

It may be that E: should be expressed as a probability;
that is, chat there is a conftinuous range over which we may expect
romething to be entailed, with necessary entailment being one extreme.

At least fer practical purposes, however, it proves useful to make

a three-way distinction vetween necessary entsilments (unmarked,,
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default expectations (E:), and a third type which we call ontional
entailments and mark with "O:"  These last represent a lower de-
gree of probability; they are entailments which are neitlier neces-
sary nor expected, but which are easily possible. lor example, a
bicycle need not have a basket and is not expected to have a basket,
but it may very well have one:
6l) PI-i C> UC-"BICYCL.L"

E>

Os VB~HaVE-AS=-PART (PI-a, FI--B)

PI-B C> UC-"B..0KuD"
The distinction between necesrsary or expected and opt onal en-

tailments is of interest when it comes to the assignment of definite-

ness, as discussed in. the following section.

VITL. wiscourse Information and Readjustments

A sveaker needs access to three major clisses of informatinn
in order tn verb-:lize suzcessfully. First, of course, he :anust have
an 1dea of what he wants to talk about: the content of the verbal-~
ization. becond, he must have access to general knowledge that 1s
relevant, the kind of knowledge th't we are attemnting to charac-
terize in the lexicon. But there 1s a third kind also. The speaker
nmust keep track of knowledpe lhaving to do with the very fact that
he is verbalizing: knowledge about the sneech act 1tself, and its
effect vu wvue person his veroslization is addressed to. It 1s thas

tird kind of knowledge that we are calling discourse information.

We are concerned in this area with such factors as the identity and
social relationship of the speaker and the addressee, the time and

place of the spisech act, and factors wnich relate the content of the
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addresree. Jometimes, moreover, it is imporfant to keep trock or
the nct of verh lization as an event in itself, since the verhal-
izatron mav be trilked about or referred to subsequently in the
discourse. Discourse information is kept by VAT in temnorary
atoragre, Unlike information in the lexicon, 1t 185 specific to

snd even chan~e ble within a particular discourse rather than being
notentially .anplic-ble to an unlimited dumber of different dis-
courses.

Our treatment of discourse information is at present rudi-
m:ntary 'and uneven. o frr as sneak:r an? addressee are concerned,
we sim ly enter into discourse information storare st:itements like
the followings

62) O =uiTAK r (1I-1001)
Sr-AlUit.aced (£I-1002)

(The prefix oP st mds for "system predic te"; 1t 1s used for a
variety of predicates associated with discourse information.)
The procranm makes use of this information in various ways. For
examnle, in 1ecidinr how tolexicalize PI-1001 and rI-1002 VAT makes
use of information like that in 62) in order to arrive at first and
secand nerson pronounsy cf question 1) and 43) in sectinn V above.
Frohably in tost lanpuages to some-8egree, But especially in
many ssian languares, the social relationship between the spcaker
and addressee pliays a role of some kind 1n vevrbilization. we havex
been interested in introducing such considsrations into our verbal-
ization procedure; and h~ve so far concentrated on the question of

how VAD sho.ld decide to categorize 1n Japanese a I wiich in
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aré soveral caterorics in the Jananene lexicon, all of which conform
to the definition of UC-"GIVs" in Y4) above, but which differ from
edch other with respect to the speaknr-addressee relationchip. How
the choice can be made is most easily illustrated in.the context of
a translation procedure, and we will return to this exanple in the
section IX.

VAT does little at present with considerations of 'the time and
plsce of the speech act. . tatements like the followin -can be in-

cluded with discourse inforrmation:

63) SP-Hi . (1L=1357)
SP-NOW (PT-1579)

(where L stands for "narticular location" and T for "particular
time"). whether rL-1357 and FT-1579 remain throushout the discourse
or are replaced by other nlaces and times depends on th» nature of
the discourse itselfsy sometimes there will be significant chanres
in th:se parameters and sometimes not. lnh any c~nse it is ossible
for V.T to answer auestions about tense, for example, by asking
whether the time—of » JJ that is being verbalized 1s before -or
after, or whether 1t includes, the time which hhs been snecified
as NOy, such as ;T-1579 in 6H3).

Discourse informatinn is sabject to changea s the dirfcourse

roceeds. The way in which Vad nregentlwv acconslishes such chanees
|]r ' 0 vJ

is through readjistment processes, -applied immediately aft:r each
sentence has beern com.letely verh lized. +hese read.juastpents
svecify the warys in which tae st re of discourse inform.tion has
been alfected by the sSentence. ne of them, for examnle, creates

a oo w.ich is the concept of th-: event of producing the sentence
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itself, which siibsequently can be treated like any other event.
Everything invelved. in the verbalization of that sentence belongs

to the content of this GC. If, for examnle; the spc ker subsequently
has reason to repeat what he o>riginally said, he may verbalize in
exactly the_same way (quote himself directly), or' he may "say the
same thing in different words" by making different choices in cate-
gorization and so on. The relevant information is available within
the CC th-t represents the original verhalization.

Another readjustment has to do with the establishment of
"eivenness" for items communicated in the sentence. “or each PI-A,
for example, there will be, when the sentengé has been completely
verbalized, a readjustment process state®¥le as:

64) SP-GIVEN (PI-A)

If, for examnle, the sentence in question was "Mrg. Brown gave
Tommy a cookie" and lirs. Brown, Tommy, and the cookie are rI-1234,
PI<13%345, and PI-1456 respectively, then readjustments after the
production of this sentence will create the statements:

65) SP-GIVEN (PI-1234)

SP-GIVAN (PI-1345)

SP-GIVIN (PI-1456)

If any or all of these ¥Is occur in the next sentence, they will

be pronominaljzed, and 1t will not be necessary for VAI to ask the
user a question like 40) above (IS PI-123% .IVZN?2). Thus, the next
sentsnce might be "He took them from her gratefully."

It is difficult to decide when statements like those in 6%)
should be deleted from the stdére of discrurse information--when
givenness evaporates. After a c-rtaim 3eriod of time has elapsed

in which the rI has not been talked about or otherwise kept in the



60

dgddregoee's conscinugncss, the speaker will probably no longer
pronominalize it. At prnscnt we let st toments like those in 65)
remain only through the fodlowing sentence. Thus if PI-12%4, for
example, does not ozcur in the next sentence it will not he treated
as rifen two sentences lnter, and will not be pronominalized. Mot
all discourse works in t.is way, but this device provides a usef:l
temporary anproximation.

A rather similar kind of readjustmant has to do with the
establishment of a relatjon betw:en a U2 and a ‘T which we call
SP-ID:NTIAT 5. The nresence of this relation eventually leads to
the lexicalizat.on of the ’I with the definite article.. Lupnose
the speaker says "I bought d bicvele yerterday." Durineg the
verbalization of this sentence V..I' will have created the statements
66) PI-1987 C> UC=-"BIC/CLI"

That is, rIs1987 has been cateporized as an inrtance of Lo="412VI.,.".
This statement then trirg=zrs a re-djustr.ent process wiich treates

the discourse inform=tions:

o) BI=IDIIT. 0T W (Jo="313Y0L0s"y 1=1187)

wiich voraS a4 when he is ororento o ith conetainy tnct is lexicol-
ize! an om o instance of Uo="310 .., the addre~see can be expected

to know what particular instence it is (in this case I-1957),

wWhen, during, a lL:ter sentence, Vil comes tn the cuestions

68) V: DOwub UC-"BIJY L." IDUNTIFY »I-19877%

as in 50) above, it is in a position to provide its own answer
without recourse to the user. Thus it will, on its own initiative,
lexicalize FI-1987 with the definite articles NN="BI Y L." / Ax-

"THE". 1t is in ways such as tnis that we ‘are attempting to in-
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crease VAT's ability to answer its own questions.

As in the case of givenness, the question arises as to when
a statement concerning identifiability like 67) should be deleted
from the store of discourse informatign. All that is clear now is
that such statements generally last longer than SI’~-GIVEN statements,
and for the moment we do not delete SP-IDENTIFIES statements before
the end of the discourse. It is undoubtedly the case, however,
thrt some of them should be deletrd sometimes, and it will be
necessary also to deal eventually with discourses in which there
are multiple instances of the same catemgory: "the first bicycle,
the second bicycle, etc.”

The presence of lexical information of the type that was
described at the end of section VI has an interesting and desirable
effect on readjustments, specifically with respect to statements
like 67). As an example,. we might have a lexical entry for UC-
"BICYCLE" which includes:

69) tI-A C> UC-"BICYCLZ"

%g;HAVE-AS—EART (PI-A, PI-B)

¢I-B C> UC-"FuaMz"

03 VB~-HAVE-AS-PART (PI-A, PI-C)

PI-C C> UC-"BASKET"

That is, something caterorized as an instance of UC-"BICYCLKE'" has

as a necessary part something categorizable as sn instance of UC-
"FRAME",.snd also has as an optional part something categorizable

as an instance of Uo-"BabLEI", Now, it may be noted that the second
line under £, which deals with the categorization of PI-B, is a
statement like that .in 66) above. After a sentence like "I bought

a bicycle yesterday" has becn produced, this line will therefore

trigger a readjustment proces: which creates the statement:
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70) BP=-IDENTIFI®S (UC-"KFRAME",. PTI-1/t68)

(with whatever number it i8 appropriate to assign to this PL). As
a consequence, if PL-1468 occure in a subsequent sentence it will
he lexicalized with the definite article, as in "The frame is extra
large." Thus, as i1s.desiravle. definiteness is created not' only
for instances of the category first mentioned, but also through
entailments of that category. It -should also-be noted that in this
context it_is a little odd to say "The basket is extra large",
talking about PI-C. One would be more likely to say "It has a bas-
ket which is extra large", or in some other way to introduce the
basket explicitly. In other words the process just described works.
better for necessarvy parts than for optional parts of the first-
mentioned ohjeet (PI-A). We therefore exclude from this readjust-

ment process Pls that heve -been introduced through optional entail-

ments.

VIII. Translation

The general nature of the translation procedure was outlined
in section I, and diagramed in Figure l. Lo summarize again, VAL
will start with a text in the sgource language, will reconstruct the
verbalizatior processes which produced that text, and will then
itself produce & parallel.verbalization in the target language.
During this last procedure it will apply syntactic nrocesses ap-
apropriate to the target languare whenever it can, but at =ach of
those many points where it must make a choice of some kind it will

look across to the source language verbalizationr to see what choice
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was made there. If possible it will equate that choice directly
with a corresponding choice in the target language. If no direct
correspondence is available, it will compare the lexicons Qf the
two languages to determine.what correspondences are possible, and
will then search the context.to decide which of them should, be
chosen. e will be particularly concerned in tnis section with
illustrating a case in which such a complex choice must be made~=-
in which the zigzag arrows in Figure 1 have considerable content.
First, however, it may be useful to provide a tramework by 1iius-
trating a relatively simple case where the correspondences are more
direct. We will use as our first example the following brief
text from Japanese:

71) Reizooko o utta. Okane ga hituyoo datta kara.
refrigerator sold money needed was because

We will want to consider some of the procedures Val* will follow in
translating this gentence into English:
72) 1 sold the relrigeritor. I needed the money.
Actually our atténtion in this example will focus on the first sen-
tence, since we will later want to consider the comnlicntions that
are added by changing the verb in the first sentence from utta
'sold' to kasita 'rented' or 'lent

Let us first revi:w the manner in which V.l will reconstruct
the original verbalization of the Japanese text. Since our eventual
parsing component will follow a kind of "analysis by synthesis"
procedure; we will also be suggesting here the steps of the parsing

program. The only difference, and of course it is a big one, is



6L

instead of itself deriving them from the t&xt together with its
own knowledge of the world. Thé conversation with the user will
procged as follows:

1. V: WHAT VAT TAGK DO YOU WANT PERFORMEDZ

2o Us VERBALIZE CC~2Zuul

3. V: WHAT I. THE GENRE?

4. Us OFEN

5. Vi CAN CC-2001 BE CATEGORIZED?
6. U: NO
7. V: HOW Ib CC~2001 BUBCONCEPTUALLZE

8. U: RIASON (CC=+2002, CC-2003)
As explained for example 9) in section II, and with the proper
insertion of periods, VAT's reprerentation now is:

CC=-2003

CJg=-","

CC-2002

CJ-"KARA"

Cag-".,"

9, V: CAN CC-2003 Bi CATLGORIZED?

10. U: YES

11. V: Is CC-2003 GHENZRIC?

l2. Uz NO
Vat's representation, as explained for example 32) in section 1V,

now includess

CC-200% / "PAST"

13, Vs HOW IS CC=2003 CATEGOR1ZED?
14, Us Uk-
Vat finds UC=-"UK-" in the Japanese lexicon. The first three lines

of this entry ares



65

CC-A C> TUC-"UR-"
E>
CC-A F> vB="uR-" (PI-BTAGT, 2PI-CTBEN, 2PI~D*MsR, PI-RIPAT)

As in example 34) in section IV, VAT creates: the representations:

VB=-"UR=" / "PAST"
PI-BAGT
2PI-CTBEN
?PI-DfMSR
PI-EAPAT

CJ__‘H .ll

CC=-2002

CJ~"KARA"

CJ=" 1

Since the beneficiary and measure PIs are optional, VAT next asks:
15, V: IS THE BENEFICIARY EXPLICIT?
16. Us NO
17. V: IS THE MEASURE EXPLICIT?
18. Us NO
The next two questions are:
19. V: WHAT IG5 THZ AGENT?
20. Us: PI-2001
2le Vs WHAT IS5 THE PATIEN.«
22. Us PI-2003

VAT now has the following representation (cf.3%6) aboves

VB—"UR—" / "PAST"
PI-20011AGT
PI-20031PAT

CJ_“_"

CC=2002

CI=-"K.RAM

J3J=ngn
VAT next asks:

25. V

WAAT Ip THE TOPIC?
24,

-
[ ] )

PI-2001
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whereupon for Japanese. it creaves the structures

VB-"UH:" / NPAGTH
PI-2001 / "WA"
'PT=-200% / "o"

gJ-"
CC-2002
CI-"KARA" -
CJ=" "

VAL is.now at a point where it can lexicalige PI-2001 and PI-2003.
Beginning with PI-200l, it might ask firsts

25. V. IS PI-2001 GIVEN?

26. Us YES
In fact, however, we assume that the speaker (and addressee) are

extomatically given, so that VAT contains a general entailment to the
effect that:

SP~-SRIAKER (PI-A)

E>

SP-GIVEN (PI-A)
Since by convention PI-2001'is the s»eaker, the following is already
stored as discourse informacvions

8SP-GIVEN (PI-2001)
Thus VAT wuis able to pive an affirmative answer to questian 25
above without asking the user. Pronominalization in Japanese is a
complex matter, devending in nart on social relationships, and
we have not. s yet cuastructed a procedure to introduce the correct
pronoun for a PI that is given. We have, however, taken advantage
of the simple fact that given PIs are very often deleted, with no
surface representation at all. In the' present example, and in many

others, the simple deletion of such a PI produces the correct result,

80 that an affirmative answer to question 25 leads to the reore-

sentations
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VB-"UR-" / "PAST"
PI-2003 / "O"
CJ-" . 1"
CC-2002
CJ-"KARA"
CJ__H .ll
VAT now turns its attention to PI-200%:
27. Vs IS PI-200% GIVEN?
28, Uz NO
29, V: DOES PI-2003 HAVE A NWAMEZ
30, Us NO
3], V:‘ HOW IS PI-2003. CATEGORIZED?
32, Us REIZOOKO
(We omit here considerations of cardinality.) The representation
now iss
VB_IIUR_H / "PAST"
NN—"REIZOOKQ" / nOu

Cg-"."

CC-2002 _

CJ-"KARA"

oJ-"_"
The first three lines of the above are ~ctually as far as we go at
the present time 1n the surfsace representation of a sentence. We
try to include in such a representation everything that is needed
to arrive at a correct linear sequence of words. In this case the
combination VB="UR-" / "BAST" will yield the surface word utta,

which will be placed in sentence-final position (followed by the

peridd). That leaves reizooko o as the first words in the sentence.

VAT would next ask about CC-2002, but we will not carry the
verb lization procdess further here. We are interested in how just
this much of ‘the text will-be translated into English. By and

large VAT will ask-the same .questions it asked in the course of the
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Japanese verbalization. It will look for the answers in the answers
that were ziven there, and when pogsible will apply corresponding
answers in English. Along the way, whenever apprapriate, it will
apply syntactic processes that are called for by the strugcture of
English. The translation, then, begins with the same question that
begin the verbalization in Japanesge:

Ve WHAT VAT TaSK DO YOU WANT PHRFORMED?
The answer given in line 2 above was VIRBALIZE CC-2001. The English
translation must use its own four digit numbers; in what follows we
will simply substitute the English digit "1" for ‘the Japanese digit
"2

Us VERBALIZE CC-1001

Of course here as elsewhere this question is not actually asked of
the user, but is answered internally by VAT. The next questions
exactly parallel lines 3-8 above:

V: WHAT IS THE GINRE?

U: OrEN

V: CAN CC-1001 BE C..TEGORIZ£D?

Us NO

Vs HOW TS CC-1001 SUBCONCEPTUALIZED?

Us REASON (CC-1002, CC-1003)
We assume that English would not in this case use the word because,
but simply juxtapose the two sentences, as in example 8) in section

II. Thus the representvation now is:

CC-100%
CJ_II . n
CC-1002
CJ_" o n
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Lines 9-13% of the Japanese verbalization have a direct correspondence:
V: CAN CC-100% BE CATEGORIZ iD?
Us YES
Ve IS CC-~1003 GENERIC?
Us NO
Vs HOW IS CC-1003 CATEGORIZED?
At this point the Japanese was UR~. That is, the categorization
wag in terms of the Japamese category UC~"UR-". It is necessary to
find an English category that corresponds. The procédure at this
poeint is to look first in a stored list of bilingual category equita-

lences which we call interlingua. The entries in interlingua are of

the following saqrt:

Japanese English
UR~ SELL

That is, the list contains pairs of categories, where the members of
each pair are assumed to categorize what is, for &ll practical
purposes, identical content. The assumption is that if a CC can be
categorized as an instance of UC-"UR-" in Japanese it can also be
categorized as an instance of UC-"SELL" in English, and vice versa.
Similarly, Japanese UC-"HON-" and English UC-"BOOK" are equivalent-~
categaries. As a general strategy we expect that pairs will gradual-
1y be.removed from interlingua as differences between the paired

categories are discovered. Lingustic research has not
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yet progressed to the boint th-t we can say with complete cer-
tainty that any two categories from two different languages cembrace
exactly the same content. At the outset, however, it is useful at
least to pretend that UC-"UR-" and UC-"SELL" are equivalent, and
probably there are at least some pairs in interlingua that will
remain viable for some time.

The present eXample was chosen because the answer to the last
question above can be found in interlingua. Later we will consider
a case where it cannot. At this point vAr answers its own question
withs

Us OlLL
then looks at the lexical entry ror uu-"SELL" (which we assume does.

not differ _rom that for UC="Uk-"), and creates the representation:’
VB-"SELL" / "PAuT"
PI-BTAGT _
2PI-CTBEN
2PT-DIMSR
PI-ETPAT
cg=mr_n
CC-1002
GJ-—" R ]
The questions and answers which parallel lines 15-22 of the Japa-
nese verhbalization are straightforwards
Ve IS TUHE BENIFI J: ALY mXPLLCTIT?
Us NO
Vs I8 THu-1'wAJURE EXPLICIT:
Us IO
Ve WHAT IS THE AGENT?
Us PI-1001
Vs WHAT I¢ THE .. TIENT?

Us PI-1003%



The renresentation now is:

VB="SLL" / "PasT!
PI-10014AGT
~I-10031PAT

3J__lt . "

0C-1002

W N
wu— »

The next exchange is:

Ve WHAT.Io. ‘DHe SUBJ:CT?

PI-1001

<
[ 1]

which creates the representation:

VB«"SLLL" / "PAST"

.. 2I-1001*SUBJ
PI-1003+DO

CJ__" . lII

CC~1002

CJ"l "'a_'_|
With the lexicalization of PI-1001 the procedure 1s different in
Znglish, since this item cannot simply be deleted as in the Japanese.
We follow the questions illustrated in examples 40) through 43%) in
section Ve

V: Is I-1001 GIVENY

Us YES

Vs IS PI-1001 T™IX ADDRLUSSEE?

Us KO

Vs WHAT IS DHS CARDINALITY OF PI-10017

Uz 1

Ve IS5 PI-1001 THE SPEZAKCR?

Ue YeS
Thus the reprcsentation now is:

VB-"SELL" / "PASI"

HN=-"I"$3UBJ

PI-100%4D0
GJ_" o n 7
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CC-1002
GJ__h M
Now ¢comes the lexicalization of the direct object, PI-1003. The

initial questions parallel lines 27-31 of.the Japanese verbalizations
V: IS PI-1003 GIVEN?
Us NO
Vs DOuS PI-100% HAVE A NAMi?

Uz NO
Vs HOW IS PI-100% CATEGORIZID?

The Jananese amswer was REIZ00KO; VAT will_now look in interlingua
to see whether that item is there, and we assune thoat it will be
found paired with English REFRIGERATOR. Although -Japanese was able
to terminate the verbalization of PI-2003 at this point, English
must ask the qlestion introduced in example 50) ¢f section V:

V: DOES UC "RoFRIGEAATOL" ID:NTIFY PI-10037
The answer depends on the context, but let us assume that it is yes.
The representation now 1is:

VB~"S5ELL" / "PAST"

NN-"I"tSUBJ |
HN-"REFRIGLx.TOR" / AR-"TH{Z"4DO
,‘J_n t
o e .
GC-1002
CJ-—".”

‘ie now have the kind of representation of the first sentence that
is our current goal.. Norma; English word order will put the subject
first, the verb second, and the direct ohject last to yield the
final representation "I so0ld the refrigerator” of 72).

The above example was chosen to illustrate a maximally simple
case of translation: one in which, in particulsr, the answers to

all questions about cross-language categorization could be found in
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interlingua. The interesting cases, however, are those in which
interlingua does not provide all the answers. It is in these cases
that the zigzag arrows of Figure 1 must be further elaborated. The
general method of elaboration is suggested in Figure 4. Assume
that we are producing .a veérbalization in the target language and,
coming down from the upper righthand corner, we arrive at a point
where a CC or PI needs to be categorized. Following arrow 1, we
look across to the source language verbalization to find that the
corresponding CC or PI was categorized in a certain way, let us say
as an instance of category A. We look next at interlingua (arrow 2)
If A were there, we would take the target language category paired
with it (such as SELL and REFHIGERATOR in the example above),
introduce it iato the target language verbalization, and proceed.
Now, however, w~e are considering those cases in which A is not
feund in interlingua. The next step, following arrow %, is to look
at the entailments of A in the source languare lexicon. we next
follow arrow 4 to search the target language lexicon for entries
whose entailments are compatible with thore of A. (This search
procedure is likely to present challenging problems when the source
language lexicon reachgs any interesting size. It is, hownver,
facilitated by the »resence of abstract features like TRANUFER

&nd TRANSACTION which can be used to limit the domain of search.)
Suppose that we find two gntries in the target language lexicon,

B and C, both 6f whose entailments are compatible with the entail-
ments of A. We then look to see how the entajlments of B and C
differ and find, let us say, that B contains entailm:nt(s) X while

C contains entailment(s) Y. wWe then folYow arrow 5 back to the
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source language verbalization, hoping to find something in it that
will allow us to choose between X and Y. (Again there are chal-
lenging problems in searching the source language text for the
answer.) Let us now assume that we find something in the source
language text that is comnatible with X but not with Y. We are then
able to choose B as the correct target language category. We intro-
duce that category into the target language verbalization via arrow
6 and proceed. In those cases where the choice between X and Y
(and hence between B and C) cannot be made-~-where the source lan-
guage text does not provide the answer->VAT must resort to asking.
the user for the correct cavegorization.

We will illustrate this procedure with the brief Japancse

text:

73) Reizooko o kasita. Jkane ga hituyoo datta kara.
refrigerator —rénted money needed was  because

We will want VAT to translate thess two sentences into Englishs
74) I rented the rented the refrigerator. I needed the money-
We are not concerned in this example with the fact that the first
English sentence is ambicuons between rented (to someone) and
rented (from someone). but with the fact that the first Japanese
sentence is ambignous betwecen rented and lent. In bhoth cuses, 1%
seems, the second sentence serves to dismbiguate. what we are
interested in now is the fact that VAT must somehow_choose betweén
RENT and LEND as the proper correspondent for Javanese Kibe.

We can sssume that most of the verbalization in beth languages
proceeds along the lines already exemplified, since 71) and 73)

are minimally different. Imagine, then, that we have «arrived at
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the point in the {inglish verhalization where the aquestion iss:

Ve HOW I CC-100% CATEGORTZID?
We are now in the upper right of Figure 4, and we follow arrow 1
to find that the corresponding CU in the Japanese verbalization wag
categorized in terms of UC-"KAUL-". We then follow arrnw P, and
Tind that KAS~ is not in interlingua. Ve look next via arrow 3 at
the :ntailments of UC-"KAb-" and find that they are s specified in
example 55), section VI above, but without the last line of that
examples
75) CC«A C> UQz"KaSc

£>

CC-n F> VB-"KAS~" (PI-BTaGT, 20I-CABEN, WI-DPPAT)
3C-A C> UC-TRANSFER

PI<D = DPI-B
PI-F = :I-C
Yl-g = PI-y
GC-B = CC-E
CC~-C = CC-F

CC-E C> UU=HAVE-USH
BOSF C> UC-UAVE-USE
VB-HAV :=0 .1 (+I-B, 1I-D)

Substituting four digit numbers for the-variables, we obtain:

76) (C=2003 C> UC="Kab-"
E>
CC=2003 F> VB="KaS=" (I-200114GT, 2:I-2902MBEN, FI-2003tLAT,
CC-200%3 C> US~TRANSIR

I-D = {1-2001
PI-F = PI-2902
PI-f5 = PI-2003
30-3 = CC-2905
u(l-u = 00*2906

CO 2905 C> UC-HAVE-USL
C-2906 G UC~HAVE-USE
VBanVL-uIN (JI~2001, rI-2003)
(PL-2902, CC-2905, and CC-2906 ave been inserted here as arbitrary
numbers. It is ouite possible, however, that these are items whicl

show up explicitly elsewhere in the Jananese verbalizati n. For

example, PI-2902, the one who receives the refri;,7:rator, might well
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be mentioned elsewhere in the text.)

Since.CGC~2003% invalves a transfer, Vil must also assign numbers
within the definition of UC-TRANSFER, given in sectioxr VI aRove as
example 52)3
277) CC=2003 C> UG-TRANSFER

55-2003 S> CJ-CHANGE (CC=2905, CC-2906)

CC-2905 F> VB-HAVE (PI-2001,.PI~2003)

0C-2906 F> VB-HAVE (PI-=2902, PI~-200%)

Thus there-is a change from the renter or lender (PI-2001,) having
the object (£I-200%) to the rentee or borrower (PI-2902) having it.
The last three lines of 76) made it clear that this was not a chang:
in ownership but only &4 change in use, and that PI-2001 retains own-
ership throughout.

Following arrow 4, we carry these entailments across to the
English lexicon and search for entries whose entallments are com-
patible with 76). Compatibility means that these entries will con-
tain what is in what is 76), but may also contain more. Let us
say that we find two such entries, one for the category UC-"LEND",
which was given.in 55) above, and one for UC~"RENT-2", which was
given in 57).

The next step is to isolate tiiz differences between UC-"LEND"
and UC-"RENT-2" ° UC-"LLND", as mentioned, differs from 7S5) in
containing an additional final line:

78) CC-A =C> UC-TRANSAGTTON
That is, CC~A cannot be categorized as a transaction. UC-"RENT-2",

on the other hand, contains the statement:

79). 0C-A C> UC-TRANSsCTION

At one level of 'abstrdction the question whigh must be answered,
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cherefore, is whether CC-1003 is or is not n transaction. Informally,
this is a matter of whether PI-2001, the renter or lender, d4id or

1id not receive money in exchange: for the transfer of use of the

>bject.

The following digits can be inserted for the variables in the
lexical entry for UC-"RENT-2"s,

30) CC=100% C> UC-"RENT~2"
E>
CC-1003 F> UJ="RENT" (PI-1001+AGT, ?21I-1901MBEN,
?PI-1902MMSR, - 1-10034PAT)
CC~100% C> UC~TRANSACTION

rI-F = PI-1001
PI-D = FI-1901
PI-E = FI-1902
PI-G = PI-1003%
CC-B = JC-1901
CC-C = C3-1902

CC-1901 C> UC~TRANSFER
CC-B = (C-19053
cC-C = CC-1904

CC-1902 C> UC~TxANSFER
cC-B = (C-1905
CC-C = (CC-1906

FI-1902: C> UC-MEDIUNM~OF-sXCHANGE

GC-1903% C> UC-HAVE-QOWN

CC=1904 C> UC-HAVE-OWN

CC=1905 C> UC-HAVE-USE

CC-1906 C> UC-HAV_-USE

VB-HAVE-OWN (PI-1001, £I-1003)
What all this says is that the categorization of TC-1003 asg an
instance o1 UC-"RENT-2" involves a number of things. [irst, there
must be a person who does the renting out (PI-1001), a verson who
receives the rented object (PI-1901), the money that is paid in rent
(PI-1902), and the rented object itself (PI-1003%). Furthermore,
CC-~1003 is sald to be a transaction, and certain equivalences are
stated between the RENT-2 definition and the TRANLACTI N definition.

VAT must therefore assign these particular I and ¢C numbers within

the definition of UC-TRANSACTION which was given as example 56) in
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saection VI aboves

8l) 0C0-1003 {$> UJ-TRANSACTICN
B>
CC=1003 S» (J-PURPOSE (CC-1901, CC-1902)
CC-1901 C> UC-TRANSFER
PI-D = PI-1901
PI-E = PI-1902
PI-F = PI-1001
CC-1902 C> UJ-TRANSFER
PI-F = PI-1901
PI-E = 2I=100%
PI-D = FI=-1001

This says that CU-1003 can be niraphrased as two transfers, CC-1901
and CC-1902, the first of which was for the purpose of the second.
(CC-1901 is the transfer of money, and CC-1902 the transfer of the
rented object.) VAT must, therefore, look also at the definition of
UC-TRANSPER, piven in section VI above as example 52), and intro-
duce-again the proper FI and CC numbers for each of these particular
transfers. The first of them will be represented ass
82) C€C-1901 C> UC=TRANGEFIR

gg;igbl S> CJ-CHANGE (£C-1903,-CC-1904)

CC-1903 F> "VB-HAVE ' (PI-1901, FI-1902)

CC-1904 F> VB-HAVE (PI-1001, +I-1902)
That is, the first transfer involves a change from CC=1903 to CU=-1904.
In CC-1903 the rentee (1’I-1901) has the money (£I-1902), and in
CC-1904 the renter (PI-1001) hds it. The second tr:nsfer is repre-~
sented ass,
83) CC-1902 0C> UC~TRANCF.LR

gg_lgoz S> CJ-CHANGE (CC-1905, 2C-1906)

€C-1905 F> VB-HAVE (PI-1001, PI=1003)

CC-1906 F> VB-HAVE (rI-1901, '+I-1003)
Here there is a change from CC-1905 to CC-1906. In CC-~1905 the
renter (PI-1001) has the object to be rented (£I-100%), and in

CC=1906 -the rentee (¥I-1901) has it.
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In 80) it is also stated that PI-1902 can be cateporized as an
instance of MEDIUM~-OF=XCUANGE, in all prohability therefore an in-
stance of UC~-"MUNEY" (see example 59) in section VI above). Further-
nore it is stated that the change in the having of the, money (from
3C-190% to CC=-1904) involves a change 1n ownership, whereas the
change 1n the having of the rented object (from CC-~-1905 to CC~1906)
involves a change in the use. Finally, it is stated fhat the renter
(PE-1001) retains ownership of the rented object throughout.

What VAL wants to find out, then, is whether these things that.
nust be true if CC-100% is to be an Tnst-nce of UCS"REIT-2" are
indeed true, or whether the bottom, 1iné in the entailments of UC-
"LEND", exemple /8), is fulfilled instead. Vul tries to decide_this
by following arrow 5 to the verbalizgtion of the Japanese text. Of
course ‘there are- many ways in which the answer might appear in that
verbalization, if it appears at all. If VAT is unsuccessful .in its
search it will have to ask the user directly:

84) VI IS CC-1003 CATEGORIZED AS LAND OR RENT?
In 73), however), we have made things easy by supnlying & context
which ought to decide the question. It wil be remembered Shat the
second sentence in 73) expresses CC-2002, which 1s the REsSun for
CC-200%. or what is expressed in the flrst‘sentence. Now, Cu-=2002
is categorized in the Japanese as an inctance of UC-"HITTJYO! DA"
which means something like "be needed". ILet us assume that the
Japanese lexicon cotains an entry for this category: whieh incdudes
the following:
85) gC—A C> UC-"HITUYCO D4 "

>

CO-A F> VB-"HITUYOD DA™ (FI-BABEN, PI-CAP4T)
CC-a F> VB=W..iT (PI-B, .C-D)



81

¢C-D F»> VB-HAVE (PI-B, PI-C)

The case frame immediately under the E> identifies PI-B as the
béneficiary, the person who needs something, while the thing needed
is labeled PI-C. The second liné under the E> says that an alter-
native framing is possible in terms of an abstract verb WANT, where-
in PI-B wants CC-D, and CC-D is then characterized in terms of PI-B
having PL-C. In ofher words, when one needs” something, one wants to
have it. (If this is not always true, at least it 1s the expected
entailment.)

If 85) is -going to provide an answer to 84), there must also
be a general prirdcipvle of some kind which relates what is entailed
by CC-2002 to what is entailed by CC-2003. This general principle
can be stated as follows:

86) CC-A F> VB-WANT (PI-B, CC-C)

CC-D F> .VB-"E" (PI-BfAGT)

CJ-REASON (CC-A, CC-D)

E>

cC-D E> CC-C
The first line says that PI-B wants CC-C. The second line says
that PI-B does something. The third line says that his wanting
CC-C is the reason he does sometning. All of this together is then
said to entail that his doing something entails what e wants, or
CC-C. In other words,' if one wants something and does something
because of #hat. then what eone does must entail whaf one wants.

During the verbalization of CC-2002 as part of the verbali-
zation of the Japanese text, V.T will nave recorded the 1act that

Co-2002 was categorized as an instance of UC-"HITUYQO DAY, and

will have entered the following statements in accordance with 85)¢:
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37) CC-2002 C>» UC-"HITUYOO DA"
E>

CC-2002 F> VB=-"UITUYOO. DA" (PI-20011BEN, PI-20020PAT)

CC-2002 TF> VB-WANT (PI-2001, CC-2904§

CC=2904 F> VB-HAVE (PI-2001, PI-2902
At this point VAT also has all the particulars needed for principle
86), which can be filled out as follows:
88) CC-2002 F> VB-WANT. (FI-2001, CC-2904)

CC~2003 F> TVB~"KAS-" (PI-20014AGT)

QJ—REASON (CC~-2002,. CC-2003)

gz—2005 E> CC-2904
The first line of 88) was obtained from 87). The second line was
obtained from 76). The third line comes from line 8 of the Japanese
verbalization set forth at the beginning o: this section. Wwhat we
are interested in now is the last line of 88), which says in effect
that CC-200% is categorized in such a way that CC-2904 is trhe, anc
looking back to 87) wé see that CC-2904 involves PI-2001 having PI-
2902, or the agent o6f kasu having okane 'money'. Iiaking the neces-
sary correspondences in English, this means that CC-1003 must be
categorized in such a way that CC-1904 is true, where:
89) C€C-1904 F> VB-HAVE (P1-1001, FI-1902)
This is exactly what VAT finds as the last line of 82). Since 82)
is entailed by UC-"RINT-2" but not.by UC-"LEND", the question in 8«
has been answered, and the arrow labeled 6 in Figure 4 carries
back the choice of UU~"RENT-2" into the English verbalization,
which then proceeds as it did in the translation illustrated earlier.

By this complex process involving comparisons of entailments
within and across languages, as well as the general principle stated

in 86), VAT has been able to make the correct-choice. 8o long as

the answer to 84) was derivable from somet~ing discoverable within
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the Jepanese verbalization, VAT could in principle succced. It is
clear, howevex, that the route to the answer could be extremely com-
plex, involving chains of entajlments of unforeseeable length.

There is no doubt that such procedures are necessary to ansder such
questions, and that they present an extraordinary challenge to our

techniques for information storage-and:search.

IX. Miscellaneous Problems in Translation

since we have spent considerable time looking into various
specific translation problems beyond those illustrated above, we
present here a few additional examples-or the sorts of things that
will have to be taken into account during the implementation of
machine translation along the lines suggested above. Two of these
exemples will, like those in the last section, involve the choice
of a category in the target .-language wvhen that chbice is not directly
provided by interlingua. One has to do with the translation of
Japanese osieru.into Englishj the other, the translation of English
give into Japasnese. A third example will illtustrate the xind of
probiem that arises at the stage of subconceptualization and sentence
formation.

The following three sentences illustrate three possible English
translations of the Japanese verb osierus

90) Gaide wa Kookyo ga doko ni. aru ka osiete kuremasita.
guide imperial Palace where 1s showed

Soko kara tookyoo tawaa e ikimasita.
there from Tokyo tower to went

The guide chowed us where the Imperial Palace was.

From there we went to the Tokyo Tower.
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91) Gaido wa Kookyo ga doko no aru ka osiete kuremasita
guide Imperial Palace where is told
ga watagitatl ga soko e itta toki ni moo simatte
but we there to ‘went when already closed
imasita.
was

The guide told us where the Imperial Palace was. but when we

got there it was already closed.

92) Kimatu siken no tame ni sensei wa
semester-final exam of for the purpose teacher
Kookyo ga doko ni aru ka osiete kudasaimasita.
Imperial Palace where is taught

For the final exam the teacher taught us where the Imperial
Palace was.
mach of these exwmples contains the phrase:
9%) Kookyo-ga doko ni aru ka osiete
which is translated in three different wdys, determined by the context
in 90): show where the Imperial falace 1s
in 91): tell where the Imperial Palace is
in 92): teach where the Imperial Pal ce is
The difference is localized in the translation of osiete, a parti=
cipial ‘form of the verb osigru. This verb may be translaked into

English as show, tell, or teach according to the context, and the

problem is to identify what the determining ractors are.

The Japanese category UC-"OSIE-" 1s well as the English cate-
gories UC=-"SHOW", UC~"TELL", and UGC-"TEACH" are all included within
the moré abstract citegory UU-COMMUNICATION, which can be defined

as follows:



85

Q4) CC-A C> UC-COMMUNICATION
E>
CC-A F> VB-INTEND (¥1-B, CC-C
JC-C 8> CJI-CAULE (CC-D, JOTE)
OC=D 1> VB=4CT (PI-B)
ou=-3 L>  SI=-CHANGE (20~ ,‘OC—G)
Jo=F B> -VB=KNOW (PI-H, Co-I)
-G F> VB-KnOW (PI-H, ”“ I)

That is, for a JC to be cateporizedras ah instance of UU-COMMUNICATIO!N
entails that someone (rI1-B) intends something (QC-C), and that what
he intends is that =C-D will cause 7C~wx. CC-D is some act that PI-B
performs, and >o-., cauged by thst act, is a chanfe from state CJo-Lb
to state CJ-G. J2-¢ is a ctate in. which another per on (PI-H) does
not know somethinm (22-I), and C.-G is a state in which that parson
does know it.

Subc terories Of Ul U.dlUIZATICT nay differ as to the nature
of the act kJC;-D) performed by the CULILIW I LU aULUUL gy eaD .- LU LT mrd of
knowinm th t results (e.;. whether 1t is retained 1in sufface or
deen memory,, and in other ways such as the authoritativeness of
the communicator with revect to what 15 comnunicated (2J-1). The
Jaranes categor~ J2-=-".351i.=", for exampnle, is less swnecific as to
the act nerior.ed by the'communicatory apparently he can do almost
anzthine that will hwve a communicative function. U ="TLKLL", on
the other hand, :ntails a verbal act, U’ =-"oIi0W" an act which dircecte
the other nerson's visual attention to JC-I, and U ="T.oaJiI" m act

L

which is didactic 1n nature. It 1o difficult.to delimit the acts

wnich n1:al1fy as teaching, but evidently they must have an instruc-
Tional ~1ality which 1s not necessary foneUJ-“UuIJJ”. Jo="Tuiali"
may +1so be -micue 1n requiring that the “mowing (CJ-G) be deep »r

long-t=rm kxnowins, at least in th> intention of rI-3. Ja snnse

wv‘

-"0Liue" may, for 1ts part, reguire that FI-3 be authoritative
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with respect to the content of what is being communicated (CC~I).

But how is it, foi- example, that~the context in 90) restricts

the translation of "OUIE-" to "UHOW"? The second sentence in 90)

says that we went from there (soko), whose referent is the location

of the Imperial Palace. Thus, at the time of the communicative
event, we must have been at the Imperial Palace. Now, there is
evidently a pgeneral princinle, like 86) in the last section, which
says that a verbal act is not used to communicate where something
is when the beneficinry of the act is already at that place. ‘‘here
is evidently no such restriction on directing visual attention tc
whore it is, hence UC~"GHUW" 1s preferred tn UC-"T LL". {ince
there 1s nothing in the édontext of 90) to suprgest that teaching
methods were involved, UJ=-"LilOW" is left as the only candidate.

In 91) the situatjion is otherwise. The second clause makes
it clear through the phrase translated "when we got there" th t we
were not at the Imp - rial Palace at the time of the c¢ommunicative
act. Another seneral principle says th:t visual attention can be
directed only at things within visual ranre. Thus 1K-"0,HO0." 15 in
t is case ruled out, as is US="ITuiAl" aprninm becaunse of the absence
of didactic context. U.=-"T.LL" 1r thus the choi1ce here.

In 2 ) the didactic crontext is evident. DPhe Jananese words

kimatu, siken, and sensei all belons Within the semartic field of

teaching, a fact to be noted i1n the lexical entry for e~ch of them.
dence the knglish caterory US—hDjAJd”, obviously a menber of the
samnc seémantic field, will be the choace h re. titrobably we sho:1ld
also take account of the fact th~t the idiomatic verb at the end

of this sentence, litersllvy 'eave',  reinforces the sunerior rela-
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tienship of the communicator: in this case, the fact that he is
authoritative with respect to what is Being comhunicated.

The point of this example of the translatin of osieru is to
smphasize tho complexity of the criteria which may have to be in-
voked to decide petwcen mossible translations. Here we have seen
a2 link betw-:en different kinds of communicative acts ahd the location
of the recipient of the communi:ation, information on the latter
being deriveble from information about the movement of the recibient
to or from the plac~ of communication, torether with temnoral in-
formation.. It is also of interest that this cxamnle, like the se-
cond example in section VIII, led us to recopgnize certasin sgenearal
pririciples: that one does not communicate verbally ahout where
something is when the addressee is already there, for exambhle, and
the ob¥ious principle that one does not call visuasl attention to
something that is noet visible. Detailed imnlementation of this
kind of translation research will undoubtedlw lead to the recop-
nition of a nuaber of such principles.

The word kudasaimasita in 72) lea s us to a :ifferent kind

of comnlicationg {,hat involved in the need to nay 3 ecisl atten-
tion 1n Japanese verbalization tn the social relationsiip existine
between the s»n:sk-r ard various other nereons. Alt=ou~h-we are
chanTing the direction of translation here, it is of some interect
to consider cuestions th<t “rise in trdans)atine the snerlish cate-
sory U ~-"GIVE" into Janmanese. .e .aav assume that J2-"3IVi" has the
entailnents listed in examnle “4,, sectipn VI above, and that fur-

thermore the caterories underlving 211 the Jaranese ve™hs to be

mentioned share these same gntallments. Zacn Jdananese c¢cate-orv,
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however, hns additional entailments. of its own, and it is the nature
of these anditional entailments that we are interested in. What
follows is based on the analysis in Kuno 1973:127-135.

The verb kureru is used to expr-us instances >f a cuterory
whose entailments include those of UC="GIVE" plug the following
(where tI-B is the apent and VI-" the b@nefioiary of the piving)

95) CC~A C> UC-"KURki-"

13

VB~C LUS E-TQ-BPEAKE i (- G)
VB— ]J(J- ,:;,R.—mU'— Jud I.L [Ile (PI“"\J“, I)I""'B)

~VB-HI GHE~THAN (FI-B, PI-C)
That is, Uu-"KUip-" is. the catepory chogcen if the bheneficiary of
the giving is socially close to.the speaker, closer to the sneaker
than -the arent of the giving, and the agent 15 not socisally higher
than the beneticdiary. In translatine texts where such information
is relevant, VAT will €ither hsve to store a n-otwork ot sorial
relations linking all the relevant i1ndividuals, a network wnich
mav 1n n2rt he deérivable from the tevt, or it will have to ask the
ussr aoumstions likes

96) Vs 10 LI=2R40 LoJTALLY I3 70 #I-200172

<
..

IS PI-2249 "0J1aLLY LG 3 D0 ¢1-200) JHAL PT<-236572

Ve 5 P1-236t SuSTALLY OIf0D 2 Mol JT=02492

e verb kudasaru, whose i4ionitic Tunction anpeared 1n QPﬁp
'1s used to *express instances o ctecory whose ernt1lnents are, as
followss

97) Jo—.1 3)‘ o ”I‘:vk D .:.JA*.Ji—”
n>
Vis= 2100 = I0= .. L Hon (/I=0)
V3-JL00 Lit- ﬂu—,'JAh”f—THAN (. I-2, ~“I-8)
VBR-II L=y (L I- R



89

In other words, the .entailments of UC~-"KUDAGAR=-" are the same as
thaose of UJ="KURi-" except that the agent of the giving is socially
higher: than the beneficlary. (It was the exalted position of sgensei,

the .teacher, in 92) that led. to the use of kudasaimasita in that

sentence.)
Another possibility is the verb yaru:
a8) CC-A C> UCA“YAR-"

E>
.:VB~JLOSE—TU-6P“AKDR (PI=C) y
—VB-CTOGER=TU-S] BAKZR-THAN (FT-C, PI-B)§

VB-UIGHER-THAN (PI-B, FI-J)
_VB-RESDECYT D (PI~C)

The braces indicate a disjunction. 2hur one of the ways in which
this category differs from the last two is in the beneficia®v of the
giving not being socially close to the speaker, or ~2lse in his not
being closer to the sveaker than tne agent of the giving. As in
97) the agent is socially hirher than the hweneficiary. Further
more, as stated in the last line, the beneficiary is not heing
treated respectfully by the speakir.

The verb ageru 1s like yaru, except tfat the :ment of the
;iving is ggﬁ socially higher than the beneficiery:
99) CC-A J> US-"AGE-"

B>

—‘JB—\JL\J;)‘_J_-LO'-L)} SAK A (l" —u) ‘g

VB—qub:R—;O—u SAKD Re0Tiadi (JI—J, '1-3)
VB—HIJHUA-¢E v {(PI=B, :I=2)
~VB-R"SBPEC.MED (PI-C)

The last verb thnt we will consider here 1s sasiarterus.

100) SC=A 0> UCS-"CASTIAGS-="
15>
VB=-CLOuL=T0~lF S 52X (PT=3)
m_f{l \III._A.{—A.d:J‘h (4. _L"'\J ) DI %)
Vrjj—- .._Ju..: Ju J-.,..Ji) <P..L —\J)
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In other words, the apent of the.gi lose to the
apeaker’y while the beneficiary in socially hipher than tne agenc
and 1s being-treated respectfully by thu speaker. it is also
possible to use this catepory when the agent is not socially close
to the. speaker, but evidently Japanese .speakers,are not completely
comfortable about the choioe in that casej; nevertheless,. there is
no other category available.

One way in which. VAT might be able to guestions regarding social.
relationships is through the occurrence in the text of categorizations
that entail such relationships. For exam;le, the occurrence of an
instance of UC="GUNLEL" in example 92) entails a socially higher
status .for the PI thus categorized than for the IIs who are this
teacher's students, It thus leads to-the choice of UC-"KD.Eisx-"
kinship terms also onrovide examnles of automatically entaﬂled cocial
status. If we take-a I that i1s an 1nstance of UJ—”OPQUUAQ” 'father',,
for example, there~are entailments of the followins; sorts
101) EI*A 3> UC~"OTUGSAIT!

&g—FATHER«OF (FT-A, .I-8)

VB=HTFIER=TalT (FI-A, r1-B)

Ihat is, PI-A aust be the father of somcone (11-3), and will he
socially higner than That someone. LT will 4180 00 Gne case Launts

102) VR- ML M~ ( ] —}'L, 1- B)
oP-o SRR (T-s)
n> -

TB=-U100 i=20=0 BAk i (1 T-B)
That—is, 1f the I~a wno is the father of J-3 1is at the same time
the sweaker, I-B will he socigllw .close to Lhe snaaker. The en-

tailments derived fron both 101) a2nd 102) are ralev:.nt to the

choice of a translation for 'nglish Uo="3Ve", as sketched alove.
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So far all our ex'mples of translation problems Have involved
categorization. Certainly, however, there are also nroblems which
arise in subconceptunlization, and in the associated application
of syntactic processes which lead to clause and sentence formation.
We have not paid as much attention to questions of this sort, since
for tne most part we have been able to translate sentence for sen-
tence with-reasonable success. One example which ceems fairly
clear arose early in oUr investipation, and will be repeated here
as an illustration of the challenges whigh are likely to arise in
this respeéct.

At issue is-the translation of the Enslish sentence in 103,
the first sentence of a fable, into the sequence of two J:panese
sentences in 104):

103) There was once a woll who saw a lamb drinking at a river,.
and want~d to create an excuse to eat it.

104) Mukasi aru tokoro ni kawa de 112u 0. nonie
once certain ©place in river at water drinking

iru ko-hituzi o mituketa ippiki no ookami -ra imasita.
be lanb saw one wolf was

Sosite sono ookami wa sno ko-hituzi o taberu tame no
and that wolf that 1amb eat for

iiwake o tukuri-ta-:;atte imAasita
excuse make-wantiseeming weas

The guestion we are concerned with is why it is desirable for the
Japanese translation to ‘crente two sentenc-s where the English had
only one.

We nay note first of all that - e English sentence.contains two
conjoined relstive clauses ("who "maw...and wanted..."). Javanese

relative clauses ditfer from those in “nglish in “being prenoced to
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to the noun they modify. dence, if the Janannse weore to ®rencrve
the structure of the Tnglish in a sinple centence, the spesker
would hnave to say evérythingm th t the wolf saw and wantced hefore gz
ever was ahle to mention the wolf. 'The sub,ject of the geeinp and
the wanting would be held in suswvense for so long thet :ddressee

or readnr .mipht hive some problem in interpreting what was being
sara. Aanother reason for not renp ating the Enplish structure of
twd relative clAauses has-to do with the beginning of the next sen-
tence: in :.nglish, "For that ovurpose...he accused the lamb of

stirring up the water..." The referent of that .purpose in Cnelish

is clear. It refers to the immediately irecedinr relative clause:

"wanted to cre-te an excuse to eat it." Iiis wanting to crente this
excuseé wns his purpose for raccusime the lamb. In Jananes: however
if the clause in quecstion were n enosed to ooxami (whienh would then
be followed b the main verb of the sentence, jmasitg), the referent

of that purnose would no lonrer he clear. J3v naxine the clause a-

bout the wolf's wanting to cronte the cxzcuse into an indenandent
sentence, the Japannse ig able tn refor to it directily at the berin-
ninm of the next sentence without di”ficilty.

40 htve not “ormalized the Hrocesses hy waich V00 «wnnld dacade
to cranta two sentences in the translation v™N\ore th: ooarce verb: 1-
izatinn has one, but evidently pripnaples such &s the folloewins mu~t
eventually be included. rirst, there must he a kRestriction ol some
kind on the amount of material that can be incl1ded i1n a prenosed
relative clause, an” nerhips esnecially in = relative clause thht
introdaces tne main chara:ter of a story (wanse 1.troduction canpot

be nut off Tor too long). weennd, there iﬁ a neecd for aisentlence-
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intxyoductory phrase like for that purpose to have a clear referent

which immediately precedes it. The task of introducing such prin-

ciples into V.iT''s operations is formidable, bhut nerhaps not imnossihle

of accomplishment.
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