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Preface

Welcome to the proceedings of the system demonstration session. This volume contains the papers
of the system demonstrations presented at the 5th International Joint Conference on Natural Language
Processing, held in Chiang Mai, Thailand, on November 8, 2011.

The system demonstrations program offers the presentation of early research prototypes as well as
interesting mature systems. The system demonstration chair and the members of the program committee
received 5 submissions, 3 of which were selected for inclusion in the program after review by three
members of the program committee.

I would like to thank the members of the program committee for their excellent job in reviewing the
submissions and providing their support for the final decision.
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Kenneth Church (John Hopkins University, USA)
Yunqing Xia (Tsinghua University, China)
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WikiNetTK – A Tool Kit
for Embedding World Knowledge in NLP Applications

Alex Judea, Vivi Nastase, Michael Strube
Heidelberg Institute for Theoretical Studies gGmbH

Heidelberg, Germany
{alexander.judea, vivi.nastase, michael.strube}@h-its.org

Abstract
WikiNetTK is a Java-based open-source
toolkit for facilitating the interaction with
and the embedding of world knowledge in
NLP applications. For user interaction we
provide a visualization component, con-
sisting of graphical and textual browsing
tools. This allows the user to inspect the
knowledge base to which WikiNetTK is
applied. The application-oriented part of
the toolkit provides various functionali-
ties: access to various types of information
in the knowledge base as well as methods
for computing association paths and relat-
edness measures. The system is applied
to a large-scale multilingual concept net-
work obtained by extracting and combin-
ing various sources of information from
Wikipedia.

1 Introduction

Since the early 1990s the quest for large scale
machine-readable knowledge repositories has be-
come more and more intense. Cyc (Lenat and
Guha, 1990) relies on experts to add to its knowl-
edge base, MindPixel and Open Mind Common
Sense (Singh, 2002) opened the contributors base
to everyone using the Internet as a collaborative
platform. Research in the 2000s has focused much
on Wikipedia and extracting the knowledge it pro-
vides for human consumption into machine read-
able format. DBpedia (Auer et al., 2007) and
YAGO (Suchanek et al., 2007) are two such exam-
ples. With the extraction of very large knowledge
repositories it becomes crucial to provide tools for
the user that would allow her to explore and use
the information contained therein.

We introduce WikiNetTK (WNTK), a tool for
visualizing and exploiting world knowledge ex-
tracted from Wikipedia. It is composed of three
main parts: (i) an API that serves as an inter-
face to the knowledge base used; it is currently

applied to WikiNet, a concept network extracted
from Wikipedia (with minor modifications this can
be adapted for other, similar, knowledge bases);
(ii) a visualization component, that allows the
user to inspect the knowledge encoded in the re-
source; (iii) functionalities for computing associ-
ation paths between concepts and computing se-
mantic relatedness. WNTK also provides a com-
mand line interpreter for users who wish to work
outside the Java environment; the commands im-
plemented so far allow the user to retrieve and out-
put concepts, paths between concepts, access the
relatedness metrics and use the visualization com-
ponent to directly visualize concepts or paths.

WikiNetTK1 is an open-source Java-based sys-
tem. For data management it uses BerkeleyDB2

and for visualization prefuse3.

2 Data

WikiNetTK is applied to WikiNet, a repository of
world knowledge extracted from Wikipedia (Nas-
tase et al., 2010). It is derived from the cate-
gory and article network, disambiguation, redi-
rect, cross-language, infobox and textual content
of Wikipedia pages. It is organized as a con-
cept network – it separates concepts and their lex-
icalizations, and contains relations between con-
cepts – in a manner similar to WordNet. Con-
cepts have lexicalizations in numerous languages.
With WikiNet’s 3.7 Million concepts and 40 Mil-
lion relations (instantiating 656 relation types), ef-
ficiency in data management becomes an issue.
Manual analysis of the data is also problematic.
WikiNetTK addresses both these issues. A fast
data management is the basis for the user’s compu-
tations and for an easy-to-use visualization com-
ponent.

1http://sourceforge.net/projects/
wikinettk/

2http://oracle.com/technetwork/
database/berkeleydb

3http://prefuse.org
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3 System components

3.1 API

The API provides the interface between database
management and data usage. This separation al-
lows a user to easily customize the database man-
agement system (DBMS) to her needs, without an
impact on the functionality of the system, as well
as change the knowledge base used. WNTK’s
database mainly contains the following Java ob-
jects, reflecting the organization of knowledge:

1. Concept. A Concept contains a flag indicat-
ing if it denotes a named entity, the number of
hyponyms it has in the network, its network
depth, a definition (the first sentence in the re-
spective Wikipedia article), a set of semantic
relations to other concepts, a set of names in
different languages, and a unique ID.

2. RelationType. Each relation type in the
database is substituted with a unique ID. This
has the advantage of reducing memory us-
age and allows for a relation to have various
names, the same as for concepts. A Rela-
tionType provides the name of a relation type
(e.g. “IS A”), along with its frequency.

In the interaction with the database, an ID will
be resolved to its corresponding concept, a term
(e.g. “book”) will be resolved to a set of possible
concepts, a concept can be expanded with its re-
lated concepts up to a maximum distance, and we
can obtain paths between concepts in the network.

To avoid re-doing expensive computations and
excessive database accesses, the API provides an
extra cache for computed paths and expanded con-
cepts (represented as vectors).

Every functionality of WNTK (e.g. the visu-
alization component) expects an abstract type of
the API – which means that the user has to reim-
plement only a few basic I/O related methods to
be able to exchange the entire database manage-
ment or the data used. The actual WNTK distribu-
tion comes with Berkeley DB Java Edition, a fast,
cache-based DBMS.

3.2 Visualization

When presented with a large scale machine read-
able repository of knowledge, manual inspection
is desirable, but problematic. WNTK’s visualiza-
tion component is an intuitive and efficient way
to examine the underlying network, in our case,

WikiNet. The user can choose between a graph-
ical network visualization, a text-based concept
and path browser, which we present in Figure 1.

The user can type a term (e.g. “book”), and then
choose from a set of possible concepts. Words
are ambiguous. In WikiNet, in particular, concept
names come from different sources: canonical
names come from Wikipedia article titles, aliases
come from the redirect, disambiguation pages and
cross-language links. To help the selection of the
concept to be visualized, the definition is shown
as a tool tip when the cursor hovers above the re-
spective list item. Once a concept is chosen it is
displayed according to the visualization style, and
the user can continue the exploration by clicking
on the relation clusters (in the graphical version)
or on the hyperlinks (in the text version).

3.2.1 Graphical Visualization
The selected concept is rendered as a node in the
middle of the canvas, surrounded by its relation
types. The caption of a relation type node is its
respective name and the number of relations its
concept has to other concepts with this particular
type. For example, if a concept has seven “IS A”
relations to other concepts, the caption of the node
will be “IS A: 7”. This kind of aggregation keeps
the amount of rendered nodes as low as possible.
The user can select which relation type node to
expand, and thus explore only the parts she is in-
terested in, leaving the rest aggregated.

Although the rendering system4 tries to avoid
overlapping edges and nodes by re-arranging
them, the number of rendered elements can be-
come very high and confusing. Parts of the dis-
played network can be highlighted by hovering
with the cursor over concept or relation type nodes
– all the nodes they are directly connected to will
change color. An example is presented in the first
two screenshots in Figure 1.

3.2.2 Text-based browsing
The text-based browser works with a hyperlink
structure, as shown in Figure 1. The upper part
of the browser field displays the number of hy-
ponyms, named entity information, the definition,
and all names. The list of names is collapsed by
default and can be shown if needed. The lower part
contains the concept’s relations, grouped by its re-
lation types. Every hyperlink can be explored. A
history keeps track of the exploration. The text-

4prefuse is used to render the nodes and edges and to re-
arrange the nodes.
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based browser is a good way to explore many con-
cepts or relations in short order.

3.2.3 Text-based path browsing
In the text-based path browser the user can choose
two concepts and a maximum path length. All
paths between the selected concepts are then com-
puted and displayed. If the selected concepts are
both children of a concept (i.e. a common sub-
sumer), this concept will be displayed in bold face.
When the user clicks a hyperlink, the respective
concept is shown in the text-based browser. The
last screenshot in Figure 1 shows the usage of the
path browser.

3.3 Functionalities

The API provides fast access to the knowledge
base, including retrieving concepts (through their
ID or lexicalizations) and their relations. Apart
from these basic operations, WNTK provides
methods for retrieving paths between concepts,
and compute similarity, which are basic tasks for
which lexical/knowledge sources are used in NLP.
At this point, the toolkit contains several imple-
mentations of semantic relatedness measures, in
particular Jiang and Conrath (1997), Lin (1998)
and Resnik (1995) which were shown to have
highest correlation with human judges on Word-
Net (Budanitsky and Hirst, 2006) as well as sev-
eral customized measures. The user can also re-
trieve association paths between concepts. The set
of methods can be extended by the user, and other
functionalities can be added as well. We are cur-
rently working on integrating a module for text an-
notation relative to the embedded resource.

4 Command line tool

Our purpose was to provide a tool that facilitates
the integration of world knowledge in NLP appli-
cations. For the users who do not wish to edit or
interact directly with the Java source code, WNTK
provides a command line interpreter constituting
an intermediary layer between using the visual-
ization component and using the API programat-
ically. Because of increased load time of the
database, the API is initialized once. After that,
the user can access the information in the knowl-
edge base through the available commands:

1. gc. A command to retrieve and output con-
cept and relations information in different
ways. The command handles concept IDs
and terms of various length in the same way.

2. visual. A command to start the visualization
component. It can be provided with none,
one or two arguments, causing the visualiza-
tion component to be initialized in different
states (starting state, concept visualization,
and path visualization).

3. rel. A command to compute semantic relat-
edness between any pair of terms or concept
IDs, using any of the implemented related-
ness measures.

Each command has a manual page, which can
be accessed using man.

Acknowledgements
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the Klaus Tschira Foundation.
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Abstract 

 

The Linguist’s Assistant (LA) is a practical 
computational paradigm for describing lan-
guages. LA seeks to specify in semantic repre-
sentations a large subset of possible written 
communication. These semantic representa-
tions then become the starting point and or-
ganizing principle from which a linguist de-
scribes the linguistic surface forms of a lan-
guage using LA's visual lexicon and gram-
matical rule development interface. The result-
ing computational description can then be used 
in our document authoring and translation ap-
plications. 

1 Introduction 

The Linguist’s Assistant (LA) is a practical com-
putational paradigm for describing languages. 
LA approaches the complex task of language 
description from two directions. From one side, 
LA is built on a comprehensive semantic founda-
tion. We combine a conceptual, ontological 
framework with detailed semantic features that 
cover (or is a beginning towards the goal of cov-
ering) the range of human communication. An 
elicitation procedure has been built up around 
this central, semantic core that systematically 
guides the linguist through the language descrip-
tion process, during which the linguist builds a 
grammar and lexicon that “describes” how to 
generate target language text from the semantic 
representations of the elicitation corpus. The re-
sult is a “how to” guide for the language: how 
does one encode a given semantic representation 
in the language?  
   Coming at the problem from the other side, LA 
also allows the linguist to collect language data 
in a more conventional manner – from naturally 
occurring texts and linguistically motivated elici-

tations (for example, a linguist in Vanuatu might 
want to explore alienable vs. inalienable posses-
sion or serial verb constructions using naturally 
occurring texts). Such texts are semantically ana-
lyzed using a convenient semi-automatic docu-
ment authoring interface (“authored” in our con-
text means that a semantic representation has 
been prepared), in effect adding them to the 
standard elicitation corpus. Existing grammar 
rules and lexical information can then either be 
confirmed or adjusted, or new descriptive 
knowledge added that allows the built-in text 
generator to produce target text that is substan-
tially equivalent to the elicited examples. The 
result is a “how did” guide for the language: how 
did a native speaker encode natural text or lin-
guistically focused elicitations? 
   We believe that the combination of semanti-
cally motivated and linguistically motivated 
elicitation and description provides an ideal bal-
ance. The semantic-based elicitation is general 
and uniform across languages. It provides an ef-
ficient and relatively comprehensive standard for 
describing the majority of the linguistic phenom-
ena in a language. We have found it to be an in-
valuable starting point in the description process. 
It is, however, impossible to produce a general 
semantic-based elicitation scheme that is not 
overly burdensome on the user. In addition, lin-
guists typically know the “interesting,” atypical 
or difficult aspects of a language. This is where 
linguistically based elicitation is invaluable. 
   A third approach to language description is 
encouraged in the LA framework: acquiring 
knowledge (lexicon and grammar) to cover pre-
authored texts. The semantically and linguisti-
cally motivated elicitations from the first two 
approaches above provide a solid foundation for 
lexicon and grammar development, but we have 
found that adding to that the experience and dis-
cipline of acquiring the knowledge necessary to 
generate actual texts is invaluable. This is usually 
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the best opportunity for documenting phenomena 
that are more lexically dependent since the 
vocabulary in the semantic-based elicitation 
stage is quite limited. For this reason we include 
several pre-authored (i.e. semantically analyzed 
and ready for use in our translation module) 
community development texts with LA. 
   Underlying all these approaches to knowledge 
acquisition in LA is a visual, semi-automatic in-
terface for recording grammatical rules and lexi-
cal information. Figure 1 shows an example of 
one kind of visual interface used for “theta-grid 
adjustment rules.” The figure shows an English 
rule used to adjust the “theta grid” or “case 
frame” of an English verb. Grammatical rules 
typically describe how a given semantic structure 
is realized in the language. The whole gamut of 
linguistic phenomena is covered, from morpho-
logical alternations (Figure 2) to case frame 
specifications to phrase structure ordering (Fig-
ure 3) to lexical collocations – and many others. 
These grammatical rules interplay with a rich 
lexical description interface that allows for as-
signment of word-level features and the descrip-

tion of lexical forms 
associated with individual 
roots (Figure 4). Currently, 
the linguist is responsible for 
the creation of rules, albeit 
with a natural, visual 
interface that often is able to 
set up the requisite input 
semantic structures 
automatically. We continue 
work on a module that will 
allow the semi-automatic 
generation of rules similar to 
research in the BOAS 

(McShane, et al., 2002), LinGO (Bender, at al., 
2010), PAWS (Black and Black, 2009) and Ave-
nue (Probst, et al., 2003)  projects. Such a mod-
ule will, we believe, make LA accessible to a 
larger pool of linguists. We also provide a grow-
ing list of rule templates that linguists can use to 
describe common linguistic phenomena.    
   Integrated with these elicitation and description 
tools is a text generator that allows for immediate 
confirmation of the validity of grammatical rules 
and lexical information. We also provide an in-
terface for tracking the scope and examples of 
grammatical rules. This minimizes the possibility 
of conflicting or duplicate rules while providing 
the linguist a convenient index into the work al-
ready accomplished. And finally, we provide a 
utility for producing a written description of the 
language - after all, a computational description 
of a language is of no practical use (outside of 
translation applications) unless it can be conven-
iently referenced. Refer to Beale (submitted) for 
a comprehensive description of Linguist’s Assis-
tant.  

Figure 1. Visual Interface for grammatical rules 

Figure 2. Morphological alternation rule 
Figure 3. Phrase structure ordering rule 
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Figure 4. Lexical forms for Spanish 
  
  LA has been used to produce extensive gram-
mars and lexicons for Jula (a Niger-Congo lan-
guage), Kewa (Papua New Guinea), North Tanna 
(Vanuatu), Korean and English. Work continues 
in two languages of Vanuatu, with additional 
languages planned in the near future. The result-
ing computational resources have been used in 
our separate document authoring and translation 
applications to produce a significant amount of 
high-quality translations in each of these lan-
guages. Figures 5 and 6 present translations of a 
section of a medical text on AIDS into English 
Korean. Please reference Beale et al. (2005) and 
Allman and Beale (2004; 2006) for more infor-
mation on using LA in translation projects, and 
for documentation on the evaluations of the 
translations produced. Note: LA can be used as 
the language-description module within our 
larger applications called TA (The Translator's 
Assistant, for translating health and community 
development materials, as well as “authoring” 
new texts) or TBTA (The Bible Translator's As-
sistant, for those interested in Bible Translation). 
We argue that the high quality results achieved in 
translation projects demonstrate the quality and 
coverage of the underlying language description 
that LA produces.  

 
 

 
Figure 5. English translation of a medical text 

 
Figure 6. Korean translation of a medical text 

2 Content of the Demonstration 

A partial example of the content of the proposed 
demonstration can be found at 
http://ilit.umbc.edu/sbeale/LA/ under the “Demo 
Videos” link. These demonstration videos are 
part of an online journal article (Beale, submit-
ted) that describes LA in depth. A draft of this 
journal article can be found at the same website 
under the “Publications” link. 
   We will be prepared to demonstrate, as appro-
priate to the interests of a particular group of par-
ticipants, the following:  

• An overview of LA 
• The semantic representation system 
• The document authoring system that en-

ables the semi-automatic analysis of new 
texts or elicitations 

• How to create lexicons that are appropri-
ate for different kinds of languages 

• How to use the visual rule creation inter-
face to create various kinds of grammati-
cal rules 

• Multilingual examples of lexicons 
• Multilingual examples of grammatical 

rules 
• Multilingual examples of translation re-

sults 
 

We will also prepare 10 minute modules with 
“hands-on” examples for any interested partici-
pants who wish to take a bit more time investi-
gating LA.    

3 Previous Experience in Teaching LA 

LA is the basis of a semester-long Honor’s Col-
lege class at the University of Maryland, Balti-
more County. In that class we present an over-
view of different types of linguistic phenomena. 
We then use LA to encode descriptive knowl-
edge of multi-lingual examples of each. The 
class size is 25 students. 
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We have also prepared tutorials and online 
demonstrations (http://ilit.umbc.edu/sbeale/LA/) 
and informally used LA with a number of field 
linguists. 

4 Required Resources 

We require a single projector. Internet service is 
not necessary. 

5 Acknowledgements 
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Abstract

This paper aims at presenting TTC
TermSuite: a tool suite for multilingual
terminology extraction from comparable
corpora. This tool suite offers a user-
friendly graphical interface for designing
UIMA-based tool chains whose compo-
nents (i) form a functional architecture, (ii)
manage 7 languages of 5 different fami-
lies, (iii) support standardized file formats,
(iv) extract single- and multi- word terms
languages by languages (v) and align them
by pairs of languages.

1 Introduction

Lexicons and terminologies play a central role
in any machine translation tool, regardless of the
theoretical foundations upon which the machine
translation (MT) tool is based (e.g. statistical
machine translation or rule-based machine trans-
lation, example-based translation, etc.). Termi-
nologies may be extracted from parallel corpora,
i.e. from previously translated texts, but such cor-
pora are scarce. Previously translated data is still
sparse and only available for some pairs of lan-
guages and few specific domains, such as Europarl
(Koehn, 2005). Thus, no parallel corpora are avail-
able for most specialized domains, especially for
emerging domains. Several tool suites exist for
multilingual term extraction for parallel corpora:
the GIZA++ statistical machine translation toolkit
(Och and Ney, 2003), the iTools suite that per-
forms single- and multi- word alignment, and in-
cludes graphical and interactive tools (Merkel and
Foo, 2007). To tackle the drawbacks of term align-
ment from parallel corpora, comparable corpora
that are “sets of texts in different languages that
are not translations of each other” (Bowker and
Pearson, 2002, p. 93) seem to be the right solution
to solve textual scarcity. The bilingual alignment

is performed thanks to contextual analysis such as
(Rapp, 1995). TTC TermSuite is the first tool
suite for the multilingual extraction of terminol-
ogy from comparable corpora. It is multilingually
designed, adopting a 4-step functional architecture
and using the UIMA open solution.

TTC TermSuite is designed to perform bilin-
gual term extraction from comparable corpora in
five European languages: English, French, Ger-
man, Spanish and one under-resourced language,
Latvian, as well as in Chinese and Russian. TTC
TermSuite is a 4-step functional architecture that
is driven by the required inputs and provided out-
puts of each tool. The bilingual term alignment
(step 4) requires processes of monolingual term
extraction (step 3), itself requiring preliminary lin-
guistic analysis (step 2) that requires text pro-
cessing (step 1). TTC TermSuite is based on
the UIMA framework which supports applications
that analyze large volumes of unstructured infor-
mation. UIMA was developed initially by IBM
(Ferrucci and Lally, 2004) but is now an Apache
project1. UIMA enables such applications to be
decomposed into components (and components
into sub-components) and to aggregate the latter
easily. TTC TermSuite includes a graphical user
interface tool with several embedded UIMA com-
ponents that perform text and linguistic analysis
up to monolingual term extraction and bilingual
term alignment.

First, we present TTC TermSuite specifica-
tions that include the 4-step functional architecture
in reverse order, the data model, and the input and
output formats. Then, we detail the UIMA-based
implementation, its components, the multilingual-
ism management and the graphical interface for
building tool chains easily. We conclude by the
case study: the extraction of SWTs from a compa-
rable corpora in two pairs of languages.

1http://uima.apache.org
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Functional Architecture Required/Input data Provided/Output data
Text Pre-Processing text, language

Linguistic Analysis text, language
word, part-of-speech
lemma

word tokenization text, language word
part-of-speech tagging language, word part-of-speech
lemmatization language, word, part-of-speech lemma

Term Extraction language, word, part-of-speech
term

lemma
Term Alignment language, term binary relation over terms

Table 1: TTC TermSuite 4-step Functional Architecture & Data Model

2 Specifications

The TTC TermSuite specifications consist of the
definition of functional computing units within an
architecture, the data model shared between these
units and the file formats of this data model. Ta-
ble 1 summarizes the 4-step functional architec-
ture, and the input and output data types for each
functional step.

2.1 Functional Architecture

The functional architecture is divided into 4 steps:
text pre-processing, linguistic analysis, monolin-
gual term extraction, bilingual term alignment. A
set of tools will be assigned to each step:

Text pre-processing web-crawlers, text catego-
rizers, text extractors, data cleaning, lan-
guage recognizers, etc. All tools that provide
a clean textual content without any linguistic
information.

Linguistic analysis word tokenizers, part-of-
speech taggers, lemmatizers, morphological
analyzers and syntactic parsers.

Term extraction single-word term (SWT), multi-
word term (MWT) and morphological com-
pound detection, term variant processing
such as acronym detection;

Term alignment SWT and MWT alignment,
cognate detection, machine translation on the
fly for MWTs.

2.2 Data Model

The TTC TermSuite’s 4-step architecture re-
quires a data model that defines the data types re-
quired as input and output for each functional unit.

The output of the text pre-processing step
should provide at a minimum the textual data of
the document and the language it is written in.
Textual data and language are required by the lin-
guistic analysis step. According to the language,
miscellaneous treatments are applied to the tex-
tual data that could be useful for the term extrac-
tion step such as part-of-speech and lemma tag-
gers, morphological analysis. Part-of-speech and
lemma are required for the term extraction step
that performs both SWT and MWT extraction.
The output of the term extraction step is a list of
candidate terms that is required by the term align-
ment step. TTC TermSuite outputs one-to-many
alignments: a source term associated to the set of
its most probable target translations in the target
language. It should be noticed that the first two
steps deal with the document processing whereas
the last two steps deal with the document collec-
tion processing.

2.3 Input and Output Formats

TTC TermSuite’s input and output files are XML
files which adopts standard formats. Document
features are formatted according to the Dublin
Core XML Schema. A Dublin Core input file
with the location, the language, the format
of the resource can be represented as follows:

Moreover, the terms that have led to crawl this
document is also provided by the Dublin Core
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subject element.
As for terminologies, they are formatted

according to the TermBase eXchange XML
Schema (TBX) [ISO 30042:2008] compli-
ant with the TMF (Terminological Markup
Framework) meta-model [ISO 16642:2001].
Such an output file with an alignment be-
tween English and Chinese for the term wind
energy corresponds to the sample below:

Terms and term entries of the TermBase eXchange
files provided by the TTC TermSuite can be
enriched with other features such as the term
constituent, their part-of-speech, their lemma,
their different occurrences in the corpora, etc
according to the linguistic analyzes that have been
processed.

3 UIMA implementation

The UIMA-based implementation consists of
components that can be easily aggregated together
through a user-friendly graphical interface, are
powered by the UIMA framework, and are de-
signed to manage multilingualism.

3.1 Graphical Interface

With the TTC TermSuite, it is possible to design
UIMA tool chains easily; users can create or open
several tool chains. They can select their com-
ponents merely by dragging them from the avail-
able ones and dropping them on the selected ones.
Component metadata can be displayed by double
clicking on an available component whereas com-
ponent parameters can be set by double clicking
on a selected one. There are TTC TermSuite pan-
els for processing tool chains and viewing their re-
sults such as illustrated in the Figure 1.

3.2 UIMA Components
UIMA offers a common, standards-based soft-
ware architecture facilitating reuse and integra-
tion, it solves essentially issues connected with
lower-level interoperability of software compo-
nents. UIMA main concepts are:

Collection Processing Engine (CPE) Tool
chains are formalised by CPE within UIMA.
They are defined by 1 Collection Reader and
by 1 or more Analysis Engine.

Common Analysis Structure (CAS) UIMA
adopts a common representation to represent
any artifact being analyzed and to provide
reading/writing access to the analysis results
or annotations. CAS ensures CPE com-
ponent interoperability thanks to a Type
System that can be indexed in CAS.

Collection Readers are the only CPE compo-
nents able to create CAS.

Analysis Engines are CPE components that pro-
duce structured information by indexing an-
notations in CAS.

Up to now more than 60 components are pro-
vided within the TTC TermSuite but 4 of them
can be drawn out that corresponds to the 4 steps
of the functional architecture. The first 2 steps are
completed. Step 3 and 4 are still under develop-
ment but are completed for SWTs.

1. Text Preprocessing is a Collection Reader
creates CAS from Dublin Core metadata.

2. Linguistic Analysis is an Analysis Engine
that detects words, their part-of-speech and
their lemma.

3. Term Extraction is an Analysis Engine that
adopts a homogeneous approach for both
SWTs and MWTs. Terms are first extract
thanks to morpho-syntactic patterns defined
for each languages and rank according to sta-
tistical criteria (Daille, 2002).

4. Term Alignment is an Analysis Engine that
aligns SWTs using a lexical context analysis
(Morin et al., 2010)

UIMA components are provided through out
a Google Code repository for managing Open-
Source source code2.

2http://code.google.com/p/ttc-project/
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Figure 1: Graphical interface of TTC TermSuite

3.3 Multilingual Management
Multilingualism is delegated to CPE components
level e.g. to Analysis Engines. As the language of
the CAS is set by the Text PreProcessing Collec-
tion Reader and as each Analysis Engine specifies
which languages they analyze, CAS can be dis-
patched to the corresponding AE.

4 Demonstration

The TTC TermSuite will be demonstrated using
the following case study: it will extract SWTs
from comparable corpora that deal with renewable
energy for two pairs of languages: French-English
and English-Chinese.
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