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Abstract 

 

Word Sense Induction (WSI) is the task of au-
tomatically inducing the different senses of a 
target word from unannotated text. Traditional 
approaches based on the vector space model 
(VSM) represent each context of a target word 
as a vector of selected features (e.g. the words 
occurring in the context). These approaches 
assume that the words occurring in the context 
are independent and do not exploit semantic 
relevance between words. In this paper we 
propose a WSI method which can exploit se-
mantic relevance between words by incorpo-
rating a word graph into the framework of 
clustering of context vectors. The method is 
evaluated on the testing data of the Chinese 
Word Sense Induction task of the first CIPS-
SIGHAN Joint Conference on Chinese Lan-
guage Processing (CLP2010). Experimental 
results show that our method significantly out-
performs the baseline methods. 

1 Introduction 

It has been shown that using word senses instead 
of surface word forms can improve performance 
on many natural language processing tasks such 
as machine translation (Vickrey et al., 2005) and 
information retrieval (Uzuner et al., 1999; Véro-
nis, 2004). Historically, using word senses usual-
ly involved the use of manually compiled re-
sources in which word senses were represented 
as a fixed list of definitions. However, there 
seem to be some disadvantages associated with 
such fixed list of senses paradigm. Firstly, since 
dictionaries usually contain general definitions, 
they can not reflect the exact contents of the con-
texts where target words appear (Véronis, 2004). 
Secondly, because the “fixed list of senses” pa-
radigm makes the fixed granularity assumption 

of the senses distinction, it may not be suitable in 
different applications (Kilgarriff, 1997; Brody 
and Lapata, 2009). 

To overcome these limitations, some tech-
niques like WSI have been proposed for disco-
vering words senses automatically from unanno-
teted corpuses. WSI algorithms are usually based 
on the Distributional Hypothesis which shows 
that words with similar meanings appear in simi-
lar contexts (Harris, 1954). This concept can be 
leveraged to induce different senses of a target 
word by clustering the contexts where the target 
word appears. 

Much work in WSI is based on the vector 
space model, in which each context of a target 
word is represented by a vector of selected fea-
tures (e.g. the words occurring in the context). 
These context vectors are clustered and the re-
sulting clusters are taken to represent the induced 
senses. However, when constructing context vec-
tors, the approaches based on VSM assume that 
the words occurring in the contexts are indepen-
dent and do not exploit semantic relevance be-
tween words. This will cause the problem that 
two contexts using semantically related but dis-
tinct words will show no similarity. Figure 1 
shows a simple example of three context vectors 
taken from three contexts of the target word bank, 
which appears with one sense i.e. sloping land. If 
we assume that context words are independent, 
the similarity between context 1 and context 3 
will be zero, which means that the senses of the 
target word bank in the two contexts are different. 
But, in practice, bank appears with one sense in 
the two contexts. Some methods have been pro-
posed to use information beyond that which is 
found in the immediately surrounding context. 
For example, in (Schűtze, 1998), second order co-
occurrence matrix was used to construct rich 
vectors of word contexts. 

 

1387



 

 
Figure 1: Three context vectors for the target 
word bank. 

In this paper, we propose a WSI method which 
can exploit semantic relevance between words by 
incorporating a word graph into the framework 
of clustering of context vectors. Firstly, we build 
a graph, where each vertex corresponds to a se-
lected word and edges between vertices are 
weighted based on the semantic relevance be-
tween their associated words. Then we adapt the 
Personalized PageRank method (Agirre and So-
roa, 2009) for incorporating semantic relevance 
between words into context vectors. The result-
ing vectors are clustered and each cluster 
represents an induced sense of the target word. 
Our method bears some similarity with some 
graph-based methods of WSI since they all need 
a graph of words. But in our method the graph is 
used to incorporate semantic relevance between 
words into context vectors while in graph-based 
approaches of WSI it is clustered to induce dif-
ferent senses of a target word. We use two vec-
tor-based approaches and one graph-based ap-
proach as baselines. Our evaluation under the 
framework of CLP2010 Chinese Word Sense 
Induction task shows that our approach signifi-
cantly outperforms the baseline systems. 

The structure of this paper is as follows: in 
Section 2, we will present our approach. In Sec-
tion 3, we will introduce the experimental setup 
and show the experimental results. We will end 
with a conclusion and future work in Section 4. 

2 Our Approach  

In this section, we introduce how to build a word 
graph and how to use Personalized PageRank 
method to incorporate semantic relevance be-
tween words into context vectors. Then we de-
scribe how to cluster the resulting context vec-
tors to induce senses of target words. 

2.1 Building A Word Graph 

In this section, we aim to build a graph where 
each vertex corresponds to a word and edges be-
tween vertices are weighted based on the seman-
tic relevance between their associated words.  
Initially, we construct a word-by-context matrix 

P with the entry Pi,j giving the weight of word i 
in context j. In this paper, we set  

               ,
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where ni,j is the frequency of word i occurring in 
the context j, and n(i) is the number of the con-
texts containing the word i and N is the total 
number of contexts. Just like contexts can be 
seen as bags of words, words can be viewed as 
bags of contexts. So a row of the matrix P can be 
seen as the context-vector for a word. We as-
sume that two words that have more correlated 
context-vectors will have a greater semantic re-
levance. In this case, the semantic relevance of 
two words is evaluated through the inner product 
of vectors corresponding to the two words. Sup-
port that M=PPT, then Mi,j gives the semantic 
relevance between word i and j. Singular Value 
Decomposition (SVD) is used to reduce the di-
mensionality of matrix M. M is evaluated by the 
equation (2) 
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where xi is the eigenvector of M, and iλ is the 
corresponding eigenvalue and xi

T denotes the 
transpose of xi. K is the minimum k that satis-
fies
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of eigenvectors of M. Now we have built the 
graph, in which each vertex corresponds to a 
word and the weight of edge between vertex i 
and j is given by Mi,j indicating the semantic re-
levance between the word i and j. 

2.2 Incorporating semantic relevance be-
tween words into context vectors 

Personalized PageRank algorithm is adapted 
from PageRank algorithm (Brin and Page, 1998). 
In the PageRank formulation 
( Pr Pr (1 )cM c v= + − ), the element values of 

the vector v are all , where N is the total number 
of vertices in the graph. But in the Personalized 
PageRank, the vector v can be non-uniform and 
assign stronger probabilities to certain kinds of 
vertices. 

We assume that the weight of a feature (word) 
in the context vector depends on not only its fre-
quency in contexts but also the words that co-
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occur with it. This means, if two words i and j 
co-occur in a context and are semantic related, 
the weight of i (or j) should be strengthened by j 
(or i). We adapt Personalized PageRank algo-
rithm for this process. The weight of the word i 
at t+1 step is defined as: 

,1 0

( ) ,( )

( ) (1 ) ( ) ( )j it t

j In i j kk In j

M
W i d W i d W j

M
+

∈ ∈

= − + ∑ ∑
 (3) 

where Mj,i is the weight of the edge between ver-
tices i and j, which is defined in Section 2.1. 
W(j)t is the weight of the word j at t step and 
W(i)0 is the initial weight of the word i in the 
context. In(i) stands for the set of vertices that 
connect to i. d is the damping factor and is usual-
ly set at 0.85. 
   The weight of each word is initialized based on 
its frequency and the Personalized PageRank 
algorithm iterates until convergence. After the 
running of the Personalized PageRank algorithm, 
each word gets a new weight. In this way, we 
incorporate semantic relevance between words 
into context vectors. 

2.3 Inducing Word Senses 

The k-means algorithm is used for clustering the 
resulting vectors produced in Section 2.2. The 
similarity between two objects is computed using 
cosine function. The number of clusters, k, is 
automatically determined using PK2 criterion 
function (Pedersen and Kulkarni, 2006). Each 
resulting cluster represents a kind of sense of the 
target word. 

3 Experiments 

3.1 Experimental Setup 

Our experiments are based on the CLP2010 Chi-
nese Word Sense Induction task testing dataset 
which contains 100 target words (22 target words 
are constituted by a single character and 78 target 
words are constituted by two or more characters) 
and total 5000 instances. The number of senses 
on average per word is 2.5. The original testing 
data contains the number of target word senses. 
But in practice, the number of target word senses 
is unknown and it need to be indentified auto-
matically. So in the experiments we discover the 
number of target word senses automatically us-
ing the PK2 criterion. 

Each instance of a target word is processed by 
segmenting Chinese word and removing stop-

words and target words. The remaining words 
are used to build the word graphs and construct 
the vectors of contexts. 

We use two vector-based approaches and one 
graph-based approach as baselines. The first one 
is a vector-based WSI approach, which 
represents the contexts of a target word using 
second order co-occurrence vectors (Schűtze, 
1998). This approach constructs a word-by-word 
co-occurrence matrix by identifying bigrams 
whose number of occurrences is greater than a 
pre-specified threshold. A row in the matrix is 
the vector for a context word. Each context is 
represented by the centroid of all vectors of the 
words which make up the context. Then these 
context vectors are clustered to induce senses of 
target words. This approach has a good perfor-
mance in public evaluation (e.g. Semeval-2007 
task 02) (Agirre and Soroa, 2007). 

The second one is also a vector-based WSI 
approach which represents the contexts of a tar-
get word using bag-of-words vectors and weights 
each feature (word) based on its TF and IDF. The 
two vector-based WSI approaches use k-means 
algorithm to cluster the context vectors of target 
words and the maximum number of k-means ite-
rations is set to 100. 

The third one is a graph-based WSI approach. 
We build a graph according to the approach de-
scribed in (Agirre et al., 2006). Chinese Whis-
pers algorithm (Biemann, 2006) is used to cluster 
the graph. The maximum number of Chinese 
Whispers iterations is set to 100. We also include 
the “one cluster per word” baseline (1c1w), 
where all instances of a target word are grouped 
into a single cluster. In SemEval-2010 task 14, 
none of the participating systems outperform this 
baseline in paired F-score (Artiles et al., 2009), 
which indicates that this baseline is quite strong. 

According to (Pedersen, 2010), we employ 
paired F-score as evaluation measure. Let 
C={Cj|j=1,2,…,n} be a set of clusters generated 
by a WSI system and S={Gi|i=1,2,…,m} be the 
set of gold standard classes. For each cluster Cj, 
we generate  instance pairs, in which  is 

the total number of instances that belong to Cj. 
Similarly, we generate  instance pairs for 
each gold standard class Gi. Let F(C) is the set of 
instance pairs generated from any clusters in C 
and F(S) is the set of instance pairs generated 
from any gold standard classes in S. Precision 
and recall are defined in Equation 4 and 5 re-
spectively. 

1389



                  
| ( ) ( ) |

| ( ) |
F C F SP

F C
∩

=                  (4) 

                 
| ( ) ( ) |

| ( ) |
F C F SR

F S
∩

=                   (5) 

Then the paired F-score is defined in Equation 6. 
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3.2 Experimental Results 

Table 1 shows the results of experiments with 
100 target words (total 5000 instances). Just like 
what have been shown in (Agirre and Soroa, 
2007) and (Manandhar et al., 2010), the 1c1w 
baseline shows the best performance. However, 
it only discoveries one sense for each target word, 
which is the most frequent sense of the target 
word. In contrast, WSI_SR and WSI_SOV pre-
dict 2.1 and 2.4 senses on average per word re-
spectively, which is more close to the actual 
number of senses (2.5). 

System Fs(%) 
(All) 

Fs(%) 
(C) 

Fs(%)
(W) 

#Cl

WSI_SR 58.5 42.78 62.82 2.1
WSI_SOV 56.37 42.46 60.28 2.4
WSI_BOW 51.24 40.68 54.25 3.7
WSI_CW 40.99 30.68 43.72 6.7
1c1w 60.6 44.5 65.14 1 

Table 1: Evaluation of WSI systems. WSI_SR stands 
for our method which can exploit semantic relevance 
between words for WSI system, WSI_SOV for the 
WSI system based on second-order vectors, 
WSI_BOW for the WSI system based on bag-of-
words vectors, WSI_CW for the graph-based WSI 
system which employs Chinese Whispers clustering 
algorithm. C stands for the target words which are 
constituted by one character while W stands for the 
target words which are constituted by two or more 
characters. 

WSI_SR achieves 0.585 paired F-score, out-
performing WSI_BOW with absolute improve-
ments of 7.26%, which indicates that exploiting 
semantic relevance between words can improve 
the performance of WSI systems.  

The performance of WSI_SR is well above 
that of WSI_SOV. This may be due to the fact 
that WSI_SOV only exploits semantic relevance 
between words occurring in the certain contexts 
while WSI_SR can exploit semantic relevance 
between words occurring in the all contexts. For 

example, in Figure 1, if we use the binary 
weighting scheme, WSI_SOV will set the weight 
for word lake and bridge to 0, which indicates 
that WSI_SOV cannot exploit the semantic re-
levance between the words occurring in context 
#1 and the two words. In contrast, WSI_SR sets 
the weight for word lake and bridge to 0.08, 
which shows that WSI_SR can exploit the se-
mantic relevance between the words occurring in 
context #1 and them.  

The system WSI_CW performs the worst. The 
possible reason is that the graph constructed 
from the testing dataset is made up of lots of un-
connected subgraphs, which causes that the Chi-
nese Whispers algorithm cannot cluster words 
correctly and induces too many senses. Com-
pared to WSI_CW, WSI_SR incorporates the 
word graph into the framework of clustering of 
context vectors, which makes it avoid the draw-
back of WSI_CW. 

A Chinese word can be constituted by a single 
character or multiple characters, which is differ-
ent from English. Usually, the Chinese word 
containing only one character has more senses 
(e.g. Chinese word, “打” (beat), has twenty one 
senses in the testing dataset), which makes it 
more difficult to induce the senses of such words. 
In Table 1, we report the performance of systems 
on Chinese characters and Chinese words con-
taining two or more characters. WSI_SR per-
forms better than three baseline systems on Chi-
nese words but has a similar performance with 
WSI_SOV on Chinese characters, which indi-
cates that other information (e.g. syntactic infor-
mation) should be exploited to improve the per-
formance on Chinese characters. 

4 Conclusions  

In this paper, we present a WSI method, which 
can exploit semantic relevance between words by 
incorporating a word graph into the framework 
of clustering of context vectors. We build a word 
graph and use it to incorporate semantic relev-
ance between words into context vectors. The 
resulting vectors are clustered to induce the 
senses of target words. Experimental results on 
the testing data of CLP2010 Chinese Word Sense 
Induction task demonstrate the effectiveness of 
our method. 

Further work focuses on exploiting different 
kinds of information such as topic information 
and syntactic information to improve the perfor-
mance of our method, especially for Chinese 
characters. 
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