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Abstract

Ensuring consistency of Part-of-Speech
(POS) tagging plays an important role
in constructing high-quality Chinese
corpora. After analyzing the POS tag-
ging of multi-category words in large-
scale corpora, we propose a novel con-
sistency check method of POS tagging
in this paper. Our method builds a
vector model of the context of multi-
category words, and uses theNN al-
gorithm to classify context vectors con-
structed from POS tagging sequences
and judge their consistency. The ex-
perimental results indicate that the pro-
posed method is feasible and effective.
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have different grammatical functions. No mat-
ter how many different POS tags a multi-category
words may be tagged, ensuring consistency of
POS tagging means to assign the multi-category
word with the same POS tag when it appears in
similar context.

Novel approaches and techniques have been
proposed for automatic rule-based and statistics-
based POS tagging, and the “state-of-the-art” ap-
proaches achieve a tagging precision of 89% and
96%, respectively. A great portion of the words
appearing in Chinese corpora are multi-category
words. We have studied the text data from the
2M-word Chinese corpus published by Peking
University, and statistics show that multi-category
words cover 11% of the words, while the percent-
age of the occurrence of multi-category words is
as high as 47%. When checking the POS tags,

human experts may have disagreements or make
mistakes in some cases. After analyzing 1,042
Constructing high-quality and large-scale corporssentences containing the wordi®, which are

has always been a fundamental research area @xtracted from the 2M-word Chinese corpus of
the field of Chinese natural language processPeking University, the number of incorrect tags
ing. In recent years, the rapid development infor the word " is 15, which accounts for around
the fields of machine translation (MT), phonetic 1.3%.

recogr_ﬂt_ion (PR), info_rmation rejtrieval (IR), \{veb So far in the field of POS tagging, most of the
text mining, and etc., is demanding more Chinesgyqrks have focused on novel algorithms or tech-
corpora of hlgher quality and larger scale. En'niques for POS tagging. There are only a lim-
suring consistency of Part-of-Speech (POS) tage number of studies has focused on consistency
glng_plays an important role in congtructlng high-check of POS tagging. Xing (Xing, 1999) ana-
quality Chinese corpora. In particular, we f0- |y the inconsistency phenomena of word seg-
cus on cons_lstency check_of the EOS taggingnentation (WS) and POS tagging. Qu and Chen
of multl-tagglng words, which consist of same (Qu and Chen, 2003) improved the corpus quality
Chinese characters and are near-synonymous, bbl)y obtaining POS tagging knowledge from pro-
cessed corpora, preprocessing, and checking con-

1 Introduction
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sistency with methods based on rules and statidby looking at a window around a multi-category

tics. Qian and Zheng (Qian and Zheng, 2003word and the tagging sequence of this window. In
Qian and Zheng, 2004) introduced a rule-basethe rest of this section, we describe our vector rep-
consistency check method that obtained POS tagesentation of the context of multi-category words
ging knowledge automatically from processedand how to determine various parameters in our
corpora by machine learning (ML) and rough setvector representations.

(ES) mdetzhhods. I;g(;lreal corpocrja, DLIJ abnd Z:engz_l Vector Representation of the Context of
(Du an eng, ) proposed a rule-based con- Multi-category Words

sistency check method and strategy to identify th%ur vector representation of context consists of

Inconsistency phenomena of POS tagging. HOV\.’fhree key components: the POS tags of each word

fn a context window ROS attribute), the impor-

conS|st§ r(]:cg Chzegg;.)f I.DOS tggzghlng przoopoo; ed_ "Mance of each word to the center multi-category
(Qg ;?] e2n0,0 4 DL Q|a0r|1 2? ezré% 1 t'II,hQ '"AWvord based on distancedsition attribute), and
zcr)]me iﬁggllﬁcien(;iesl,l ar,lor e;:r%’ple tg; ;sss_:lvr?he dependency of POS tags of the center multi-
b . ’ 7" 'category word and its surrounding word3epen-
ment of POS tags of the inconsistent POS tagging.. .2 o its surrounding word3ep

: . . %ency Attribute).
that are not included in the instance set needs to . . .
Given a multi-category word and its context

be conducted manually. : . )
In this paper, we propose a novel classificationyvmdow of sizel, we represent the words in se-
’ uential order agwy, we,...,w;) and the POS

based method to check the consistency of PO Ags of each word ah, b, .., 11). We also re-

tagging. Compared to zhang et al. (Zhaqg erferto the latter vector aBOS tagging sequence.
al., 2004), the proposed method fully considers In practise, we choose a proper valuelafo

the mutual relation of the POS in POS tagging tth toxt wind ai Hicient
sequence, and adopts transition probability ang]a € context window contains sutticient num-

emission probability to describe the mutual de- er Of words gnd the comple>_<|ty .Of our algorlthm
pendencies ant-NN algorithm to weigh the sim- remains rglatlvely Iow. We will discuss this mat-
ilarity. We evaluated our proposed algorithm Onter in detail later. In this study, we set the value of
our 1.5M-word corpus. In open test, our methodl tobe 7.
achieved a precision of 85.24% and a recall o2.1.1 POS Attribute
85.84%. The POS tagging sequence contains informa-
The rest of the paper is organized as followstion of the POS of each preceding (following)
Section 2 introduces the context vector model ofvord in a POS tagging sequence as well as the
POS tagging sequences. Section 3 describes ti@sition of each POS tag. The POS of surround-
proposed classification-based consistency chedRd words may have different effect on determin-
algorithm. Section 4 discusses the experimentdnd the POS of the multi-category word, which we

results. Finally, the concluding remarks are giverfefer to asPOS attribute and represent it using a
in Section 5. matrix as follows.

Suppose we have a tag set of size
(c1, ¢, ..., cm), given a multi-category word with
. . a context window of sizé and its
The basic idea of our approach is to use th ; (wy, w, ..., i) :

. . . OS tagging sequence, tROS attribute matrix
context information of multi-category words to , - . -
Y is anl by m matrix, where the rows indicate the

judge whether they are tagged consistently °bos tags of the preceding words, multi-category

not. In other words, if @ multi-category word ap- word, and the following words in the context win-
pears in two locations and the surrounding words

: . - dow, while the columns present tags in the tag set.
in those two locations are tagged similarly, the . .
: , . Y; ; = 1iffthe POS tag ofy; is c;.
multi-category word should be assigned with the ™ ; :
same POS tag in those two locations as well, For exaanIe, consider the the POS attribute
atrix of “=” in the following sentence:

Hence, our approach is based on the context af ) : )
multi—category words and we model the context “ET v Whila BT M e ¥m B4 N KA w

2 Describing the Context of
Multi-category Words
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As we letl = 7, we look at the word®” and  the corresponding position should be turned into
its 3 preceding and following words. Hence, thea negative value, so that when the incorrect POS
POS tagging sequenceis (a, n, u, a, n, d, v). Itag appears in a POS tagging sequence, this at-
our study, we used a standard tag set that consistsbute can correctly show that the incorrect POS
of 25 tags. Suppose the tag setis (n, v, a, d, u, gag has negative effect on generating the final con-
r,m,q,c,wlf s tb,ze oljhKk g,vy), then text vector.
the POS attribute matrix off” in this example 2.1.3 Dependency Attribute

is: The last attribute we focus on dependency
0,0,1,0,0...... attribute, which corresponds to the fact that there
1,0,0,0,0...... are mutual dependencies on the appearance of ev-
0,0,0,0,1...... ery POS in POS tagging sequences. In particular,

Yy-| 0,0,1,0,0...... we usetransition probability andemission prob-

1,0,0,0,0...... ability in Hidden Markov Model (HMM) (Leek,
0,0,0,1,0...... 1997) to capture this dependency.
0,1,0,0,0...... Given a tag set of sizen (c1,c2,...,cm), the

transition probability table T is anm by m ma-

2.1.2 Position Attribute trix and given by

Due to the different distances from the multi-
category word, the POS of the word before (after)
the multi-category word may in a POS tagging se-
guence have a different influence on the POS ta
ging of the multi-category word, which we refer
to asposition attribute.

Given a multi-category word with a con-
text window of sizel, suppose the number of
preceding (following) words isn (i.e., I =
2n + 1), the position attribute vector Vx of
the multi-category word is given bWy =
(di,...,dn,dn+1,dnt2, ..., d;), Wwhered,, ;1 is the
value of the position attribute of the multi-
category word and,, 11 ; (d,1144) is the value
of the position attribute of theth preceding
(following) word. We further require thati

f(Ci, Cj)
flei)
g1/'\/heref(ci, ¢;) is the frequency of the POS tag
appears after the POS tagin the entire corpus;
f(e;) is the frequency of the POS tagappears in
the entire corpus; anB7 is thetransition proba-
bility.
Given a tag set of sizen (cy,ca,...,cm), the
emission probabilitytable £ is anm by m matrix
and given by:

Tij = P"(ci,¢j) =

f(cia Cj)

fle)
wheref(c;, ¢;) is the frequency of the POS tag
oY _ n _ appears before the POS tggn the entire corpus;
dnt1-i = dntrgi ANddnpn + 3y (dny1—i + f(¢;) is the frequency of the POS tag appears

dni14i) = 1. . . in the entire corpus; anB” is theemission prob-
We choose a proper position attribute vector so

that the multi-category word itself has the high-ab”'ty'

. . Note that bothl" and E are constructed from
est weight, and the closer the surrounding word .
. . Lo . the entire corpus and we can look up these two ta-
the higher its weight is. If we consider a context

window of size 7, based on our preliminary exper-.bles easily when we consider the POS tags appear

. : . . in POS tagging sequences.

iments, we chose the following position attribute gging seq . .
Now, when we look at a context window of size

values: dy = dr = 1/22; dy = dg = 1/11;

S : - . 7 (w,ws,...,w7) and its POS tagging sequence
ds = ds = 2/11.’ anddy = 4/11. Hence, the fi- (t1,ta, ..., t7), there are three types of probabili-
nal position attribute vector used in our study Caias we need to take into account
be written as follows: The first one is the probability of the appear-

11 2 4 2 1 2 ance of the POS tag of the multi-category word,

Vx = (ﬁ, 11110 11 1 ﬁ)' which we can write as follows:

Eij=PP(cicj) =

Note that if the POS tag in the POS tagging se-
quence is incorrect, the position attribute value of P“X(t,) = f(w, is tagged ag;)/f(ws), (1)
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where f(w4) is the frequency of the appearanceposition attribute vectoV’y, and dependency at-
of the multi-category wordy4 in the entire corpus tribute vectorVp, the context vector Vs of the
and f(waistaggedasts) is the frequency of the multi-category word is defined as follows:
appearance where the woud is tagged ag, in
the entire corpus.

The second one is transition probability, which

is the probability of the appearance of the POS taghere, ands are the weights of the position at-
tiv1in thei + 1 position after the _POS B9 IN  yibute and the dependency attribute, respectively.
thed position and shown in Eqn. 2: Note that we require. + 8 = 1, and their opti-

P(Ti,iﬂ) = PT(t;, tip1) = fts, tiz1)/f(t:). mal values are determined by experiments in our
(2) study.

The last last is emission probability, which is 2.2 Experiment on the Size of the Context
the probability of the appearance of the POS tag™ Window

fﬁ;@. Igotzi?ign;nzossr:téwnt}ifg;ent_h; POS tagin Context vectors can be extended by using 4 to 7
' preceding (following) words to substitute 3 pre-
p(fflﬂ.) = PPt 1,t;) = f(ti1,t:)/ f(ts). ceding (fol_lowing) words in context windows and _
(3) POS tagging sequences. We conducted experi-
According to the above three probability for- ments with a context window of size 3 to 7 on our
mulas we can build a seven- dimensional vectorsampled 1M-word training corpus and performed
where each dimension corresponds to one POsglosed test. The experimental results are evalu-
tag, respectively. ated in terms of both the precision of consistency
Given a multi-category word with a context check and algorithm complexity simultaneously.
window of size 7 and its POS tagging sequenceYVe plot the effect on precision in Figure 1.
the dependency attribute vector Vp of the multi-
category word is defined as follows:

Vs = (aVx + fVp) x Y, (4)

0.882

0.88

VP:(PlaP2aP3aP47P57P67P7)7

0.878

where 3§b.875
B Py P -
= Pl Py P PO (t); I S —
P, = P(J;’g) Py = P(72“73) ) P£,4) . pox (t4); Number of the preceding (following) words
Py = Pl Po=Pjy - P (ts);
Py = P9X(ty); Figure 1: Effect on precision of the number of
P — P(E,s) P = P(]i5) 'P(E,5) ] PCX(t4); preceding (following) words.
Pe = Pg,ﬁ) 5= P(]g,ﬁ‘) ' P(]i5) - POX(ta); As shown in Figure 1, the precision of consis-

P, = P(E’?) - Py tency check increases as we include more preced-
_ pE_.pE . p -PCX(t ) mg (following) words. In particular, the pre_C|S|on
(6,7) " (5,6) " 7 (4.5) e is improved by 1% when we use 7 preceding (fol-
lowing) words. However, the increase of com-
2.1.4 Context Vector of Multi-category plexity is much higher than that of precision, be-
Words . cause the dimensionality of the position attribute
Now_we are ready to define the context VeCtorvector, POS attribute vector, and dependency at-
of m_ultl—categor)_/ words. : tribute vector doubles. Hence, we chose 3 as the
.leen a multl-catggory word ,W'th a context b mper of preceding (following) words to form
window of sizel and its POS attribute matri, context windows and calculate context vectors.



2.3 Effect on consistency check precision of Suppose we havecr classes and a class
aand g (wi(i = 1,2,...,¢)) has N; samples igl)(j =
When using our sampled 1M-word training cor-1 2 .., N;)). The idea of thek-NN algorithm
pus to conduct closed test, we found that ConSiS'rS that for each unlabeled Ob_leﬁt Compute the
tency check precision changes significantly withgistances between and all samples whose class
the different values of and,ﬁ. Figure 2 shows is known’ and seledt Samp|es]€ nearest neigh_
the trend wherm varies from 0.1 to 0.9. We used bors) with the smallest distance. This object
a = 0.4 andg = 0.6 in our experiments. will be assigned to the class that contains the most
samples in thé nearest neighbors.

We now formally define the discriminant func-
tion and discriminant rule. Suppose, ko, ..., k.
are the numbers of samples in thaearest neigh-
bors of the objectr that belong to the classes
w1, wa, ..., W, respectively. Define the discrimi-
nant function of the class; asd;(z) = k;,i =
1,2,...,c. Then, the discriminant rule of deter-
mining the class of the objeat can be defined
as follows:

0.9

Precision
o
~

01 02 03 04 05 06 07 08 09
a

. . .. d = d; =
Figure 2: Effect on consistency check precision mT = e e i(7) =z €wn

of & andp. 3.3 Consistency Check Algorithm

. _ In this section, we describe the steps of our
3 Consistency Check of POS Tagging classification-based consistency check algorithm

Our consistency check algorithm is based on clas™ detail.

sification of context vectors of multi-category Stepl: Randomly sampling sentences containing multi-
category words and checking their POS tagging manually.

words. In part'CUIa_r’ we first Class_'fy Conte_Xt For each multi-category word, classifying the context vec-
vectors of each multi-category word in the train-tors of the sampled POS tagging sequences, so that the con-

ing corpus, and then we conduct the consistenc\%’“ vectors that have the same POS for the multi-category
’ ord belong to the same class.

check of POS tagging based on classification reStepZ: Given a context vector of a multi-category word
sults. ¢, calculating the distances betweerand all the context

A vectors that contains the multi-category werth the train-
3.1 Similarity between Context Cectors of ing corpus, and selectirigcontext vectors with smallest dis-

Multi-category Words tances.

After constructing context vectors for all multi- Step3: According to thek-NN algorithm, checking the
category words from their context windows andclasses of thé nearest context vectors and classifying the
POS tagging sequences, the similarity of two conY¢t":

text vectors is defined as tl®iclidean Distance Step4: Comparing the POS of the multi-category werd
between the two vectors. in the class that the-NN algorithm assigns to and the POS

tag ofc. If they are the same, the POS tagging of the multi-
category word: is considered to be consistent, otherwise it
is inconsistent.
» (®) The major disadvantage of this algorithm is the
difficulty in selecting the value ok. If k is too
wherezx andy are two arbitrary context vectors of small, the classification result is unstable. On the
n dimensions. other hand, ift is too big, the classification devi-

3.2 k-NN Classification Algorithm ation increases.

Classification is a process to assign objects thag 4 Selecting: in Classification Algorithm
need to be classified to a certain class. In this paFigure 3 shows the consistency check precision

per, we used a popular classification method: th@alues obtained with various values in thek-
k-NN algorithm. NN algorithm. The precision values are closed

n (1/2)
d(z,y) = ||z —yll = [Z (@i — yif"]

i=1



Table 1: Experimental Results

Number of Number of Number of
Test Test multi-category the true the identified Recall Rieo
corpora type words inconsistencies  inconsistencies (%) ) (%
1M-word closed 127,210 1,147 1,219 (156) 92.67 87.20
500K-word open 64,467 579 583 (86) 85.84 85.24

test results on our 1M-word training corpus, andtagging.

were obtained by using = 0.4 andf = 06in 5 Conclusion and Future Research

the context vector model. In this paper, we propose a new classification-

08— based method to check consistency of POS tag-
08| ] ging, and evaluated our method on our 1.5M-
word corpus (including 1M-word training corpus)
with both open and closed tests.

In the future, we plan to investigate more types
of word attributes and incorporate linguistic and
mathematical knowledge to develop better con-
sistency check models, which ultimately provide
a better means of building high-quality Chinese
corpora.
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our consistency check algorithm prevents the hap-
pening of events with small probabilities in POS
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