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Abstract

We present a lexicon-free post-processing
method for optical character recognition

(OCR), implemented using weighted fi-

nite state machines. We evaluate the
technique in a number of scenarios rele-
vant for natural language processing, in-
cluding creation of new OCR capabilities

for low density languages, improvement

of OCR performance for a native com-

mercial system, acquisition of knowledge

from a foreign-language dictionary, cre-

ation of a parallel text, and machine trans-
lation from OCR output.
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from perfect and recognition errors significantly de-
grade the performance of NLP applications. This is
true both in resource acquisition, such as automated
bilingual lexicon generation (Kolak et al., 2003),
and for end-user applications such as rapid machine
translation (MT) in the battlefield for document fil-
tering (Voss and Ess-Dykema, 2000). Moreover, for
low density languages, there simply may not be an
OCR system available.

In this paper, we demonstrate that via statistical
post-processing of existing systems, it is possible
to achieve reasonable recognition accuracy for low
density languages altogether lacking an OCR sys-
tem, to significantly improve on the performance of
a trainable commercial OCR system, and even to
improve significantly on a native commercial OCR
systemt By taking a post-processing approach, we
require minimal assumptions about the OCR system

The importance of rapidly retargeting existing natut/S€d as a starting point.

ral language processing (NLP) technologies to new The proper role of our post-processing approach
languages is widely accepted (Oard, 2003). Statis§lepends on the language. For languages with little
cal NLP models have a distinct advantage over rulgommercial potential for OCR, it may well provide
based approaches to achieve this goal, as they #8€ most practical path for language-specific OCR
quire far less manual labor; however, training statisde€velopment, given the expensive and time consum-
tical NLP methods requires on-line text, which caring nature of OCR development for new languages
be hard to find for so-called “low density” languagesnd the “black box” nature of virtually all state-of-
— thatis, languages where few on-line resources efe-art OCR systems. For languages where native
ist. In addition, for many languages of interest inpuCR development may take place, it is a fast, prac-
data are available mostly in printed form, and musical method that allows entry into a new language
be converted to electronic form prior to processing Until native OCR development catches up. For these,
Optical character recognition (OCR) is often thednd also for languages where native systems exist,
only feasible method to perform this conversion;

Currently we assume the availability of an OCR system that

owing to its speed and cost-effectiveness. Unforg, oot the script of the language-of-interest, or which is script

tunately, the performance of OCR systems is fandependent (Natarajan et al., 2001).
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we show that post-processing can yield improverors explicitly using a segmentation model, we sim-
ments in performance. ply treat them as character deletion/insertion errors
Sections 2 and 3 describe the method and its inirvolving the space character, allowing us to handle
plementation. In Section 4 we cover a variety of relthem within the error model. The segmentation step
evant NLP scenarios: Creating OCR capabilities fas absorbed into the character transformation step,
Igho, performing OCR on a dictionary for Cebuanoso a andb are no longer necessary, hence the final
using OCR to acquire the Arabic side of a commorquation becomes
parallel text, and evaluating the value of OCR post-

processing for machine translation of Arabic and P(O,C) = P(O|C)P(C)
Spanish. In Sections 5 and 6 we discuss related work
and summarize our findings. which is a direct application of the noisy chan-

nel model. We can describe the new generative
process as follows: First, a sequence of charac-

We use the noisy channel framework to formulatéers C' are generated, with probabiliti’(C'), and
the correction problem, revising our previous modeihe OCR system converts it int@ with probability
(Kolak et al., 2003). That model takes the form  P(O[C). For example, if the actual input wascar
and it was recognized agjar, P(ajar,a_car) =
P(0,b,a,C, W) = P(ajar|a_car)P(a-car). Using the channel model
P(O,bla,C,W)P(a|C,W)P(C|W)P(W) to address word merge/split errors without actually

ing a word level model is, to our knowledge, a
whose components are a word-level source modgpY 9

P(W), a word-to-character modé(C/[1), a seg- novel contribution of our approach.
mentation modeP(a|C, W), and a model for char-
acter sequence transformatidi,O, b|a, C, W). W

is the correct word sequence andis the corre- e implemented our post-processing system using
sponding character sequence, which is recognizede framework of weighted finite state machines
asO by the OCR systemu andb are segmentation (\wrESM), which provides a strong theoretical foun-
vectors forC' andO. dation and reduces implementation time, thanks to
The original model requires a lexicon that COVer§reely available toolkits, such as the AT&T FSM
all words in the processed text — a strong assumfrpolkit (Mohri et al., 1998). It also allows easy
tion, especially for low density languages. We CONmtegration of our post-processor with numerous
verted the model into a character-based one, remoyg p applications that are implemented using FSMs

ing the need for a lexicon. Generation 16f is re- (e.g. (Knight and Graehl, 1997; Kumar and Byrne,
placed by generation @f, which renders?(C|W)  2003)).

irrelevant, and the model becomes

P(O,b,a,C) = P(O, bla, C)P(a|C)P(C)

2 Post-Processing System

3 Implementation

3.1 Source Model

Although word-based models generally perform bet?—r—] 2‘? sﬁ;:gstgc;ieluzsiggs \?\;S?Jzzllfﬁgrggeorrlg\-/el
ter, moving from words to characters is a necessagl ram lanaua eqmodels’as the source model. since
compromise because word-based models are usel&sd guag . . '

in the absence of a lexicon, which is the case fof 2 o models are simple, easy to train, and usually
many low-density Ianguages, achieve good performance. More complicated mod-

In addition to eliminating the need for a Iexicon,eIS that make use of constraints imposed by a par-

we develooed a novel method for handlin WOI‘(iSiCUIar language, such as vowel harmony, can be uti-
P . g ized if desired. We used the CMU-Cambridge Lan-
merge/split errord. Rather than modeling these er-

guage Modeling Toolkit v2 (Clarkson and Rosen-

A merge error occurs when two or more adjacent items ara|d, 1997) for training, using Witten-Bell smooth-
recognized as one, and a split error occurs when an item is rec- d bul t 1 all oth t
ognized as two or more items. These errors can happen both!3g and vocabulary type 1, all other parameters were

word level and character level. left at their default values.
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3.2 Channel Model 3.3 Chunking

Since we do not require a lexicon, we work on

lines of text rather than words. Unfortunately the

" . o . search space for correcting a complete line is pro-
two probabilistic string edit distance models for 'm'hibitively large and we need a way to break it down

plement_ing the channel model. _The _ﬁrSt’ f0”0\""”9(0 smaller, independent chunks. The chunking step
our e_arll_er quel (_2003)' permlts.smgle—_charactq-_g not part of the model, but rather a pre-processing
substitutions, insertions, and deletions, with assocgtep. chunks are identified. each chunk is corrected
ated probabilities. For exampl&(ajar|a-car) ~ independently using the model, and the corrected
P(a—a)P(o—e)P(e—j)Pla—a)P(r—r). NOte oo e are put back together to generate the output.
that we are only considering the mo_st likely edit se- Spaces provide a natural break point for chunks.
quence here, as opposed to summing over all POSowever, split errors complicate the process: if parts

sible IWTXIS to cdqpvzmuca?a to ?{ﬁr' Tr}ﬁ second of a split word are placed in different chunks, the er-
'S a slightly moditied version ot the Spelliing COImec~,. -annot be corrected. For example, in Figure 1,

tion model of Brill and Moore (2000}. This model chunking (b) allows the model to produce the de-

alloyvs mgny—to—many edit ngratlons, which makegired output, but chunking (a) simply does not allow
P(liter|litre) ~ P(l—l)P(i—1i)P(tre—ter) pos- combining “sam” and “ple” into “sample”, as each

sible. We will refer to the these as the smgle—Chunk is corrected independently.

character (SC) and multi-character (MC) error mod-

The channel model assigns a probabilityXaiven
that it was generated frofl. We experimented with

els, respectively. | give|a sam|ple case | | give afsam ple|case |
We train both error models over a set of (a) (®)

corresponding ground truth and OCR sequences,

(C,0). Training is performed using expectation- Figure 1:Example of a bad and a good chunking

maximization: We first find the most likely edit _ _
sequence for each training pair to update the edit W& address this by using the probabilities as-
counts, and then use the updated counts to réigned to spaces by the source model for chunking.

estimate edit probabilities. For MC, after finding the/Vé break the line into two chunks using the space
most likely edit sequence, extended versions of ead¥th the highest probability and repeat the process
non-copy operation that include neighboring Charag_ecurswely until all ghunks are reduced to a rea-
ters are also considered, which allows learning an§Pnable size, as defined by time and memory lim-
common multi-character mappings. Following Brillltations. Crucially, spurious spaces that cause split

and Moore, MC training performs only one iteration€/T0rs are expected to have a low probability, and
of expectation-maximization. therefore breaking the line using high probability

i . spaces reduces the likelihood of placing parts of a
In order to reduce the time and space reqwreS;Plit word in different chunks

ments of the search at correction time, we impose If a lexicon does happen to be available, we can

“mtlt on numbter off(:;]rors pctlerltobketn. II.\lo.tte that.thljstl)suse it to achieve more reliable chunking, as follows.
nota parameter of the model, but a imit required by, 44 ens of the input line that are present in the

s C(;)mlputatlonal ltt:pmlplexny. A IO\t/yer I'm'; will al- lexicon are assumed to be correct. We identify runs
most always resuft in lower correction pertormanceyg , 1ot jlexicon tokens and attempt to correct them

so the highest possible limit allowed by time an ogether, allowing us to handle split errors. Note

memory constraints should be used. Itis possible Bat in this case the lexicon is used only to improve

i:io:]recrt more er|:or\z p\;errtoilfern 5\3// |terartr|ngtithr? CO[]rr(?cc'hunking, not for correction. Consequently, cover-
ON process. HOWEVeT, leralive colrection canng ge of the lexicon is far less important.

guarantee that the result is optimal under the model: Our lexicon-free chunking algorithm placed an

erroneous boundary at 11.3% of word split points
3We ignore the location of the error within the word, since itfor ’_A‘rab'c test data (SeCt_'On 43) However, cor-
is not as important for OCR as it is for spelling. rection performance was identical to that of error-
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Ya ebu ykwy okwa na onu ya na-acha pioro pioro. 1 lekweni
ogury anya ha na-atu agwa agwa mana agu. Hii! Haa!

Figure 2:A small excerpt from Akio

free chunkingd® Incorrect decisions did not hurt be- We do not use the Character Error Rate (CER) met-
cause the correction method was not able to fix those, since for almost all NLP applications the unit of
particular split errors, regardless. The errors of thmformation is the words. For extrinsic evaluation of
chunking and correction models coincided as thesnachine translation, we use the BLEU metric (Pap-
both rely on the same language model. Thereforeeni et al., 2002).
chunking errors are unlikely to reduce the correction )
performance. Igbo: Creating an OCR System
Igbo is an African language spoken mainly in Nige-
3.4 Correction ria by an estimated 10 to 18 million people, written
Correction is performed by estimating the mostn Latin script. Although some Igbo texts use dia-
probable source character sequeﬂ:éor a given critics to mark tones, they are not part of the official
observed character sequeri2eusing the formula: ~ orthography and they are absent in most printed ma-
terials. Other than grammar books, texts for Igbo,
C = argmax{P(0|C)P(C)} even hardcopy, are extremely difficult to obtain. To
¢ our knowledge, the work reported here creates the

We first encode) as an FSA and compose it with first OCR system for this language.

the inverted error model F$TThe resulting FSTis ~ For the Igbo experiments, we used two sources.
then composed with the language model FSA. ThEhe first is a small excerpt containing 6727 words
final result is a lattice that encodes all feasible séfom the novel “Juo Obinna” (Ubesie, 1993). The

quenceg, along with their probabilities, that could Second is a small collection of short stories named
have generate®. We take the sequence associated\kuko Ife Nke Ndi Igho” (Green and Onwua-

fer to the former as “Juo” and the latter as “Adai

4 Evaluation hereafter. We generated the OCR data using a com-
~_mercial English OCR systefhJuo image files were
We evaluate our work on OCR post-processing igenerated by scanning 600dpi laser printer output at
a number of scenarios relevant for NLP, 'ndUd'”%OOdpi resolution. Akko image files were gener-
creation of new OCR capabilities for low densityated by scanning pho'toéopies from the bound hard-
languages, improvement of OCR performance 1oL, at 300dpi. Figure 2 provides a small excerpt
a native comme_rC|aI system, a_cq_wsmon of kr_‘OWITrom the actual Akko page images used for recog-
edge from a foreign-language dictionary, creation gfision. For both texts, we used the first two thirds for
a parallel text, and machine translation from OCFT’raining and the remaining third for testing.
output. The languages studied include 1gbo, Ce- \ye trained error and language models (EMs and
buano, Arabic, and Spanish. ~ LMs) using the training sets for Juo and Alausep-

For intrinsic evaluation, we use the conventional ately and performed corrections of English OCR
Word Error Rate (WER) metric, which is defined asy ynt using different combinations of these mod-
W ordEdit Distance(C, O) els on both test sets_. Table 1 shows the results for

WordCount(C) the Juo test set while Table 2 presents the results
for Akuko. The relative error reduction ranges from

“Ignoring errors that result in valid words, lexicon-based30% to almost 80%. The SC error model performs

chunking is always error-free. better than the MC error model under all conditions.
Inversion reverses the direction of the error model, map-—

ping observed sequences to possible ground truth sequences. ®Abby Fine Reader Professional Edition Version 7.0

WER(C,0) =
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Conditions Results Conditions Results

LM Data | EM Data | EM type || WER (%) [ Red. (%) LMData [ EMData [ WER (%) | Red. (%)

Juo Juo MC 8.66 74.18 Juo Juo 3.69 50.34

Juo Akuko MC 15.23 54.59 Juo Akuko 5.24 29.48
Akuko Juo MC 13.25 60.49 Akuko Juo 5.08 31.63
Akuko Akuko MC 19.08 43.11 Akuko Akuko 7.38 0.67

Juo Juo SC 7.11 78.80 Original OCR Output 7.43 -

Juo Akuko SC 11.49 65.74
Akuko Juo SC 13.42 59.99 Table 3:Post-correction WER for trained OCR system on Juo
Akuko Akuko SC 18.92 43.59

Original OCR Output 35.44 -

ing Juo as the source, we trained the commercial
OCR system manually on Igbo characters, result-
ing in a 7.43% WER on Juo without postprocess-
ing.2 Note that this is slightly higher than the 7.11%

Table 1:Post-correction WER for English OCR on Juo

Conditions Results ] . :

LM Data | EM Data | EM type || WER (%) | Red. (%)| WER achieved using an English OCR system to-
Juo Juo MC 21.42 36.33 gether with our post-processing model. We used a
Juo Akuko MC 18.08 46.25 6-gram LM, and a SC EM with error limit of 5. Ta-

Akuko Juo MC 2151 36.06 bl h hat b ina the l1ab ined

Akuko | Akuko MC 1816 76.02 e 3 shows that by post-processing the Igbo-traine
Juo Juo SC 19.92 40.78 OCR system, we reduce the word error rate by 50%.
Juo Akuko SC 16.49 50.98

Akuko Juo SC 19.92 40.78 4.2 Cebuano: Acquiring a Dictionary

Akuko Akuko SC 16.40 51.25

Original OCR Output 33.64 - Cebuano is a language spoken by about 15 million

people in the Philippines, written in Latin script.

Table 2:Post-correction WER for English OCRon A The scenario for this experiment is converting a

Cebuano hardcopy dictionary into electronic form,

This is due to the fact that MC requires more trainzg in DARPA's Surprise Language Dry Run (Oard,

ing data than SC. Furthermore, most of the errors i2‘003). The dictionary that we used had diacritics,

the data did not require many-to-many operationgrobably to aid in pronunciation. The starting-point
Results in Tables 1 and 2 are for 6-gram languagg§cRr data was generated using a commercial OCR

model and error limit of 5; corresponding 3-gramsystem? The fact that the tokens to be corrected

error rates were 1% to 2% (absolute) higher. come from a dictionary means (1) there is little con-
The best correction performance is achieved whegxt available and (2) word usage frequencies are not
both the EM and LM training data come from theyeflected. Character-based models may be affected

same source as the test data, almost doubling tR¢ these considerations, but probably not to the ex-
performance achieved when they were from a difrent that word-based models would be.

ferent sourcé. Note that the amount of training data  Taple 4 shows WER for Cebuano after post-

is small, four to eight pages, so optimizing perforprocessing. Theizecolumn represents the number
mance via manual entry of document-specific traingf gictionary entries used for training, where each
ing text is not unrealistic for scenarios invoIvingen»[ry consists of one or more Cebuano words. As
long documents such as books. can be seen from the table, our model reduces WER
4.1.1 Using a Trainable OCR System substantially for all cases, ranging from 20% to 50%

| dditi | . ith lab tound th relative reduction. As expected, the correction per-
n an additional experiment with Igbo, we found thak, e increases with the amount of training data;

post-processing can improve performance SUbStaH()te, however, that we achieve reasonable correction

tially even When an O_CR sy_stem tralneq on Igh erformance even using only 500 dictionary entries
characters is the starting point. In particular, th or training

commercial OCR system used for Igbo experiments

supports user-trained character shape models. Us-®The system trains by attempting OCR on a document and
- asking for the correct character whenever it is not confident.

"There was no overlap between training and test data under °ScanSoft Developer’s Kit 2000, which has no built-in sup-
any circumstance. port for Cebuano.
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Conditions Results Conditions Results

Size [ LM [ EM || WER (%) [ Red. (%) M/S [ LM [ Limit || WER (%) [ Red. (%)

500 3-gram | SC 5.37 33.04 no | 3-gram 2 22.14 10.33

500 3-gram | MC 5.05 37.03 no 6-gram 2 17.99 27.14

500 6-gram | SC 6.41 20.07 yes | 3-gram 2 18.26 26.04

500 6-gram | MC 5.33 33.54 yes | 3-gram 4 17.74 28.15

1000 | 3-gram | SC 5.33 33.54 yes | 5-gram 2 20.74 16.00

1000 | 3-gram | MC 4.63 42.27 Original OCR Output 24.69 -

1000 | 6-gram | SC 5.58 30.42

1000 | 6-gram | MC 4.67 41.77 Table 5:Post-correction WER for Arabic
27363 | 3-gram | SC 4.34 45.89
27363 | 3-gram | MC 4.14 48.38
27363 | 6-gram | SC 455 43.27 guage model performs much better than the 3-gram
27363 | 6-gram | MC || 3.9/ 50.50 model. Interestingly, higher ordergrams perform
Original OCR Output 8.02 - .

worse when we allow word merge/split errors. Note
Table 4:Post-correction WER for Cebuano that for handling word merge/split errors we need to

learn the character distributions within lines, rather
Contrary to the Igbo results, the MC error modefhan within words as we normally do. Consequently,

performs better than the SC error model. And, intel7'0"¢ trgining data _is required for reliab_le param_eter
estingly, the 3-gram language model performs bett&st'mat'on' Handling word merge/split errors im-

than the 6-gram model, except for the largest trairPrO\]fe the performantci, Whlcdh > e)t(ﬁ ecteo]!. Allow-
ing data and MC error model combination. Both dif "9 TEWEr errors per token reduces the pertormance,

ferences are most likely caused by the implication§Ince It is not possible to corre_ct _Words that have
of using a dictionary as discussed above. more character errors than the limit. Unfortunately,

increasing the error limit increases the search space

4.3 Arabic: Acquiring Parallel Text exponentially, making it impossible to use high lim-

We used Arabic to illustrate conversion from hard-!ts' As mentioned in Section 3.2, iterative correction

copy to electronic text for a widely available paral—IS away to address this problem.
lel text, the Bible (Resnik et al., 1999; Kanungo eT44 Extrinsic Evaluation: MT
al., 2005; Oard, 2003). We divided the Bible intoW

. : , hile our post-processing methods reduce WER,

ten equal size segments, using the first segment for L . o .
. . . our main interest is their impact on NLP applica-
training the error model, the first nine segments for. . ;
. tions. We have performed machine translation ex-
the language model, and the first 500 verses from_ .
) . L eriments to measure the effects of OCR errors and

the last segment for testing. Since diacritics are onl

used in religious text, we removed all diacritics. The € post-processing approach on NLP application

. ) erformance.
OCR data was generated using a commercial ArE: . : -
bic OCR system® Note that this evaluation differs . For Arabic, we trained a statistical MT system us

. ing the first nin ions of the Bibl . The lan-
from Igbo and Cebuano, as the experiments Weregt e first nine sections of the Bible data. The Ia

performed using an existingative OCR system. It guage model is trained using the CMU-Cambridge

also allowed us to evaluate chunking, as Arabic dat:gdk't and the translation model using the GIZA++

) oolkit (Och and Ney, 2000). We used the ReWrite

has far more word merge/split errors compared t .
ecoder (Germann, 2003) for translation.

Igbo and Cebuano.

. BLEU scores for OCR, corrected, and clean text

Table 5 shows the correction performance for : )
. . " o were 0.0116, 0.0141, and 0.0154, respectively. This

Arabic under various conditions. THamit col-

. ; establishes that OCR errors degrade the performance
umn lists the maximum number of errors per to-

o of the MT system, and we are able to bring the per-

ken allowed and th&1/S column indicates whether y g P
) : formance much closer to the level of performance
correction of word merge/split errors was allowed, : )
on clean text by using post-processing. Clearly the

We achieve significant reductions in WER for Ara- : ] )
BLEU scores are quite low; we are planning to per-

bic. The first two rows show that the 6-gram lan; . . .
form experiments on Arabic using a more advanced

195akhr Automatic Reader Version 6.0 translation system, such as Hiero (Chiang, 2005).
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[ MT System | Input Text [ BLEU Score | component of character recognizers. Their model

Systran OCR 0.2000 can be used as the source model for our method.

Systran Corrected 0.2606 - T . .

Systran Clean 03188 Since it is a variable length model, it can allow us

ReWrite OCR 0.1792 to handle higher ordes-grams.

ReWrite | Corrected| 0.2234 A script-independent OCR system is presented by

ReWrite Clean 0.2590 . .

Natarajan et al. (2001). The system is evaluated

Table 6:Spanish-English translation results on Arabic, Chinese, and English, achieving 0.5% to

5% CER under various conditions. Since our post-
processing method can be used to reduce the error

In order to test in a scenario with better transFa,[e of a trained OCR system, the two methods can

lation performance, we performed MT evaluation%e combined to better adapt to new languages.

using Spanish. We used a commercial translation Voss and Ess-Dykema (2000) evaluated the ef-
system, Systran, in addition to statistical transla‘uor}.ects of OCR errors on MT in the context of the

More resources being available for this Ianguagﬁ':ALCon project, which combines off-the-shelf OCR
corrected text for Spanish experiments was obtained ’ . )
and MT components to provide crude translations

using our original model that takes advantage of L A L
lexicon (2003). Table 6 shows that scores are muc%r filtering. They report significant degradation in

: ) . translation performance as a result of OCR errors.
higher compared to Arabic, but the pattern of im-_" " .
. o For instance, for the Spanish system, OCR process
provements using post-processing is the same.

reduced the number of words that can be recognized
5 Related Work by the translation module by more than 60%.

There has been considerable research on automagic Conclusions
error correction in text. Kukich (1992) provides a
general survey of the research in the area. Unfole have presented a statistical post-processing
tunately, there is no standard evaluation benchmarkethod for OCR error correction that requires mini-
for OCR correction, and implementations are usumal resources, aimed particularly at low density lan-
ally not publicly available, making a direct compar-guages and NLP scenarios. The technique gains
ison difficult. leverage from existing OCR systems, enabling both
Most correction methods are not suitable fominimal-labor adaptation of systems to new low
low density languages as they rely on lexicongdensity languages and improvements in native OCR
Goshtasby and Ehrich (1988) present a lexicon-frggerformance.
method based on probabilistic relaxation labeling. We rigorously evaluated our approach using real
However, they use the probabilities assigned to iMTCR data, and have shown that we can achieve
dividual characters by the OCR system, which isecognition accuracy lower than that achieved by a
not always available. Perez-Cortes et al. (2000) dérainable OCR system for a new language. For Igbo,
scribe a method which does not have this limitationa very low density language, adapting English OCR
They use a stochastic FSM that accepts the smallesthieved relative error reductions as high as 78%, re-
k-testable language consistent with a representatigelting in 7.11% WER. We also showed that the er-
sample. While the method can handle words not iror rate of a trainable OCR system after training can
its lexicon in theory, it was evaluated using a largde further reduced up to 50% using post-processing,
k to restrict corrections to the lexicon. They reporachieving a WER as low as 3.7%. Post-processing
reducing error rate from 33% to below 2% on OCRexperiments using Cebuano validate our approach in
output of hand-written Spanish names. a dictionary-acquisition scenario, with a 50.5% rel-
In addition to providing alternatives, the litera-ative reduction in error rate from 8.02% to 3.97%.
ture provides complementary methods. Guyon anfvaluation on Arabic demonstrated that the error
Pereira (1995) present a linguistic post-processoate for a native commercial OCR system can be re-
based on variable memory length Markov modelduced by nearly 30%. In addition, we measured the
that is designed to be used as the language modeipact of post-processing on machine translation,
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guantifying OCR degradation of MT performancesabelle Guyon and Fernando Pereira. 1995. Design of a lin-

and showing that our technique moves the perfor- 9uistic postprocessor using variable memory length Markov
9 q. e P models. InProceedings of the ICDAR-9%0lume 1, Mon-
mance of MT on OCR data significantly closer to eal, Quebec, Canada, August.

performance on clean input. See Kolak (forthcom:l'apas Kanungo, Philip Resnik, Song Mao, Doe wan Kim, and

ing) for more details and discussion. Qigong Zheng. 2005. The Bible and multilingual opti-
One limitation of our approach is its reliance on cal character recognition.Communications of the ACM
an existing OCR system that supports the script of 48(6):124-130.
the language of interest. Trainable OCR systen’f%eVi” Knight and Jonathan Graehl. 1997. Machine translitera-
. . . tion. In Proceedings of the ACL-9Radrid, Spain, July.
are the only option if there is no OCR system that

; : . P kan Kolak, William Byrne, and Philip Resnik. 2003. A
supports the script of interest; however, training al generative probabilistic OCR model for NLP applications.

OCR system from scratch is usually a tedious and |n proceedings of the HLT-NAACL-DEdmonton, Alberta,
time consuming task. Post-processing can be usedCanada, May.

to reduce the training time and improve recognitiomkan Kolak. forthcoming.Cross-Lingual Utilization of NLP
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