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Abstract

This paper presents an exploratory study that
aims to evaluate the usefulness of back-
translation in Natural Language Generation
(NLG) from semantic representations for non-
English languages. Specifically, Abstract
Meaning Representation and Brazilian Por-
tuguese (BP) are chosen as semantic repre-
sentation and language, respectively. Two
methods (focused on Statistical and Neural
Machine Translation) are evaluated on two
datasets (one automatically generated and an-
other one human-generated) to compare the
performance in a real context. Also, several
cuts according to quality measures are per-
formed to evaluate the importance (or not) of
the data quality in NLG. Results show that
there are still many improvements to be made
but this is a promising approach.

1 Introduction

Natural Language Generation (NLG) is the re-
search area that aims to give to the computers the
ability to generate texts in human language from
some underlying representation of information
(Reiter and Dale, 2000). This area has gained rel-
evance in the Natural Language Processing com-
munity and in the industry in the last years.

There are several works and efforts in NLG for
English.1 Recently, shared-tasks focused on NLG
from semantic representations have gained the at-
tention of the NLG community. Thus, several
representations have emerged for attending differ-
ent contexts. For example, the RDF-based rep-
resentation presented by Gardent et al. (2017) in
its WebNLG challenge, the dialog-act-based rep-
resentation presented by Novikova et al. (2016),
and Abstract Meaning Representation (Banarescu
et al., 2013).

1Most of the work may be found at https://aclweb.
org/anthology/sigs/siggen/.

There are not as many works for languages
other than English: in 2018, the first multilin-
gual surface realization was proposed (Mille et al.,
2018). This event proposed two tasks, one focused
on reordering a dependency tree and generating in-
flected words (called shallow track), and the other
one focused on generating sentences from a deep-
syntax representation similar to a semantic repre-
sentation (called deep track). It is important to
note that while NLG methods were evaluated in
corpora for ten different languages in the shal-
low track, the deep track was limited to evalu-
ating NLG methods on three languages (English,
Spanish, and French). The fact that there are less
datasets in the deep track is directly related to the
higher complexity of the conversion compared to
the shallow track, for which a superficial process-
ing (basically order randomization) is sufficient.

Among the efforts to build or adapt seman-
tic representations for non-English languages, it
is possible to cite Abstract Meaning Represen-
tation (AMR) as an example. Although AMR
was not born as an interlingua, several works
have tried to use it in that way to annotate sen-
tences in other languages like Chinese and Czech
(Xue et al., 2014), Italian, Spanish, and German
(Damonte and Cohen, 2018) and Brazilian Por-
tuguese (Anchiêta and Pardo, 2018). Other works
have tried to adapt the English AMR guidelines
to Spanish and Brazilian Portuguese with some
success (Migueles-Abraira et al., 2018; Sobre-
villa Cabezudo and Pardo, 2019). However, most
of these works report a small number of AMR-
annotated sentences (compared to the English cor-
pus) and are restricted to some domains like tales
(“The Little Prince”). To the best of our knowl-
edge, the only AMR-annotated corpus compara-
ble (in terms of size) to the English corpus2 is the

2Available at https://catalog.ldc.upenn.

https://aclweb.org/anthology/sigs/siggen/
https://aclweb.org/anthology/sigs/siggen/
https://catalog.ldc.upenn.edu/LDC2017T10.
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Chinese corpus, containing 10,149 annotated sen-
tences in its first version.3

This difficulty to get large corpora with this kind
of annotation (due to the difficult and expensive
annotation task that it represents) constrains the
development of research in other languages. Con-
sequently, it is difficult to achieve the same perfor-
mance as in English or to replicate state-of-the-art
works.

In general, a strategy to overcome the lack of
corpora is to translate English corpora to non-
English ones. This involves the use of Machine
Translation (MT) systems, leveraging the good
performance obtained by MT systems that work
on English as a source or target language. How-
ever, the quality of the translations depends on
the language pair. Thus, it is important to fil-
ter out some translations according to their qual-
ity. This may be accomplished by applying back-
translation and performing a quality evaluation
(using some quality measures like BLEU or ME-
TEOR) in English. In Machine Translation, Back-
translation consists of translating a target sentence
(in our case, Portuguese) into a source language
(in our case, English).

This approach has shown good performance in
some classification tasks like Sentiment Analy-
sis and Word Sense Disambiguation (Klinger and
Cimiano, 2015; Monsalve et al., 2019). Further-
more, Monsalve et al. (2019) show that despite
the introduction of sentences with low quality (ac-
cording to quality measures), the performance of
the classifiers continues improving. Also, this ap-
proach has been successful in the context of neu-
ral machine translation (Sennrich et al., 2016). In
the case of NLG from semantic representations,
it would be expected that quality is critical since
low-quality sentences may lead to models learn-
ing incorrect language. Additionally, other issues
that may impact the performance of this task are
the translation of the semantic representation and
the alignments between language pairs.

In this context, this paper presents an ex-
ploratory study that aims to evaluate the usefulness
of back-translation in NLG from semantic rep-
resentations for non-English languages. Specif-
ically, AMR and Brazilian Portuguese (BP) are
chosen as semantic representation and language,
respectively. Two methods (SMT-based and NMT-

edu/LDC2017T10.
3Available at https://catalog.ldc.upenn.

edu/LDC2019T07

based) are evaluated on two datasets (one automat-
ically generated and one human-generated) in or-
der to compare the performance in a real context.
Also, several cuts4 according to quality measures
are performed to evaluate the importance (or not)
of the data quality in NLG.

This paper is organized as follows: §2 describes
some work that applied back-translation to pro-
duce corpus in non-English languages. Then, §3
introduces Abstract Meaning Representation (our
target representation) and works performed for
English and non-English languages on it. Our
methodology for generating corpus and the ex-
periments performed are presented in §4. Fur-
thermore, §5 contains the results and a discussion
about the results. Finally, the conclusions and fu-
ture work are presented in §6.

2 Related Work

Several works have proven the usefulness of trans-
lating corpora to increase the dataset size and im-
prove the performance of their models. For ex-
ample, Klinger and Cimiano (2015) used Phrase-
based MT and some quality estimation measures
to build a corpus with the best translations and use
it in Sentiment Analysis. Misu et al. (2012) and
Gaspers et al. (2018) explored back-translation in
Natural Language Understanding systems using
different measures. Misu et al. (2012) showed that
BLEU is not a good quality measure and Gaspers
et al. (2018) used measures from alignments, ma-
chine translation and language models to select the
best sentences to be included in the corpus.

Monsalve et al. (2019) also explored some qual-
ity measures (BLEU and METEOR) to select the
best sentences and build a non-English corpus
for Reading Comprehension and Word Sense Dis-
ambiguation. Among the results, they showed
that despite the introduction of low-quality sen-
tences, the performance is still continually im-
proving. However, their main goal was to get a
well-translated corpus and not to get the best re-
sults in both tasks.

About the tasks that involve language gener-
ation, it is noted that back-translation has been
widely, and successfully, used in neural machine
translation. The aim was to generate synthetic
source sentences to increase the parallel train-
ing dataset (Sennrich et al., 2016; Edunov et al.,

4A cut consists of a set of sentences of the corpus with a
similar quality.

https://catalog.ldc.upenn.edu/LDC2017T10.
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2018). Also, Prabhumoye et al. (2018) applied
back-translation to perform style transfer with
good results.

Concerning the described work, a question
emerges: How can back-translation influence
NLG from semantic representations? It is impor-
tant to note that not only English sentences will
be translated into BP ones, but its corresponding
semantic representations will be translated to han-
dle representations for Portuguese. Thus, several
issues related to alignments may affect the per-
formance (in addition to the quality translation).
The following sections show the influence of back-
translation in NLG.

3 Abstract Meaning Representation

Abstract Meaning Representation (AMR) is a se-
mantic formalism that aims to encode the mean-
ing of a sentence with a simple representation in
the form of a directed rooted graph (Banarescu
et al., 2013). This representation includes in-
formation about semantic roles, named entities,
spatial-temporal information, and co-references,
among other information. AMR-annotated sen-
tences may be represented using logic forms,
PENMAN notation, and graphs (Figure 1).

AMR has gained relevance in the research com-
munity due to its attempt to abstract away from
syntactic idiosyncrasies5 and its wide use of other
comprehensive linguistic resources, such as Prop-
Bank (Palmer et al., 2005).6

The current AMR-annotated corpus for English
contains 39,260 sentences. Some efforts have
been performed to build a corpus for Non-English
languages leveraging the alignments and the paral-
lel corpora that exist and trying to consider AMR
an interlingua (Xue et al., 2014; Damonte and
Cohen, 2018; Anchiêta and Pardo, 2018). Other
works tried to adapt the AMR guidelines to other
languages (Migueles-Abraira et al., 2018; Sobre-
villa Cabezudo and Pardo, 2019).

For Brazilian Portuguese, there are two AMR-
annotated corpora, one automatically built from
the alignments between the sentences of the “The
Little Prince” book in English and Portuguese
(Anchiêta and Pardo, 2018), and the other one that
contains news texts sentences manually annotated

5In Figure 1, there are other possible sentences like “The
man’s description about the mission: a disaster” that could
generate the same representation despite syntactic difference.

6In Figure 1, the frameset “describe-01” belongs to the
PropBank lexical repository.

d / describe-01

m / man m1 / mission d1 / disaster

:ARG1:ARG0 :ARG2

∃ d, m, m1, d1:
instance(d, describe-01) ∧
instance(m, man) ∧
instance(m1, mission) ∧
instance(d1, disaster) ∧
ARG0(d, m) ∧
ARG1(d, m1) ∧
ARG2(d, d1)

(d / describe-01
:ARG0 (m / man)
:ARG1 (m1 / mission)
:ARG0 (d1 / disaster))

(c) Graph format

(a) Logic format (b) PENMAN notation

Figure 1: AMR example for the sentence “The man
described the mission as a disaster”

using an adaptation of the AMR guidelines (So-
brevilla Cabezudo and Pardo, 2019). The lexical
resource used to annotate some concepts in both
corpora was the Verbo-Brasil (Duran and Aluı́sio,
2015), which is analogous to the PropBank lexical
repository.

Concerning the Little Prince corpus, the style of
the sentences reflects a rather unusual genre (tales)
and the vocabulary is restricted to the story. Also,
this corpus only contains 1,527 annotated sen-
tences. In relation to the second corpus, although
annotated sentences belong to news texts, the cor-
pus size is still small, containing 299 annotated
sentences. Besides, only the sentences that con-
tain lexical units found in Verbo-Brasil were anno-
tated, excluding those that are not represented in it.
As a result, the current limitations of the corpora
in terms of genre, size and richness of annotations
hinders the development or adaptation of methods
that target general purpose and semantics-oriented
NLG tasks.

4 Methodology

In order to deal with the lack of corpus in the
AMR-to-Text generation task, firstly, a corpus
generation process was developed to build an
AMR dataset for Brazilian Portuguese (BP) from
an English one. This process involved back-
translation and some MT measures to select the
high-quality BP sentences that are comprised in
the dataset. Secondly, several experiments us-
ing well-known methods for AMR-to-Text gen-
eration were used to evaluate the performance of
each method, measure the influence of the qual-
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ity of the translated sentences, determine the most
useful MT measure to select high-quality BP sen-
tences, and verify if the results obtained with the
translated datasets are comparable with a curated
dataset (gold dataset).

4.1 Corpus generation
The corpus generation was divided in two phases:
the first one focused on filtering and splitting the
original English corpus and the second one fo-
cused on translating the concepts of the AMR
graph according to the alignments between En-
glish and Portuguese tokens in the sentences.7

4.1.1 Corpus Filtering and Splitting
The corpus filtering phase consisted of the follow-
ing steps:

• select the sentences in the English corpus.
This step focused on selecting English sen-
tences which have a similar size to those an-
notated in the BP corpus, i.e., 23 tokens max-
imum. The number of sentences after this
step was 27,464.

• apply the back-translation. This strategy con-
sisted of translating English sentences into
BP sentences and then translating those BP
sentences into English sentences to measure
the quality of the translation in Portuguese
via English (since the Portuguese references
did not exist). To achieve this goal, the Ma-
chine Translation model provided by Google
Translate API was used;8

• evaluate the sentences according to automatic
quality measures. In the same way as Mon-
salve et al. (2019), F9 and METEOR were
used to automatically measure the quality
of the sentences. The quality scores of BP
sentences were calculated applying the qual-
ity measures to their respective English sen-
tences. This generated a dataset for each
quality measure (F and METEOR), where
each instance of each dataset comprised the
BP sentence and its respective quality score,
aiming to define some sets.

7In this work, the LDC2016E25 corpus was used to per-
form all experiments.

8Google Translate API was used due to the good re-
sults obtained in Machine Translation. Eventually, other MT
systems could be used. Available at https://cloud.
google.com/translate/.

9In this work, F measure is defined as the harmonic mean
of BLEU and ROUGE scores.

• define the development and test sets.10 To
achieve this step, firstly, a set of sentences
with a quality higher than the mean plus one
standard deviation of all sentences according
to each quality measure was selected, gener-
ating two sub-sets. Secondly, the sentences
included in the intersection of the sub-sets
were selected in order to filter the highest-
quality sentences. Finally, the development
and test sets were defined as 25% of the sen-
tences in the intersection. In total, 1,073 sen-
tences were used for development and test
sets, respectively.

• define cuts according to quality measures. Fi-
nally, the remaining sentences in the trans-
lated BP datasets were sorted decreasingly
according to each quality measure. Then, five
cuts of 5,000 sentences each were performed
for each quality measure, thus, the first cut
contained the 5,000 best sentences accord-
ing to one quality measure and the last cut
contained the 5,000 worst sentences. Table 1
shows the mean and standard deviation (std)
of each cut for each dataset (for quality mea-
sure). These datasets and cuts constitute the
training set.

Measure 1 2 3 4 5

F
mean 0.92 0.74 0.60 0.32 0.00
std 0.07 0.04 0.04 0.20 0.00

METEOR
mean 0.98 0.58 0.48 0.41 0.30
std 0.03 0.09 0.01 0.01 0.08

Table 1: Statistics of all cuts performed in the AMR
Corpus

4.1.2 Target Corpus Generation
In order to get the AMR-annotated corpus in
Brazilian Portuguese (BP), it was also necessary to
convert the English AMR graphs into Portuguese
ones.

This conversion was performed leveraging the
alignments between English and BP sentences and
the alignments between the English sentences and
the AMR graphs provided by the corpus. Thus,
Fast Align (Dyer et al., 2013) was applied to ob-
tain the alignments between the sentences. Then,

10In this step, both the use of the mean plus one stan-
dard deviation and the 25% of the intersection were used as a
threshold empirically defined.

https://cloud.google.com/translate/
https://cloud.google.com/translate/
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these alignments were used to change the align-
ments (the numbers) in the AMR graph and to re-
place the English concepts by their respective BP
concepts.

It is worth noting that not all concepts in the
AMR graph were changed as some of them were
not aligned in the corpus. Also, some concepts be-
longing to PropBank (PropBank framesets) were
replaced by their corresponding framesets in BP
using Verbo-Brasil (Duran and Aluı́sio, 2015).
PropBank concepts (framesets) that could not be
mapped to Verbo-Brasil framesets were kept in
their English version. In general, 825 of 3,965
framesets were translated, representing 20.81% of
the framesets. All other aligned English concepts
were replaced by their corresponding BP ones in
the sentence-alignments, excepting AMR-defined
framesets, modal verbs, and AMR-defined enti-
ties. Besides, some rules were applied to change
some concepts like ly-adverbs.

Concerning the alignment types, we note that
there were some issues in “1-n” and “n-1” align-
ments. In the case of “n-1” alignments (“n” En-
glish tokens corresponding to 1 BP token), all “n”
concepts were replaced by the same one concept,
and in the case of “1-n” alignments, the one En-
glish concept was replaced by the concatenation of
all “n” BP concepts. Figure 2 shows the pipeline
of the AMR graph translation. Tokens and num-
bers in bold are the ones which were translated.

4.2 Experiments

Experiments were performed using the Statisti-
cal Machine Translation (SMT) and Neural Ma-
chine Translation (NMT) methods provided by
Castro Ferreira et al. (2017) to compare how each
method behaved in the evaluated context.

The SMT method used the same parameters
proposed by Castro Ferreira et al. (2017) and a
5-gram language model trained on the BP corpus
provided by Hartmann et al. (2017). Also, the
AMR graph pre-processing comprised a compres-
sion and a pre-ordering step without delexicaliza-
tion (described as -Delex+Compress+Preorder in
the original paper) as this configuration got one of
the best results.

The NMT method used similar parameters to
Castro Ferreira et al. (2017). The encoder was
bidirectional RNN with GRU, each with a 1024D
hidden unit. Source and target word embeddings
were 300D each and both were trained jointly with

the model. Also, the vocabulary was shared. All
weights were initialized using a Xavier uniform,
which draws samples from a uniform distribution
within a range. The decoder RNN also used GRU
with an attention and a copy mechanism (Bah-
danau et al., 2015).

We applied dropout with a probability of 0.3.
Models were trained using the Adadelta optimizer
with a learning rate of 1.0 and a learning rate decay
of 0.7 every 5 epochs, and mini-batches of size
64. We applied early stopping for model selection
based on accuracy and perplexity scores so that if
a model does not improve on the development set
for more than 25 epochs, training is halted.

Besides, the AMR graph pre-processing was
composed of a delexicalization and a pre-ordering
step without compression (described as +Delex-
Compress+Preorder in the original paper) as this
configuration got one of the best results.

These methods were trained according to two
configurations and evaluated using the automat-
ically generated development set described in
§4.1.1. The two configurations are described as
follows:

• training on each cut described in §4.1.1 in-
dependently. It was expected that the perfor-
mance decreases in each cut as the cut quality
decreases as well.

• training on cut 1 plus each cut included pro-
gressively. At the beginning, the training set
was composed by the cut 1. Then, a lower
quality cut was added to the training set at
each training phase until all the cuts were in-
cluded. The goal of this experiment was to
evaluate how the method performance varied
when lower quality data was inserted into the
training set.

It is worth noting that each configuration was
performed using the cuts generated by F and ME-
TEOR to evaluate the quality measure in the cor-
pus selection task. The test was performed on
the automatically generated test set described in
§4.1.1. In order to compare the results in a
real context, the methods were also evaluated on
the AMR-annotated BP dataset described in §3.
Similar to Castro Ferreira et al. (2017), we used
BLEU (Papineni et al., 2002), METEOR (Lavie
and Agarwal, 2007) and TER (Snover et al., 2006)
as metrics to evaluate fluency, adequacy and post-
editing efforts of the models, respectively.
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Eu   posso   trabalhar   no   meu   tópico   de   pesquisa   atual   .

I   can   work   on   my   current   research   topic   .

0 1

0

32 54 76 98

21 4 53 6 7 8

(p / possible-01~e.1
  :ARG1 (w / work-01~e.2
        :ARG0 (i / i~e.0,4)
        :ARG1~e.3 (t / topic~e.7
              :mod (r / research-01~e.6
                    :ARG0 i)
              :time (c / current~e.5))))

(p / possible-01~e.1
:ARG1 (w / trabalhar-01~e.2

:ARG0 (i / eu-eu~e.4,0)
:ARG1~e.3 (t / tópico~e.5

:mod (r / research-01~e.7,6
:ARG0 i)

:time (c / atual~e.8))))

(a) Alignments between English and Brazilian Portuguese sentences

(b)   Conversion of AMR graph from English to Brazilian Portuguese according to alignments

Figure 2: Pipeline for the translation of the AMR corpus

5 Results and discussion

5.1 Overview
Figures 3, 4, and 5 show the results obtained by
the NMT and SMT approaches using cuts gener-
ated by F and METEOR and evaluated on the de-
velopment, test and gold test sets for each metric
(BLEU, METEOR, and TER). Bars show the re-
sults of the first configuration (each cut indepen-
dently) and lines represent the results of the sec-
ond experiment (training on cut 1 plus each cut
included progressively).

In general, results show that the performance
on development and test sets increased while more
data (no matter that was of lower quality) was in-
corporated (except on the last cut). On the other
hand, the performance decreased when a lower
quality cut was used as training data. Also, results
on the curated test11 (also called gold test) showed
that there are many improvements to perform in
order to achieve similar results to the development
and test sets. In this set, BLEU and TER were the
most affected metrics as values between 0.02 and
0.04 were obtained for BLEU (Figure 3), and 0.73
and 0.92 were obtained for TER (Figure 5).

5.2 Discussion
Quality or Quantity? At first glance, quantity
seemed to be more important than quality. Also,
in the case of NMT, quantity seemed to be still
more important than in the case of SMT. A de-
tail to note is that the increase in the performance
was lower when the latest cuts (with lower qual-
ity) were incorporated into the training set. Be-
sides, the performance decreased when the latest

11The curated test was composed by the manually-
annotated 299 BP sentences.

NMT SMT
Cut 1

NMT SMT
Cut 2

NMT SMT
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NMT SMT
Cut 4
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Cut 5
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0.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14

0.16
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SMT F dev
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NMT F gold-test
NMT Meteor gold-test
SMT F gold-test
SMT Meteor gold-test

Figure 3: BLEU scores

cuts were incorporated in some cases (cut 5 in Fig-
ure 3). Thus, a different analysis is required to
check if the quantity is more important than qual-
ity as the size of the training set could hide some
problems caused by the lower quality cut.

In order to perform this analysis, four training
sets were built. Each training set was composed
by the cut 1 and another different cut (from highest
to lowest quality cuts). Figures 6, 7, and 8 show
the results of this experiment for each metric. Bars
show the results on the development and test sets,
and lines represent the results on the gold test set.

In this case, results on development set did not
show a decrease in performance. However, results
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NMT SMT
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Figure 4: METEOR scores
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Figure 5: TER scores

on test set showed that the performance decreased
when lower quality sets were incorporated (see cut
1 + cut 4 and cut 1 + cut 5 in Figures 6 and 7). In
the case of the gold test set, results showed slight
increases and decreases in performance, hindering
the analysis. Similarly, TER results showed slight

increases and decreases in performance. A pos-
sible explanation to the slight (or no) variation in
the results obtained was that Google Translate API
usually produced good translations, and, although
some translations could show low scores in terms
of F or METEOR, they could be paraphrases or
sentences with synonyms of some words of the
original sentences. Thus, it is expected that in
cases of languages where machine translation sys-
tems present worse performance, this analysis will
show more useful information to select better cuts.

Finally, from a quality perspective, it is impor-
tant to note that it would be useful considering
cuts with higher quality to perform better corpus
analysis. However, another problem emerges in
the context of semantic representations. Align-
ments between English and BP sentences may
not be “1-1” and this could make the correct
generation of semantic representations for some
sentences more difficult. Thus, an interesting
research would consist in evaluating how align-
ments may affect the performance of the methods
in this context.
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Figure 6: BLEU scores for the cut 1 plus the other cuts

What is the best quality measure? Following
the idea that Google Translate API generates
paraphrases or sentences with synonyms of
some words of the original sentence, it would be
expected that METEOR shows better results (due
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Figure 7: METEOR scores for the cut 1 plus the other
cuts
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Figure 8: TER scores for the cut 1 plus the other cuts

to the fact that METEOR considers synonyms
and stems). However, analysing the test set, it
is possible to see that F produced stable and
better results in BLEU and METEOR metrics
(see Figure 6 and 7). In the case of TER, both F

and METEOR produced mixed results (Figure 8).
Besides, in the gold test set, F also produced
better results than METEOR, excepting in the
TER metric (Figure 8).

How is each approach affected? As expected,
SMT outperformed NMT on the three sets in most
cases. In the case of TER, NMT outperformed
SMT on the gold test set (Figure 5). In the case of
development and test sets, the difference between
results was small and decreased while more data
was incorporated into the training set, regardless
of their quality. Also, the tendency of TER values
to vary was lower than for METEOR and BLEU.
On the other hand, it is important to highlight the
greater trend of NMT to increase when more data
was incorporated.

Are the results comparable in curated datasets?
In general, the results in the BP corpus (gold-test
set) were quite worse than in the test and devel-
opment sets for all metrics, excepting METEOR.
Although the METEOR values were low, the dif-
ference between these values and the values ob-
tained in the development and test sets was not
as big (principally considering NMT) as the other
metrics. Also, the values were close to the ones
obtained with the NMT approach in the last cut
(Figure 4).

There were two reasons that we hypothesize
that could lead to these results. Firstly, the number
of words in the gold test set that were not in the
training vocabulary. Even though the BP AMR
corpus and the original AMR corpus were focused
on general domains, it is necessary to analyze
the overlap between them. The other problem
was related to alignment types. There were
several translated sentences in the corpus that
present alignments “1-n”, “n-1”, or “1-n and n-1”
and the generation of their respective semantic
representations presented some issues like the
concatenation between two tokens (token “eu-eu”
in Figure 2). This could generate more sparsity
and decrease the performance of the methods.

6 Conclusions and Future Work

This paper presented an exploratory study that
aimed to evaluate the usefulness of back-
translation in NLG from semantic representations.
The followed pipeline showed how to perform a
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simple back-translation process in an NLG con-
text and this may be applied to any language. Re-
sults showed that quantity is important when Ma-
chine Translation systems are good enough. How-
ever, quality may be critical in the context of low-
resource languages, when translations may be too
poor.

It is worth noting that the selection of cuts to
be included in the training set has to be performed
carefully. In this study, we proposed to analyze the
performance considering 5 cuts and the last cut did
not contribute positively to the performance (due
to the poor quality scores). However, a deep anal-
ysis of the use of cuts may be performed to bet-
ter determine the number of cuts that allow for fil-
tering out the worst instances in order to improve
the performance of the models and provide a high-
quality translated dataset.

On the other hand, there are several improve-
ments to be made to achieve similar results in real
(curated) datasets. It is necessary to analyze the
alignments and out-of-vocabulary words. Thus, a
research direction is to analyse how these issues
affect the NLG task in non-English languages.
Also, we plan to explore the text generation in a
curated dataset as a domain adaptation problem.
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