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Introduction

Welcome to the first Workshop on Commonsense Inference in Natural Language Processing, COIN.

This workshop takes place for the first time and has a focus on research around modeling commonsense
knowledge, developing computational models thereof, and applying commonsense inference methods in
NLP tasks. This includes any type of commonsense knowledge representation, and explicitly also work
that makes use of knowledge bases and approaches developed to mine or learn commonsense from other
sources. Evaluation proposals that explore new ways of evaluating methods of commonsense inference,
going beyond established natural language processing tasks are also of interest for the workshop.

The workshop included two shared tasks on English reading comprehension using commonsense
knowledge. The first task is a multiple choice reading comprehension task on everyday narrations. The
second task is a cloze task on news texts.

Several teams participated in the shared tasks, with 4 teams submitting results for task 1, and one
team submitting results for both tasks. All models are based on Transformer architectures. The best
performing models reach 90.6% accuracy and 83.7% F1-score on task 1 and task 2, respectively.

In total, we received 22 paper submissions (among them 6 shared task papers), out of which 16 were
accepted. All workshop papers are presented as talks, while the shared task papers are presented in
a poster session. In addition, the workshop includes two invited talks on the topics of commonsense
inference and commonsense in question answering.

The program committee consisted of 21 researchers, who we’d like to thank for providing helpful and
constructive reviews on the papers. We’d also like to thank all authors for their submissions and interest
in our workshop.

Simon, Sheng, Michael and Peter
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