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Introduction

Welcome to the First Workshop on Aggregating and Analysing Crowdsourced Annotations for NLP. We
received 16 submissions and we accepted 7 of them. We are excited to also include two invited talks and
one spotlight presentation.

Crowdsourcing, whether through microwork platforms or through Games with a Purpose, is increasingly
used as an alternative to traditional expert annotation, achieving comparable annotation quality at lower
cost and offering greater scalability. The NLP community has enthusiastically adopted crowdsourcing to
support work in tasks such as coreference resolution, sentiment analysis, textual entailment, named entity
recognition, word similarity, word sense disambiguation, and many others. This interest has also resulted
in the organization of a number of workshops at ACL and elsewhere, from as early as “The People’s
Web meets NLP” in 2009. These days, general purpose research on crowdsourcing can be presented
at HCOMP or CrowdML, but the need for workshops more focused on the use of crowdsourcing in
NLP remains. In particular, NLP-specific methods are typically required for the task of aggregating the
interpretations provided by the annotators.

Most existing work on aggregation methods is based on a common set of assumptions: 1) independence
between the true classes, 2) the set of classes the coders can choose from is fixed across the annotated
items, and 3) there is one true class per item. However, for many NLP tasks such assumptions are
not entirely appropriate. For example, sequence labelling tasks (e.g., NER, tagging) have an implicit
inter-label dependence. In other tasks such as coreference the labels the coders can choose from are not
fixed but depend on the mentions from each document. Furthermore, in many NLP tasks, the data items
can have more than one interpretation. Such cases of ambiguity also affect the reliability of existing
gold standard datasets (often labelled with a single interpretation even though expert disagreement is a
well-known issue). This former point motivates the research on alternative, complementary evaluation
methods, but also the development of multi-label datasets.

The workshop aims to bring together researchers interested in methods for aggregating and analysing
crowdsourced data for NLP-specific tasks which relax the aforementioned assumptions. We also invited
work on ambiguous, subjective or complex annotation tasks which received less attention in the literature.

We would like to thank the program committee, all authors and invited speakers, and hope you enjoy the
workshop.

Silviu Paun and Dirk Hovy
November 2019
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Dependency Tree Annotation with Mechanical Turk

Stephen Tratz
CCDC Army Research Laboratory

Adelphi, Maryland 20783 USA
stephen.c.tratz.civ@mail.mil

Abstract

Crowdsourcing is frequently employed to
quickly and inexpensively obtain valuable lin-
guistic annotations but is rarely used for pars-
ing, likely due to the perceived difficulty of
the task and the limited training of the avail-
able workers. This paper presents what is, to
the best of our knowledge, the first published
use of Mechanical Turk (or similar platform)
to crowdsource parse trees. We pay Turkers to
construct unlabeled dependency trees for 500
English sentences using an interactive graph-
ical dependency tree editor, collecting 10 an-
notations per sentence. Despite not requiring
any training, several of the more prolific work-
ers meet or exceed 90% attachment agreement
with the Penn Treebank (PTB) portion of our
data, and, furthermore, for 72% of these PTB
sentences, at least one Turker produces a per-
fect parse. Thus, we find that, supported with
a simple graphical interface, people with pre-
sumably no prior experience can achieve sur-
prisingly high degrees of accuracy on this task.
To facilitate research into aggregation tech-
niques for complex crowdsourced annotations,
we publicly release our annotated corpus.

1 Introduction

State-of-the-art parsing models, which are im-
portant components to countless natural language
processing workflows, are trained using treebanks
of manually annotated parse trees. Unfortunately,
many languages do not have treebanks and even
the treebanks that do exist possess significant lim-
itations in terms of size, genre, style, topic cover-
age, and/or other dimensions. Even the venerable
Penn Treebank (Marcus et al., 1993)—one of the
largest and most widely used treebanks—contains
examples from only a single news source. Ex-
panding existing treebanks or creating new ones
tends to be quite expensive; for instance, the
Prague Dependency Treebank, with over a million

syntactically linked words, cost approximately
$600,000 (Böhmová et al., 2003). In this work, we
explore the use of crowdsourcing both to mitigate
this cost barrier and also because, perhaps more
importantly, it serves as a proof-of-concept for the
case in which only non-experts are available to
produce the parse trees, which is likely to be the
situation for most under-resourced languages. De-
spite the widespread use of crowdsourcing to col-
lect linguistic annotations, there have been few ef-
forts to apply crowdsourcing to parsing—a fact
we believe is largely due to concerns about the
complexity of the task, the training requirements
for the workers, as well as the skillfulness, dili-
gence, and consistency of workers on crowdsourc-
ing platforms such as Mechanical Turk.

This paper presents what is, to the best of our
knowledge, the first use of Mechanical Turk or
similar platform to crowdsource dependency parse
trees. We request 10 annotations for each of 500
trees (250 from the Penn Treebank (PTB) and 250
from Wikipedia) and find that, despite not requir-
ing any form of training, several of the Turkers
who annotate 50 or more PTB sentences achieve at
least 90% attachment agreement with the depen-
dency conversion reference trees. Furthermore,
for 72% of the PTB sentences, at least one Turker
produces a tree that fully matches the reference.
Ultimately, these results establish a baseline for
what people with presumably no prior training can
achieve in performing this challenging task.

2 Approach

To collect dependency tree annotations, we use
Mechanical Turk’s external question HIT (Human
Intelligence Task) functionality. HITs are the basic
unit of work on Mechanical Turk; essentially, they
are questions to be answered, with an associated
monetary reward. In the case of external question
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Figure 1: Screenshot of our annotation interface in the Mechanical Turk sandbox.

HITs, the annotation interface is hosted on an ex-
ternal website, which is embedded on the Mechan-
ical Turk page within an HTML iframe. Each of
our HITs involves constructing an unlabeled1 de-
pendency tree for a single sentence using the an-
notation interface described below. When Turk-
ers submit their work, it goes both to the external
server and to Amazon’s Mechanical Turk website.

2.1 Graphical Annotation Interface
In our annotation interface (Tratz and Phan, 2018),
shown in Figure 1, words are displayed as nodes
and dependencies are displayed as edges between
them.2 Turkers create dependency arcs by drag-
ging and dropping word nodes. Dropping one
node onto another forms a dependency arc be-
tween the two, with the dragged node as the de-
pendent of the latter. While dragging, green circu-
lar dropzones appear to highlight possible attach-
ment sites.

The tool is configured to have all words initially
attached to the dummy root node. The Submit
HIT button becomes operable only when there is
exactly one word connected to the dummy root.
Thus, annotators are required to reattach all but
one of the words.

Annotation guidelines are accessible by click-
ing the Instructions button, which brings up a box
with the instructions that can be opened into a sep-
arate window. Since many Turkers may be reluc-
tant to read wordy guides, our instructions consist
primarily of 55 small example trees.

1We leave labeled dependency trees for future work, as
labeling dependencies (e.g., ‘subject’, ‘object’) could be per-
formed separately from the tree construction.

2Several aspects of the visual layout and styling of our
tool are inspired by TRED (Pajas and Štěpánek, 2008).

2.2 Data
For our Mechanical Turk HITs, we construct a
dataset consisting of 250 sentences from the Penn
Treebank (Marcus et al., 1993) and 250 from The
Westbury Lab Wikipedia corpus (Shaoul, 2010),
each consisting of 10 to 15 alphanumeric tokens.
We ignore Penn Treebank sentences that merely
report changes in earnings figures, prices, etc.,
since these types of sentences are particularly fre-
quent in the Penn Treebank and make for an undi-
verse (and, therefore, uninteresting) sample. With
the Wikipedia data, we filter incomplete and un-
grammatical sentences,3 and sentences with offen-
sive language, heavy use of foreign words, or es-
oteric technical content. We merge various date
expressions (e.g., March 15, 2000) into single to-
kens since these elements can be recognized with
high accuracy using regular expressions.

2.3 HIT configuration parameters
We require that Turkers who work on our HITs re-
side in the USA or Canada, have a 95% or higher
approval rating, and have previously had at least
20 other HITs approved. We pay $0.084 per com-
pleted assignment and request a total of 10 anno-
tations per sentence (from 10 different workers).

2.4 Evaluation
For evaluation, we calculate both the percentage
of words correctly attached (UAS: unlabeled at-
tachment score) and the percentage of trees that

3Many of these errors may be due to the overly aggressive
nature of our sentence splitter.

4In practice, this proved to be rather low for the amount
of time Turkers appear to have been spending, so we gave out
bonuses of $0.20 for most HIT assignments after all assign-
ments were received.
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Worker Trees Penn Treebank Wikipedia
Trees UAS FTM t̃ime Trees UAS FTM t̃ime

W1 177 90 0.921 0.500 53.5 87 0.935 0.552 51
W2 453 223 0.913 0.439 37 230 0.918 0.465 33
W3 499 249 0.906 0.454 44 250 0.907 0.428 41
W4 410 201 0.901 0.443 42 209 0.901 0.407 38
W5 412 194 0.840 0.211 40 218 0.865 0.261 36
W6 450 226 0.796 0.159 45.5 224 0.831 0.228 38.5
W7 411 207 0.774 0.077 54 204 0.792 0.127 47.5
W8 434 211 0.724 0.057 55 223 0.768 0.112 44
W9 119 61 0.724 0.115 34 58 0.708 0.138 35.5
W10 352 178 0.644 0.034 45.5 174 0.688 0.052 39
W11 197 107 0.500 0.000 111 90 0.518 0.000 94
W12 128 59 0.423 0.000 311 69 0.434 0.000 238
W13 379 185 0.228 0.000 48 194 0.245 0.000 46
A1 500 250 0.969 0.712 — 250 1.000 1.000 —

Table 1: Results for the 13 workers (W1–W13) who annotate 50 or more Penn Treebank trees, including the total
number of trees annotated, unlabeled attachment scores (UAS), full tree match rate (FTM), and median time in
seconds (t̃ime) between accepting a HIT and submitting results. For reference, we also include scores for the
primary author (A1).

fully match the reference (FTM: full tree match
rate). In the case of the Penn Treebank sentences,
the reference is the automatic dependency conver-
sion; for the Wikipedia sentences, we use the pri-
mary author’s annotation. A total of 112 Turk-
ers participate; however, most only annotate 1 or
2 sentences, making it difficult to estimate their
aptitude for this task. The 13 workers who anno-
tated 50 or more sentence account for over 88% of
the annotations received. The scores for these 13
most prolific annotators are presented in Table 1,
along with the scores for the primary author (who
is, ideally, representative of an expert annotator)
included as well for comparison.

2.5 Results Discussion

We note a high degree of variation in the quality
of the work of the different annotators. Four of the
more prolific Turkers achieve attachment scores of
90% or higher on the Penn Treebank portion of
the data, but others are unable to reach even 50%
agreement. To examine how the Turkers’ perfor-
mance varies with time, we plot the change to their
overall attachment scores as they perform annota-
tions (see Figure 2). Several annotators, includ-
ing W6, W8, W10, and W11, improve noticeably
early on as they gain experience. A couple anno-
tators (i.e., W2 and W7) show slight decreases in
their scores, which may be due to fatigue. Overall,
there appears to be a very high degree of consis-
tency over time for the individual Turkers.

For 72% of the Penn Treebank sentences, at
least one annotator produces a dependency tree

that fully matches the reference completely. Tak-
ing the Turker-provided tree that best matches the
reference for each of the PTB sentences results in
a set of trees with a 96.8% attachment score, 3257
of 3363 attachments agreeing. Examining the re-
maining 106 disagreements in more detail, we ob-
serve that approximately 13 are due to handling
of business suffixes (e.g., Corp., Co.), at least 8
are due to errors in the reference, and 5 are re-
lated to quantifying adverbs preceding expressions
with numbers (e.g., about 8 %). Many of these
disagreements could be brought into alignment by
tweaking the annotation guide and/or fixing bugs
in the dependency conversion. The remaining er-
rors fall into a wide variety of categories. A sub-
stantial portion are related to phenomena that are
somewhat challenging to represent well with de-
pendency parses, such as gapping, right node rais-
ing, and it extraposition.

In general, the results seem to suggest that
the Wikipedia sentences may be slightly easier to
parse, but, overall, the results are quite similar to
those for the PTB sentences.

3 Related Work

To date, there have been very few efforts to crowd-
source parsing and no efforts, to the best of our
knowledge, to do so directly with a full parse tree
editor like ours other than in small classroom stud-
ies like that of Gerdes (2013).

In what is the most closely related line of
work, researchers build and deploy a Game with
a Purpose (GWAP) (Von Ahn, 2006) called ZOM-

3



Figure 2: Overall unlabeled attachment score on Penn Treebank sentences for the 13 most prolific workers (W1–
W13), calculated as each annotation is received. (Note: Workers do not annotate sentences in the same order.)

BILINGO in order to crowdsource a French tree-
bank (Fort et al., 2014; Guillaume et al., 2016;
Fort et al., 2017). ZOMBILINGO participants, who
are all volunteers, work on one attachment deci-
sion at a time, using the metaphor that the gov-
erning word is devouring the child just as zombies
seek out brains. The participants must complete a
training phase for each dependency relation type
that they work on, and they are unable to proceed
to relations deemed more difficult until they have
demonstrated some skill on less challenging de-
pendency relations.

Another related effort is that of He et al. (2016),
who, in an initial step toward human-in-the-loop
parsing, crowdsource individual attachment anno-
tations by asking annotators multiple choice ques-
tions automatically generated using parse trees
produced by an existing parser. They are able to
achieve some performance gains, including a 0.2
F1 improvement on their in-domain corpus (from
88.1 to 88.3) and a 0.6 F1 improvement on their
out-of-domain corpus (from 82.2 to 82.8).

It is worth noting that there are a number of
ethical concerns regarding the use of Mechanical
Turk, and a variety of articles have been written on
this subject. We refer the reader to a discussion of
these issues by Fort et al. (2011).

4 Conclusion and Future Work

This paper details the first effort to crowdsource
treebanking using Mechanical Turk or similar on-
line crowdsourcing platform. Using our graphical
web-based treebanking tool, we collect 10 depen-
dency parse annotations for each of 500 sentences.
Despite not requiring any training, several of the
annotators achieve attachment scores at or above

90%. Although this may not be of sufficient qual-
ity to train a competitive English parser, it estab-
lishes a baseline for dependency tree annotation
using workers who are presumably non-experts,
demonstrating the potential value that non-experts
can bring to parsing annotation projects. More-
over, treebanks with 90% attachment accuracy
would still be useful for other languages, espe-
cially those with little or no annotated data. To this
end, we plan to investigate whether our approach
will result in comparable accuracy for other lan-
guages, which will likely require recruiting work-
ers outside of Mechanical Turk.

We find that taking the best tree for each of the
250 Penn Treebank sentences results in a dataset
that agrees with the Penn Treebank dependency
conversion on 96.8% of attachments and agrees
with the full dependency tree 72% of the time.
Though unreasonable to assume that any such or-
acle exists, it may be possible to approach this
level of accuracy by employing a multi-step ap-
proach in which workers review and judge the
work of others, similar to the translation crowd-
sourcing efforts of Zaidan and Callison-Burch
(2011). To facilitate research among the greater
community into techniques for aggregating com-
plex crowdsourced annotations, we provide our
annotated dataset at https://github.com/
USArmyResearchLab/ARL_CrowdTree.

Finally, we plan to integrate active learning al-
gorithms that run while the Turkers are annotating.
A query by committee (Seung et al., 1992) frame-
work would be a natural choice—multiple differ-
ent parsing models would learn from the submit-
ted trees and the sentences provided to the anno-
tators would be selected based upon the level of
disagreement between the parsers.
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Word Familiarity Rate Estimation Using a Bayesian Linear Mixed Model

Masayuki Asahara
National Institute for Japanese Language and Linguistics, Japan

masayu-a at ninjal dot ac dot jp

Abstract

This paper presents research on word famil-
iarity rate estimation using the ‘Word List by
Semantic Principles’. We collected rating in-
formation on 96,557 words in the ‘Word List
by Semantic Principles’ via Yahoo! crowd-
sourcing. We asked 3,392 subject participants
to use their introspection to rate the familiar-
ity of words based on the five perspectives of
‘KNOW’, ‘WRITE’, ‘READ’, ‘SPEAK’, and
‘LISTEN’, and each word was rated by at least
16 subject participants. We used Bayesian lin-
ear mixed models to estimate the word famil-
iarity rates. We also explored the ratings with
the semantic labels used in the ‘Word List by
Semantic Principles’.

1 Introduction

Compiling a lexicon is difficult work. In the
lexicography field, there are two main types of
methodology that are utilized to compile lexicons.
One is a corpus-based methodology, which sup-
ports the objectivity of the language resources and
results. This methodology requires large-scale,
balanced corpora to function, which do exist in
several languages; for instance, there are several
corpus databases for the Japanese language, such
as the ‘Balanced Corpus of Contemporary Writ-
ten Japanese’ (Maekawa et al., 2014), the ‘Cor-
pus of Spontaneous Japanese’ (Maekawa et al.,
2000) and the ‘NINJAL Web Japanese Corpus’
(Asahara et al., 2014). In contrast to the corpus-
based lexicography, the intuition-based method is
more rooted in the subjective perspective of the
lexicographer. Nowadays, however, we can per-
form large-scale experiments that gather enough
crowdsourced subjective perspectives to constitute
objective linguistic data on individual words.

Generally, a lexicon covers several layers of lin-
guistic features, such as pronunciation, morpho-
logical information, part-of-speech or word class,

relevant syntactic phenomena, and semantic cat-
egories. In addition, the terms in a lexicon in-
clude additional features that are used in daily
life. One such language resource in Japanese
is the ‘Word Familiarity Rate’, which measures
how familiar people are with a specific word by
NTT1(Amano and Kondo, 1999). However, this
‘Word Familiarity Rate’ experiment was com-
pleted more than twenty years ago, and it is there-
fore possible that the usage and register of words
have changed in the intervening years.

In this study, we construct a word familiar-
ity rate database using entries extracted from
the ‘Word List by Semantic Principles’ (ʰ෼
ኮදʱޠྨ Bunrui goihyo, hereafter WLSP)
(Kokuritsu Kokugo Kenkyusho, 2004). We uti-
lized crowdsourcing to perform a large-scale sub-
jective experiment on 96,557 WLSP entries. We
asked the subject participants to rate the famil-
iarity of words along five perspectives: KNOW,
WRITE, READ, SPEAK, and LISTEN. The qual-
ity of results gathered by crowdsourcing may be
lower than that of results collected in a controlled
experiment; however, the cost of constructing a
crowdsourced study is lower than the cost of con-
ducting an experiment. We utilized a Bayesian lin-
ear mixed model (Sorensen et al., 2016) to allevi-
ate noise in the data.

Our work makes the following contributions to
the literature:

• We compiled a word familiarity rate database
for thesaurus entries.

• We used crowdsourcing via human subject
participants to explore word ratings.

• We introduced a Bayesian linear mixed
model to this type of rate modelling.

1Nippon Telegraph and Telephone Corporation.
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Table 1: Example Entry from the ‘Word List by Semantic Principles’

ʮࡢ೥ʯ ‘Last Year’: 1.1642
Syntactic Semantic Category
Category Top Level Second Level Finest Level
ମ ܎ؔ ؒ࣌ աڈ

Nominal Word Relation Time Past Time
1. .1 .16 .1642

• The word list was taken from the surface
forms of WLSP. This enabled us to con-
nect word familiarity rates with the seman-
tic categories in a thesaurus. Kondo et al.
(2018) produced a correspondence table be-
tween WLSP and UniDic (a lexicon with
morphological information). The morpho-
logical analyser MeCab enabled us to auto-
matically annotate the familiarity rates using
these resources.

• The preceding work introduced the contrast
between character-based (WRITE, READ)
and voice-based (SPEAK, LISTEN) perspec-
tives. We contributed to the literature by
also introducing a new contrast between
production (WRITE, SPEAK) and reception
(READ, LISTEN) perspectives.

The remainder of this paper is organised as
follows. Section 2 presents related work on the
‘Word List by Semantic Principles’ and the ‘Word
Familiarity Rate’ in Japanese. Section 3 displays
the methodology that we used to develop the word
familiarity ratings, namely, crowdsourcing and a
Bayesian linear mixed model. Section 4 evaluates
the results, and Section 5 presents a conclusion
and discusses future research.

2 Related Work

2.1 ‘Word List by Semantic Principles’
The ‘Word List by Semantic Principles’ (෼ྨ
,ኮදޠ WLSP) is one of the major thesauri for
contemporary Japanese. The first version of the
WLSP was released in 1964 by Kokuritsu Kokugo
Kenkyusho (Kokuritsu Kokugo Kenkyusho,
1964), and a newer, expanded version was pub-
lished in 2004 (Kokuritsu Kokugo Kenkyusho,
2004). Its comma separated value (CSV) file of
the expanded version can be used for research
purposes.2

2200,000 yen (+ tax) for commercial use.

The data include more than 90,000 words with
four syntactic categories (nominal word, verbal
word, modifer word, and other) and several hier-
archical semantic levels. The categories are indi-
cated with a one integer digit to the left of a radix
point and with four fractional digits to the right
of the radix point. Table 1 shows an example of
the word ೥ࡢ‘ (Last Year)’, which is assigned a
value of 1.1642. Here, the first ‘1’ presents the
syntactic part, which is referred to as the ‘Nomi-
nal Word’, while ‘1642’ presents the hierarchical
semantic part, as follows: the first digit, ‘.1’, refers
to the top-level semantic category ‘Relation’; the
two digits ‘.16’ refer to the second-level seman-
tic category ‘Time’; and the four digits ‘.1642’ re-
fer to the finest-grained semantic category ‘Past
Time’. These five digits are therefore referred to
as the ‘WLSP number’. The syntactic categories
are 1. Nominal Word, 2. Verbal Word, 3. Modifier
Word, and 4. Other (e.g. Conjunction, Interjec-
tion, Greeting).

We used all the words as the target words to be
annotated for familiarity rates.

2.2 Word Familiarity Rate in Japanese
Preceding work used two methods to estimate the
word familiarity ratings: a word frequency-based
(objective) and a cognitive experiment-based (sub-
jective) method. The Nihongo-no goitokusei
database (Amano and Kondo, 1999) includes both
objective and subjective data for word familiar-
ity ratings. The data were constructed from 14
years of Asahi Shinbun newspaper articles, from
1985 to 1998. They used a morphological anal-
yser, Sumomo, to analyse the articles and split the
sentences into words.

The subjective data are cognitive experiment-
based. The 40 participants rated word familiarity
of three types of stimuli: character-based, voice-
based, and both. The participants were chosen
based on ‘Hyakurakan’ (ඦཏ׽), – a Japanese
proficiency test – to control their linguistic compe-
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tence. The rating score is an integer from 1 (low-
est) to 7 (highest), and the number of target en-
tries is 88,569 of character and voice-based stim-
uli, from 69,084 words. The data gathering was
held from September 1995 to July 1996 in the
NTT institute. Even though the rating environ-
ment was controlled, the estimation of the word
familiarity was based on the average of ratings by
participants. More sophisticated statistical analy-
sis should be utilised for reducing the subject par-
ticipant biases.

3 Methodology

3.1 Design

In this section, we present our methodology for
constructing a word familiarity rate lexicon at low
cost. The word list constitutes 96,557 words taken
from the WLSP. We did not prepare any voice data
(oral pronunciations) for the lexical entries, but we
did cover speech and hearing as two of the follow-
ing five perspectives:

KNOW: how much do you know about the target
word?

WRITE: how often do you write the word?

READ: how often do you read the word?

SPEAK: how often do you speak the word?

LISTEN: how often do you listen to the word?

In this design, we split the judgements between
character-based (WRITE and READ) and voice-
based (SPEAK and LISTEN) judgements and be-
tween production (WRITE and SPEAK) and re-
ception (READ and LISTEN) judgements. The
participants gave five ratings for each factor, rang-
ing from 5 (well known/often used) to 1 (little
known/rarely used).

The rating data were collected not in person but
on a crowdsourcing platform. We used ‘Yahoo!
crowdsourcing’; 3,392 participants judged the
word familiarity rates. The participants checked
a stimulus word and answered rating scores for
KNOW, WRITE, READ, SPEAK, and READ; at
least 16 answers were collected for each word.
The data were gathered on November, 2018. The
data collection, which cost 1,455,494 yen, was
completed within two weeks.

3.2 Model

The collected rating data is biased due to the use
of the particular subject participants, which ne-
cessitates that statistical methods should be used
to resolve the biases. We used a Bayesian linear
mixed model to measure the ratings. The graphical
model used to estimate the ratings is shown in Fig-
ure 3: Nword is the number of words, and Nsubj is
the number of participants; Index i : 1 . . . Nword

is the index of words, and index j : 1 . . . Nsubj is
the index of participants; and y(i)(j) is the rating
of KNOW, WRITE, READ, SPEAK, LISTEN, in
which y is generated by a Normal distribution with
µ(i)(j) and σ, as follows:

y(i)(j) ∼ Normal(µ(i)(j), σ).

Here, the σ is a hyper-parameter of the standard
deviation, and µ(i)(j) is a linear formula of slopes
γ

(i)
subj , slopes γ

(i)
word and an intercept α:

µ(i)(j)=α+γ
(i)
word

+γ
(j)
subj .

The slopes are modelled by a Normal distribu-
tion with the hyper-parameters of µword, σword,
µsubj , σsubj (means and standard deviations):

γ
(i)
word ∼ Normal(µword, σword),

γ
(j)
subj ∼ Normal(µsubj , σsubj).

The word familiarity rates are composed by
γ

(i)
word. On the other hand, the biases of subject par-

ticipants are modelled by γ
(j)
subj . We set the means

µword and µsubj as 0.0 to make the average 0.0; we
also set the standard deviations σword and σsubj as
1.0. We used R and Stan to model the data. We
set an iteration at 5,000 × 4 chains with an initial
warm-up of 100 iterations.

4 Data Analysis

This section describes the qualitative evaluation of
the estimated word familiarity rate data. To eval-
uate the data, we first reviewed the distribution of
the five perspectives and the biases of the subject
participants. Second, we confirmed the top and
bottom 10 words of the estimated values. Third,
we also reviewed the top and bottom 10 categories
by the WLSP’s second semantic category for the
estimated values.
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Figure 2: Estimated Biases for the Subject Participants (γ(j)
subj)

4.1 Distributions
Figure 1 displays the histogram of the estimated
familiarities. The x-axis specifies the word famil-
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Figure 3: Graphical model for the Ratings

iarity rating γ
(i)
word, and the y-axis specifies the fre-

quencies. The five perspectives are distinguished
in the histogram with different colours. As il-
lustrated in Figure 1, KNOW has a higher fa-
miliarity rating than the other perspectives, since
it is the most fundamental perspective. The
character-based perspectives (WRITE and READ)
had lower familiarity ratings than the voice-based
perspectives (SPEAK and LISTEN). Furthermore,
the production perspectives (WRITE and SPEAK)
had lower familiarity ratings than the reception
perspectives (READ and LISTEN).

Figure 2 displays the histogram of the estimated
subject participant biases. The x-axis specifies the
estimated subject participant biases γ

(j)
subj , and the

y-axis specifies the frequencies. The subject par-
ticipant biases are modelled with standard normal
distributions. We should introduce other distribu-
tions for the biases in our future work. We did
attempt to use other distributions in the model;
however, only the standard normal distribution
converged. In future work, we will increase the
amount of rating data and again attempt to use
other distributions.

4.2 Evaluation by Words

In this section, we describe the top (KNOWN) and
bottom (UNKNOWN) 10 words for several per-
spectives.

4.2.1 Known vs. Unknown
First, we reviewed KNOW, which is the most fun-
damental perspective.

Tables 2 and 3 display the top 10 known and un-
known words for the perspective KNOW, respec-

Table 2: The Top 10 Known Words (KNOW)

Words KNOW
શһ all 2.44
࿀ਓ lover 2.44
ཌேʢΑ͋͘͞ʣ next morning 2.44
ୀࣾ͢Δ leave the office 2.38
ձ࠶ reunion 2.38
ຊࣾ headquarters 2.38
ೖࣾ enter a company 2.37
ਓݟ஌Γ͢Δ timid 2.36
Δؼͪ࣋ take away 2.36
ετϩʔ straw 2.36

Table 3: The Top 10 Unknown Words

Words KNOW
͏ͣΈͻ embeded gutter -1.86
ষʢͨ·ͣ͞ʣۄ letter -1.86
ҖʢΈ͍ͭʣྏޚ authority -1.85
៴ʢʹΐ͏ʣ kanji radical -1.85
᯲ঠʢ͓͏͠ΐ͏ʣ
͢Δ

being busy with -1.84

εϑ staple fibre -1.82
᱙໊ valor -1.79
੆ʢ͓͍ͣΓʣڂ sleeveless overgarment

worn by pilgrims
-1.79

Ӊ಺ʢ͏͍ͩʣ the whole world -1.76
࡯ݡ hypothesise -1.75

tively. The known words are ones that tend to be
used in daily social life, while the unknown words
are never or rarely used in Japan. Though we also
analysed the other perspectives {WRITE, READ,
SPEAK, LISTEN}, we omitted tables for the re-
maining four perspectives due to the limited space.

4.2.2 Character-based vs. Voice-based
Next, we surveyed the difference between the
character-based (WRITE/READ) and voice-based
(SPEAK/LISTEN) results by evaluating the values
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Table 4: Character-based Biased Words

Words Ch-Vo
ه্ the abovementioned 3.88
௥৳ postscript 2.65
લड़͢Δ mentioned earlier 2.42
ड़ޙ mention later 2.35
ه description 2.30
લུ dispensing with the pre-

liminaries
2.29

தࡏ enclosed 2.18
Ξϯύαϯυ
ʦˍʧ

ampersand 2.17

۟ಡ఺ punctuation 2.12
Լه the undermentioned 2.00

Ch-Vo: WRITE + READ - SPEAK - LISTEN

Table 5: Voice-based Biased Words

Words Ch-Vo
Ϩδା shopping bag -3.07
ઌͬͪΐ tip -2.65
ͪΐΖ·͔͢ embezzle -2.59
όΠόΠ bye bye -2.59
Ϥʔάϧτ yoghurt -2.52
υϥΠϠʔ dryer -2.47
·Μ·ʦͦͷʙʧ as it is -2.46
ͦΕͰ͸·ͨ see you again -2.42
ඓਫ mucus -2.42
Ͳ͍ͬ͜͠ΐ oof! -2.41

Ch-Vo: WRITE + READ - SPEAK - LISTEN

for (WRITE + READ - SPEAK - LISTEN). The
difference between character-based (WRITE and
READ) and voice-based (SPEAK and LISTEN)
stimuli can be observed in the ‘Nihongo no goi
tokusei’ database. Here, if the value is positive,
the word tends to be used in written language. If
the value is negative, the word tends to be used in
spoken language.

Table 4 shows the positively-valued examples.
These words tend to be used in written documents
or letters. Punctuation-related words ‘Ξϯύαϯ
υ (ampersand)’ and ‘۟ಡ఺ (punctuation)’ also
appeared in the top 10 words. Table 5 shows the
negatively-valued examples. These words tend to
be used in conversations in daily life. The greeting
‘όΠόΠ (bye bye)’ and the interjection ‘Ͳͬ͜
͍͠ΐ (oof!)’ are also observed.

4.2.3 Production vs. Reception
We surveyed the difference between the pro-
duction (WRITE/SPEAK) and reception
(READ/LISTEN) results and evaluated the
(WRITE + SPEAK - READ - LISTEN) values.
This approach is unique because no existing
research has evaluated these perspectives.

The difference between production and recep-

Table 6: Production Biased Words

Words P-R
ໟ؅ capillary tube 0.76
෺৺ʢͿͬ͠Μʣ matterand mind 0.73
ফ٫͢Δ erase 0.73
ឺ૑ߣ adhesive tape 0.72
;ͨͱͤ two years 0.71
༲͛ͳ΂ deep fryers 0.71
ۛӵ͢Δ sing a song 0.71
ͩΔ͍ feel weary 0.69
্ลʢ͏Θ΂ʣ outward appearance 0.68
༓ऐ sequestered 0.66

P-R: WRITE + SPEAK - READ - LISTEN

Table 7: Reception Biased Words

Word P-R
ૹ͢ݕΔ commit someone to

trial
-2.93

ӈཌྷ right wing -2.71
ॻྨૹݕ filing charges -2.69
८͢ۀΔ take a provincial tour -2.59
੢ོڷ੝ Takamori Saigo -2.52
ʢ͕ͭ͞֐ࡴ
͍ɾ͕͍ͤͭʣ

murder -2.52

ࣇֵ໋ revolutionary -2.48
Ӵ͢Δޢ guard -2.47
ࣝऀ well-informed people -2.42
৹࠶ retrial -2.41

P-R: WRITE + SPEAK - READ - LISTEN

tion thus seems to reflect whether or not the word
is used in both mass media and in normal speech.
Table 6 shows the production biased words, which
tend to be technical terms. Some of the subject
participants ʟwork histories (e.g. in the medical
or music fields) explain certain words in Table 6,
such as ‘ໟ؅ (capillary tube)’ and ‘ឺ૑ߣ (adhe-
sive tape)’ or traditional music ‘ۛӵ͢Δ (sing a
song)’. Table 7 shows the reception biased words,
and the negative words ֐ࡴ‘) (murder)’ and ‘ॻྨ
ૹݕ (filling charges)’) are confirmed. The word
‘੢ོڷ੝ (Takamori Saigo)’ also appears as a re-
ception biased word in Table 6, which is the main
character in a TV drama.

4.3 Evaluation by WLSP categories

This section presents our evaluation of the WLSP
categories. We evaluated the results using the sec-
ond level of the semantic category in the WLSP,
which includes two fractional digits to the right of
the radix point (as explained in section 2.1). We
also present the most and least familiar words in
the same WLSP categories.
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Table 8: The Top 10 Known Categories

Category KNOW
3.53 ૬-ࣗવ-ੜ෺ Modifier-Nature-

Creature
1.41

3.17 ૬-ؔ܎-ۭؒ Modifier-Relation-
Space

1.41

2.10 ਅِ-܎ؔ-༺ Verb-Relation-Truth 1.35
3.56 ૬-ࣗવ-਎ମ Modifier-Nature-

Body
1.34

2.56 ༻-ࣗવ-਎ମ Verb-Nature-Body 1.32
2.14 ྗ-܎ؔ-༺ Verb-Relation-Power 1.32
3.35 ૬-׆ಈ-ަΘΓ Relation-Action-Inter

Course
1.32

4.32 ଞ–ݺͼֻ͚ Other-Vocative 1.31
4.31 ଞ–൑அ Other-Judgement 1.29
3.57 ૬-ࣗવ-ੜ໋ Modifier-Nature-Life 1.26

Table 9: The Top 10 Unknown Categories

Category KNOW
3.52 ૬-ࣗવ-ఱ஍ Modifier-Nature-

World
0.13

1.54 ମ-ࣗવ-২෺ Noun-Nature-
Botanical

0.40

1.55 ମ-ࣗવ-ಈ෺ Noun-Nature-Animal 0.64
1.31 ମ-׆ಈ-ޠݴ Noun-Action-

Language
0.66

1.23 ମ-ओମ-ਓ෺ Noun-Subject-Person 0.67
1.42 ମ-ੜ࢈෺-ҥྉ Noun-Product-

Garments
0.68

1.52 ମ-ࣗવ-ఱ஍ Noun-Nature-World 0.70
1.32 ମ-׆ಈ-ܳज़ Noun-Action-Art 0.71
4.50 ଞ-ಈ෺ͷ໐͖

੠
Other-Animal Call 0.72

1.51 ମ-ࣗવ-෺࣭ Noun-Nature-
Material

0.76

4.3.1 Known vs. Unknown
Tables 8 and 9 display the top 10 known and
unknown word categories based on the perspec-
tive KNOW, respectively. As illustrated in Ta-
bles 8 and 9, the known words tend to be modi-
fiers or verbs, while the unknown words tend to be
nouns. The most well-known category is 3.53 (૬-
ࣗવ-ੜ෺: Modifier-Nature-Creature), which in-
cludes gender-related words such as ‘ঁੑత (fem-
inine)’ (KNOW=1.81) and ‘உੑత (masculine)’
(1.71). The least known category is 3.52 (૬-ࣗ
વ-ఱ஍: Modifier-Nature-World), which includes
rarely used words such as ‘ᤲ৚ (bleak)’ (-1.46)
and ‘ቨቨ (big and high)’ (-1.35).

4.3.2 Character-based vs. Voice-based
Figures 10 and 11 display the results for the
character-based biased and voice-based biased
categories, respectively. As shown in these tables,
the nominal action and subject categories tend
to be character-based biased, whereas the voca-

Table 10: Character-based Biased Categories

Category Ch-Vo
1.31 ମ-׆ಈ-ޠݴ Noun-Action-

Language
0.13

1.32 ମ-׆ಈ-ܳज़ Noun-Action-Art 0.11
1.25 ମ-ओମ-ެࢲ Noun-Subject-Public

Private
0.11

1.23 ମ-ओମ-ਓ෺ Noun-Subject-Person 0.10
1.27 ମ-ओମ-ؔػ Noun-Subject-

Organisation
0.10

1.52 ମ-ࣗવ-ఱ஍ Noun-Nature-World 0.09
1.36 ମ-׆ಈ-଴۰ Noun-Action-

Treatment
0.08

2.31 ޠݴ-ಈ׆-༺ Verb-Action-
Language

0.07

1.53 ମ-ࣗવ-ੜ෺ Noun-Nature-
Creature

0.07

3.52 ૬-ࣗવ-ఱ஍ Modifier-Nature-
World

0.07

Ch-Vo: WRITE + READ - SPEAK - LISTEN

Table 11: Voice-based Biased Categories

Category Ch-Vo
4.32 ଞ–ݺͼֻ͚ Other-Vocative -0.59
4.30 ଞ–ײಈ Other-Interjection -0.53
3.56 ૬-ࣗવ-਎ମ Modifier-Nature-

Body
-0.44

2.56 ༻-ࣗવ-਎ମ Verb-Nature-Body -0.43
3.51 ૬-ࣗવ-෺࣭ Modifier-Nature-

Material
-0.42

3.18 ૬-ؔܗ-܎ Modifier-Relation-
Form

-0.33

3.50 ૬-ࣗવ-ࣗવ Modifier-Nature-
Nature

-0.30

3.57 ૬-ࣗવ-ੜ໋ Modifier-Nature-
Creature

-0.29

4.50 ଞ-ಈ෺ͷ໐
͖੠

Other-Animal Call -0.29

1.43 ମ-ੜ࢈෺-৯
ྉ

Noun-Product-Food -0.28

Ch-Vo: WRITE + READ - SPEAK - LISTEN

tive, interjection, modifiers, and animal call cate-
gories tend to be voice-based biased. The highest-
valued character-based category is 1.31 (ମ-׆ಈ-
:ޠݴ Noun-Action-Language), which includes
epistolary words such as ه্‘ (aforementioned)’
(WRITE+READ-SPEAK-LISTEN=3.87) and ‘௥
৳ (p.s.)’ (2.65). The lowest valued voice-based
biased category is 4.32 (ଞ-ݺͼ͔͚: Other-
Vocative), which includes ‘΋͠΋͠ (hello on
phone)’ (-1.75).

4.3.3 Production vs. Reception
Tables 12 and 13 display the results for the pro-
duction biased and reception biased categories,
respectively. Generally, the reception values
(READ, LISTEN) tend to be larger than the pro-
duction values (WRITE, SPEAK). Therefore, the
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Table 12: Production Biased Categories

Category P-R
4.50 ଞ-ಈ෺ͷ໐͖

੠
Other-Animal Call -0.26

2.10 ਅِ-܎ؔ-༺ Verb-Relation-Truth -0.27
4.30 ଞ-ײಈ Other-Interjection -0.29
1.54 ମ-ࣗવ-২෺ Noun-Nature-Botanical -0.30
4.32 ଞ-ݺͼֻ͚ Other-Vocative -0.30
3.52 ૬-ࣗવ-ఱ஍ Modifier-Nature-World -0.32
4.11 ଞ-઀ଓ Other-Conjunction -0.35
1.42 ମ-ੜ࢈෺-ҥྉ Noun-Product-

Garments
-0.35

1.55 ମ-ࣗવ-ಈ෺ Noun-Nature-Animal -0.35
4.31 ଞ-൑அ Other-Judgement -0.36

P-R: WRITE + SPEAK - READ - LISTEN

Table 13: Reception Biased Categories

Category P-R
1.27 ମ-ओମ-ؔػ Noun-Subject-

Organization
-0.62

1.36 ମ-׆ಈ-଴۰ Noun-Action-
Treatment

-0.56

1.35 ମ-׆ಈ-ަΘΓ Noun-Action-
Intercourse

-0.55

1.53 ମ-ࣗવ-ੜ෺ Noun-Nature-Creature -0.54
3.17 ૬-ؔ܎-ۭؒ Modifier-Relation-

Space
-0.54

1.24 ମ-ओମ-੒һ Noun-Subject-Member -0.54
2.35 ಈ-ަΘΓ׆-༺ Verb-Action-Inter

Course
-0.53

2.36 ಈ-଴۰׆-༺ Verb-Action-Treatment -0.53
2.34 ҝߦ-ಈ׆-༺ Verb-Action-Behaviour -0.52
3.14 ૬-ؔ܎-ྗ Verb-Relation-Power -0.52

P-R: WRITE + SPEAK - READ - LISTEN

values for Pro-Rec (WRITE + SPEAK - READ -
LISTEN) become negative, even for the produc-
tion biased categories. The syntactic categories
(excluding nouns, verbs, and modifiers) are pro-
duction biased such as the animal call, interjection,
vocative, and conjunction categories. The other
production biased category is 4.50 (ଞ-ಈ෺ͷ໐
͖੠: Other-Animal Call), which includes words
such as ‘͛Ζ͛Ζ (croak)’ (WRITE+SPEAK-
READ-LISTEN=0.45) and ‘͔ʔ͔ʔ (croak)’
(0.23). The reception biased words refer to the
vocabulary used on the news or in TV show
such as nominal organisation, treatment, or in-
tercourse. The reception biased category with
the highest ranking is 1.27 (ମ-ओମ-ؔػ: Noun-
Subject-Organization), which includes words such
as ‘ްੜ࿑ಇল (Ministry of Health, Labour, and
Welfare)’ (-2.23) and ‘ۚ༥ி (Financial Services
Agency)’ (-2.18).

4.4 Discussions
In this paper, we presented the word familiarity
rating tendencies based on a crowdsourced study.
The character-based (WRITE and READ) /voice-
based (SPEAK and LISTEN) contrasting results
confirm the findings in Nihongo no goi tokusei;
however, in our data, we uniquely observe the con-
trast between the production and reception cate-
gories.

However, we still face the issue of normalis-
ing the ratings. This study ʟs proposed method,
in which the mean and standard deviation are set
to 0.0 and 1.0, respectively, is sufficient when rat-
ing relative values or when arranging ratings in a
certain order. We also calculated the ratings with
γ

(i)
word+µsubj +α; with this calculation, the ratings

can be ranged from 1.0 to 5.0, excluding outliers.
Though the normalization of ratings should be de-
termined by the rating method used, calculating
the value γ

(i)
word is sufficient for most uses.

5 Conclusions

We have presented a Japanese word familiarity
rate database for entries in the WLSP. To do
so, we used crowdsourcing to explore the word
familiarity ratings in terms of five perspectives:
KNOW, WRITE, READ, SPEAK, and LISTEN.
A Bayesian linear mixed model was utilised to es-
timate the ratings. The data 3 and code4 are pub-
licly available. Our future work on this topic is
as follows. In this paper, we modelled the word
familiarity rates and the subject participant biases
with the standard normal distribution. While we
did attempt to model the rates and biases with
other distributions, the MCMC estimation did not
converge. In the future, we hope to perform the
survey on a yearly basis (to enlarge the data size)
in order to model other distributions. We will also
enhance the target word list to include UniDic en-
tries for content words. In addition, we plan to cre-
ate a morphological analyser, which will extract
the word familiarity rates.
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Abstract
Detecting event mentions is the first step in
event extraction from text and annotating them
is a notoriously difficult task. Evaluating an-
notator consistency is crucial when building
datasets for mention detection. When event
mentions are allowed to cover many tokens,
annotators may disagree on their span, which
means that overlapping annotations may then
refer to the same event or to different events.
This paper explores different fuzzy matching
functions which aim to resolve this ambigu-
ity. The functions extract the sets of syntactic
heads present in the annotations, use the Dice
coefficient to measure the similarity between
sets and return a judgment based on a given
threshold. The functions are tested against the
judgments of a human evaluator and a compar-
ison is made between sets of tokens and sets of
syntactic heads. The best-performing function
is a head-based function that is found to agree
with the human evaluator in 89% of cases.

1 Introduction

The extraction of event descriptions from text has
been the subject of many research efforts in the last
decades (Vossen, 2016; Peng et al., 2015; Aguilar
et al., 2014). Downstream tasks such as event
coreference have also been studied (Lu and Ng,
2018, 2017; Araki and Mitamura, 2015). More
specifically, event mention extraction refers to the
task of identifying spans in the text that men-
tion certain real-world events, as well as extract-
ing given features of that mention. For exam-
ple, the sentence “A car bomb exploded in central
Baghdad”, according to the ACE guidelines (noa,
2008), contains a mention of an event of the type
Conflict.Attack.

The difficulties of annotating events have been
extensively discussed. Conceptually, events are
difficult to define, as they are open to interpre-
tation and may be worded in idiosyncratic ways

(Vossen et al., 2018). Poor recall – i.e., human
annotators not consistently recognising that events
occur – is an acknowledged issue in event mention
studies (Mitamura et al., 2015; Inel and Aroyo,
2019). Many datasets work with a fixed set of la-
bels, representing the different semantic categories
an event mention can belong to, but the choice of
labels can be ambiguous. The reliability of such
datasets has therefore been questioned (Vossen
et al., 2018). Despite this ambiguity, annotation
projects usually assume that there is a ground truth
to event extraction, and trust a small number of an-
notators to discover it. Crowdsourcing event anno-
tation can relax the search for a ground truth and
reflect the ambiguity of the task more closely, as
well as provide an implicit consistency-checking
mechanism. (Inel and Aroyo, 2019), for instance,
use crowdsourcing to validate and extend the an-
notations of select event and time datasets.

Another issue is that, as different research
projects design conceptualizations geared to spe-
cific tasks, the resulting data sets are specialized
to a certain degree: they over- or underrepresent
certain genres event types. Models trained on
this data can perform well within that range but
transfer poorly to work with uncurated data in a
real-world context (Araki and Mitamura, 2018).
This relationship between task, dataset and per-
formance has been examined in e.g. Grishman
(2010).

In many event annotation schemas (RED
(O’Gorman et al., 2016), ACE (Peng et al., 2016),
ECB+ (Cybulska and Vossen, 2014), MEAN-
TIME (Minard et al., 2016)), event mention detec-
tion relies on the identification of a single-token
lexical trigger for the event. In “A car bomb ex-
ploded in central Baghdad”, the token exploded is
annotated as the trigger (noa, 2008). The 2014
Knowledge Base Population (KBP) track of the
Text Analysis Conference (TAC) introduced Event
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Nuggets, an event description that allows tagging
multiple tokens as the event trigger. Multi-token
triggers allow annotators to more easily navigate
cases in which multiple words could be chosen
as a trigger, e.g. “hold a meeting”, “serve a sen-
tence”, and they can be continuous or discontinu-
ous (Mitamura et al., 2015).

In this paper event triggers are further general-
ized to comprise entire clauses, encompassing all
arguments to the event, in order to alleviate the
same type of issues we found when annotating
Dutch news text (see Section 3 for a description
of this project). However, using expanded trig-
gers introduces the possibility that annotators may
identify the same events while disagreeing on the
exact span of the event mentions, either through
error or a different interpretation of the mention’s
scope. It is therefore important to monitor the
quality and consistency of annotations. This is
all the more true given the expensive and time-
consuming nature of annotation. Inter-annotator
agreement studies must be conducted carefully to
gauge how human annotators interpret and apply
certain guidelines.

In a consistency study, F-score is measured by
determining in how far different annotators rec-
ognize the same event mentions in a text. When
annotations from both annotators cover the same
span, this is trivial. However, when annotators
annotate the same event but mark different spans,
a fuzzy matching mechanism is necessary to rec-
ognize that both annotations refer to the same
event. In this paper, we explore such fuzzy match-
ing methods and compare two different methods:
matching the similarity between token sets as done
in previous work (Liu et al., 2015), versus relying
on syntactic head sets which are obtained through
parsing. We find that using heads leads to results
that lie closer to the judgment of a human evalua-
tor.

The remainder of this paper is organized as fol-
lows: in Section 2 previous research on evaluating
event mention annotations is described. Section 3
introduces the event dataset and annotation pro-
cedure. Section 4 explains the methodology for
matching annotation pairs and in Section 5, the re-
sults are described. Section 6 concludes this paper
and offers prospects for future work.

2 Related work

Event recognition was introducted as a task in the
ACE program in 2004. Event mention recall was
not evaluated directly; rather, scoring happened on
the level of events rather than event mentions (such
that one event is a bucket of multiple mentions re-
ferring to the same event). A mapping between
gold mentions and system output mentions was a
prerequisite for scoring (Doddington et al., 2004).
The same is true for the Event Mention Detection
(VMD) task in ACE 2005 (National Institute of
Standards and Technology, 2005). The ACE 2005
corpus thereafter became widely used in event de-
tection studies. Because triggers consist of single-
word tokens, testing recall is straightforward. Li
et al. (2013) and Li et al. (2014), for instance, treat
matches as correct if their offsets (span) and event
subtype match exactly. F1 is used to score perfor-
mance overall.

Event nugget detection, and with it event trig-
gers that consist of more than one word, were in-
troduced as a task in the TAC KBP track in 2014.
Liu et al. (2015) proposes a method to evaluate
nugget recall which enables fuzzy matching for
annotations with non-perfectly-overlapping spans.
In this work the Dice coefficient is used to mea-
sure the set similarity between the tokens covered
by each annotation, which turns out to be the same
as F1 score. System mentions are mapped to gold
standard mentions by selecting the gold-system
pair with the highest Dice coefficient score. An
overall matching score is produced by considering
other features of the event annotation. Mitamura
et al. (2015) uses this method to assess the con-
sistency of annotation in the 2014 TAC KBP cor-
pus. This paper uses the same idea and takes the
Dice coefficient to map annotations from different
annotators, but applies it to the sets of heads of
mentions. Additionally, Dice-based methods are
applied to token sets to examine the advantages
of using heads over tokens. However, the triggers
in event nuggets still mostly consist of single to-
kens (Mitamura et al., 2015) and multi-token trig-
gers are kept minimally short. In our task, event
mentions span several tokens by default, making a
straightforward comparison difficult.

3 Dataset and annotations

In this paper we report on the inter-annotator
agreement (IAA) study of an event annotation task
carried out in the framework of the #NewsDNA
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project, a large interdisciplinary research project
on news diversity. To allow for automatic Dutch
event extraction, training data is required and the
objective is to annotate over 1,500 news articles
coming from major Flemish publishers. In a first
phase, 34 articles were annotated by four linguists
to allow for the IAA study. For this paper, 4 addi-
tional articles were annotated and used to evaluate
annotation matching methods.

The articles were annotated with information on
events, entities and IPTC media topics1. Our event
annotations are structurally similar to ACE/ERE
events. The spans are marked and augmented with
information on arguments, type and subtype (fol-
lowing a typology close to that of ACE/ERE), re-
alis properties (polarity, tense and modality) and
prominence (whether the event is a main event of
an article or a background event). As mentioned
before, the focus of this paper lies on the anno-
tation of event mention spans, which can com-
prise entire verbal clauses or nominal construc-
tions. Figure 1 shows an example of a fully-
annotated event mention from the IAA set carried
out in the WebAnno annotation tool (Yimam et al.,
2014).

While annotation guidelines were devised de-
scribing the constraints of annotation as closely as
possible, there is a large gray area in which an-
notators may interpret event span boundaries dif-
ferently. For instance, in Table 1, examples 1
and 2 show cases where annotators disagreed on
including descriptive clauses in the event men-
tion. Matching annotations may also diverge due
to annotation errors; in example 3, a punctuation
mark was annotated by mistake. Consequently,
matching annotations with different spans occur
frequently in the IAA set. When we say two an-
notations match, we mean they intend to mark the
same mention of the event in the text. (This differs
from coreference, which aims to match different
mentions that refer to the same event.) Contrast-
ing with this, there are cases of overlapping anno-
tations which do not refer to the same event, as in
Table 2.

In order to conduct an IAA study, it is necessary
to match the annotation of different annotators cor-
rectly. Such a matching function must mimic hu-
man judgment in finding that the span pairs in Ta-
ble 1 match, but the pair in Table 2 does not. In
this paper, we explore possibilities for matching

1https://iptc.org/standards/media-topics/

these annotations based on set similarity functions
of the syntactic heads of the spans.

4 Matching annotations

In this section, we describe the methods we used to
evaluate different annotation matching functions.
We call a matching function a function that takes
two annotations as input. It returns True if they
match and False if they do not.

4.1 Extracting the syntactic heads of
annotations

We described a need for matching functions that
emulate human judgment. Intuitively, we consider
annotations to match if the “semantic core” of
their constructions agree. Given a pair of annota-
tions like [There were several violations — There
were several violations severe enough to talk
about a breach of confidence], we would roughly
identify “violations” as the core element of the
event described. If two annotations share the
same semantic core, we consider them to match.
Conversely, in the pair [There were several vio-
lations severe enough to talk about a breach of
confidence — a breach of confidence], the seman-
tic cores are different and the annotations do not
match. The “breach of confidence” is not the fo-
cus of the first event mention.

We intuitively correlated the idea of semantic
cores with the syntactic heads of the mention. In
order to derive these syntactic heads, the state-of-
the-art Alpino dependency parser for Dutch was
used (van Noord, 2006). Using these parse trees,
we extracted the set of head tokens from each an-
notation. We define a head token as any token that
has “HD” as a dependency label in its node, or
whose node is a child (directly or not) of a HD
node. In an Alpino parse, the label HD is used
to mark the verb in any verbal construction, the
nominal core of a nominal construction, the prepo-
sition in a prepositional phrase and the core ele-
ments of adverbial groups (van Noord et al., 2018).
Table 2 shows the syntactic heads extracted in this
way from two non-matching annotations. Figure 2
shows a visualization of the syntactic tree obtained
from the same example.2

2Visualized via http://nederbooms.ccl.
kuleuven.be/eng/alpinotree.
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Figure 1: Example of two fully annotated event mentions in the IAA corpus.
Translation: Salah Abdeslam was questioned once again on Wednesday about his complicity in the attacks in Paris,
which took place exactly two years and two days ago.

Annotator A Annotator B
(1) Trump geeft VN kritiek bij eerste speech Trump geeft VN kritiek
Trump criticizes UN during first speech Trump criticizes UN
(2) Er waren herhaaldelijke inbreuken Er waren herhaaldelijke inbreuken die zwaar ge-

noeg zijn om te spreken van een vertrouwens-
breuk

There were several violations There were several violations severe enough to
talk about a breach of confidence

(3) De Amerikaanse president Donald Trump
heeft voor het eerst de Algemene Vergadering van
de Verenigde Naties toegesproken.

De Amerikaanse president Donald Trump heeft
voor het eerst de Algemene Vergadering van de
Verenigde Naties toegesproken

The American president Donald Trump has ad-
dressed the General Assembly of the United Na-
tions for the first time.

The American president Donald Trump has ad-
dressed the General Assembly of the United Na-
tions for the first time

Table 1: Examples of matching overlapping mentions.

4.2 Match function candidates

The matching functions we explore in this paper
score an annotation pair by the set similarity of
their syntactic head sets. At the same time, a se-
ries of functions which use the set similarity of the
token sets is also evaluated in order to test the rel-
ative advantage of using head over token sets, if
any.

The similarity score is defined as the Dice coef-
ficient between the two sets. This is the same mea-
sure used by Liu et al. (2015) to measure the sim-
ilarity between event annotation token sets, and is
equivalent to F1. The Dice coefficient returns a
score between 0 and 1, where 1 equals complete
overlap.

Dice(Si, Sj) =
2|SiSj |
|Si|+ |Sj |

=
2

|Si|/|SiSj |+ |Sj |/|SiSj |

= F1(Si, Sj) =
2

1/P + 1/R

We set various thresholds over this score to
achieve boolean functions. For instance, given an
annotation pair (ai, bi) with a head set Dice co-
efficient of 0.6, a Dice-based matching function
with a threshold of 0.5 will return True, and one
with a threshold of 0.8 will return False. Find-
ing a Dice-based function that emulates human be-
haviour means finding the right threshold at which
the Dice function will maximally agree with the
human evaluator. Note that at a threshold of 0,
a Dice function will always return True, and at
threshold 1 it will return False for anything less
than exact overlap between the sets.

We designed and evaluated two baseline func-
tions and two families of Dice-based functions, for
a total of 40 matching functions:

• A random function that returns True or False
with equal likelihood, which can be consid-
ered a baseline.

• A function which returns True if the tokens
of both annotations match after punctuation
has been removed.
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Annotator A Annotator B
De Amerikaanse president Donald Trump heeft
voor het eerst de Algemene Vergadering van de
Verenigde Naties toegesproken

de Algemene Vergadering van de Verenigde
Naties

The American president Donald Trump ad-
dressed the General Assembly of the United Na-
tions for the first time

the General Assembly of the United Nations

[president, heeft, vergadering, van, verenigde
naties, toegesproken]

[vergadering, van, verenigde naties]

Table 2: Overlapping but non-matching mentions and the sets of their syntactic heads.

Figure 2: Visualization of an Alpino dependency tree used to extract syntactic heads.

• A series of 19 Dice-based threshold functions
which run over the head sets of the annota-
tion pair. Thresholds were chosen from the
range [0, 1] with a step of 0.05 (so the series
of [0.05, 0.1, 0.15, ..., 0.95, 1]).

• The same series of 19 Dice functions operat-
ing over token sets.

4.3 The process of evaluating matching
functions

To test the performance of a matching function,
we compare its output to the judgment of a hu-
man evaluator. To this purpose, four additional
news articles were selected and annotated by the
same four annotators from the IAA set and judged
by an independent human evaluator.3 The goal of

3As we will explain later, there is a negative skew in this
dataset which must be taken into account.

this evaluation is to discover how close the candi-
date fuzzy matching functions we designed come
to matching the judgment of a human evaluator,
and which of these candidates should be applied in
the IAA study proper. In this section, we describe
the actual evaluation process itself which consists
of four phases.

(i) Collecting annotations Given two annota-
tors, A and B, we attempt to match the annota-
tions they made over a given sentence s. That is,
for every pair of partial annotations over s, a hu-
man evaluator judges whether the pair matches or
not; the fuzzy matching functions are run over the
same pair and scored on how they agree with the
human evaluator. Let ai be A’s annotations over s
and bi B’s annotations over s. All pairs of anno-
tations over ai and bi are collected: [a1b1, a1b2,
a1b3, ...]. The Dice coefficient is symmetrical,
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such that the results over (a1b1) are equal to the
results over (b1a1). Accordingly, only one of each
such pairs is included.

(ii) Overlap filter A first filter function checks
the overlap between the two annotated strings in
each pair. If they overlap perfectly, the pair is
counted as a matching pair without going through
human evaluation or fuzzy matching. If they do
not overlap at all, they are counted as not match-
ing. At the end of the first filter, the annotation
pairs are sorted in three sets: OT , the set of per-
fectly overlapping annotations; OP , the set of par-
tially overlapping annotations, and OF , the set of
non-overlapping annotations.

(iii) Human and system evaluations Human
and system evaluation is only performed on OP .
The human evaluator and each fuzzy matching
function judge each pair as matching or not match-
ing. We denote the set of pairs that the human eval-
uator judges as matching to HT when they match
and to HF when they do not. For a given candi-
date matching function C, we obtain similar sets
CT and CF .

(iv) Scoring The judgment of the human eval-
uator is taken as the gold standard answer. Each
function is then scored based on its agreement
with the human evaluation. For a candidate func-
tion C, we count the number of pairs on which
it agrees with the human annotator as nAgr. The
score of a function is the ratio of the number of
agreements over the total number of partially over-
lapping annotations.

nAgr = |HT ∩ CT |+ |HF ∩ CF |
S =

nAgr

|OP |

It reads as a number between 0 and 1, where 1
represents total agreement with the human evalua-
tor.

5 Results

In total, 182 annotation pairs were collected. Ta-
ble 3 summarizes set statistics after phases (i) to
(iii). Of the 182 pairs, 44 overlapped perfectly
and 77 not at all. Of the remaining 61 partially
overlapping pairs, the human annotator counted 44
pairings as false and 16 as true. The negative skew
indicates that most overlapping annotations are not

Set of pairs Count
Total 182
OT 44
OP 61
OF 77
HT 17
HF 44

Table 3: Annotation pair statistics over the four evalu-
ation documents.

Matching function Score
Random match (baseline) 0.43
Punctuation removed (baseline) 0.79
Dice 0.0 (head or token) 0.28
Dice 0.75, 0.8 (head) 0.89
Dice 1.0 (head) 0.79
Dice 0.75-0.90 (token) 0.85
Dice 1.0 (token) 0.72

Table 4: Results of the different matching functions

the same events annotated differently, but simply
mentions of different events that happen to overlap
(e.g. Table 2).

Table 4 reports on the different matching func-
tions (Section 4.2). The reported random score is
the average over three runs, and obtains a score of
0.43. This can be read as agreement with the hu-
man evaluator in 43% of cases. We single out a
few results from the Dice functions. Dice 0.0 on
heads or tokens always returns True and agrees in
28% of cases. Dice 1.0 on tokens always returns
False by definition, since it expects perfect overlap
of token sets but is only run on partially overlap-
ping sets. It scores 0.72. The negative skew in the
dataset is evident in these two results. Dice 1.0 on
heads returns True only if the heads sets of the an-
notation pairs match exactly. It intuitively works
well in cases where there is little diversity in an-
notated spans, and disagreements revolve around
insignificant elements or punctuation marks. It
scores 0.79. As a comparison, we tested a base-
line which return True if the tokens of each an-
notation match exactly after punctuation has been
discarded, which also scores 0.79.

Table 5 gives the scores for Dice functions on
each threshold. The small size of the set prevents
us from tuning the Dice threshold on a separate
development set; we therefore present scores for
all functions. The strictly best-performing func-
tion was found to be Dice on heads with thresh-
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olds 0.75 or 0.8, with a top score of 0.89, indi-
cated in bold in Table 4. The Dice functions on to-
kens plateau between thresholds 0.75 to 0.90 with
a score of 0.85. We therefore found head-based
matching to outperform token-based matching by
4 percentage points.

Since this scoring method omits the judgments
made in the overlap filter phase (phase (ii) in Sec-
tion 4.3), we also calculated a full score which re-
flects the function’s performance if the judgments
of phase (ii) are taken into account as well

SFull =
nAgr + |OT |+ |OF |
|OP |+ |OT |+ |OF |

With this measure, Dice 0.75-0.80 on heads
scores 0.96, and Dice 0.75-0.90 on tokens scores
0.95. The relative advantage of using heads is less
apparent in these measures, since partial matches
constitute only 61 of 182 total annotation pairs. In
other words, about two thirds of pairs are judged
during phase (ii), such that the effect of fuzzy
matching is less pronounced.

Dice threshold On heads On tokens
1.0 0.79 0.72
0.95 0.79 0.80
0.9 0.82 0.85
0.85 0.85 0.85
0.8 0.89 0.85
0.75 0.89 0.85
0.7 0.70 0.84
0.65 0.69 0.84
0.6 0.67 0.85
0.55 0.67 0.74
0.5 0.66 0.54
0.45 0.66 0.51
0.4 0.62 0.44
0.35 0.56 0.44
0.3 0.54 0.39
0.25 0.44 0.36
0.2 0.39 0.31
0.15 0.34 0.31
0.1 0.34 0.28
0.05 0.34 0.28
0.0 0.28 0.28

Table 5: Scores of all Dice functions.

6 Discussion and conclusion

This pilot study evaluated a set of 40 fuzzy match-
ing functions to match event annotations over dif-

ferent annotators for use in consistency studies. In
our corpus, annotations span several tokens by de-
fault, and there is a considerable gray zone where
annotators may mark the same event but disagree
on the exact span. To perform an inter-annotator
study in this context, it is necessary to have fuzzy
matching functions that can determine whether
overlapping annotations match or refer to differ-
ent events. An evaluation set of 182 potentially
matching annotation pairs was devised and func-
tions were tested against the judgment of a human
evaluator.

Our intuition was that matching functions
which leverage the syntactic heads of the annota-
tion, presumed to be the “semantic centers” of the
span, would outperform token-based fuzzy match-
ing methods. Head-based functions were indeed
found to perform best overall, with a score of 0.89
for the Dice 0.75-0.80 functions on heads. There-
fore, we show that the fuzzy matching functions
we devised emulate human judgment more closely
than the baseline, and that functions using syn-
tactic heads perform better than token-based func-
tions. Given these results we will proceed with the
best-performing head-based matching function for
our corpus IAA study.

As future work we wish to conduct a more fine-
grained exploration of the resulting dependency
trees, which could further benefit matching by re-
stricting the concept of syntactic heads. We took
as heads the nodes tagged as “HD” in the depen-
dency tree or the descendants of these nodes; these
include the prepositions in prepositional phrases
and the cores of adverbial groups. Filtering out
these heads would further reduce the head sets of
annotations to essential elements. Additionally,
heads could be limited to nodes appearing in the
top few levels of the tree. Conversely, relying
more on parsing information implies a risk of er-
ror propagation, where errors made in parsing per-
colate into matching. We also wish to investigate
which, if any, impact this has on the results.
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Abstract

The target outputs of many NLP tasks are word
sequences. To collect the data for training and
evaluating models, the crowd is a cheaper and
easier to access than the oracle. To ensure the
quality of the crowdsourced data, people can
assign multiple workers to one question and
then aggregate the multiple answers with di-
verse quality into a golden one. How to aggre-
gate multiple crowdsourced word sequences
with diverse quality is a curious and challeng-
ing problem. People need a dataset for ad-
dressing this problem. We thus create a dataset
(CrowdWSA2019) which contains the trans-
lated sentences generated from multiple work-
ers. We provide three approaches as the base-
lines on the task of extractive word sequence
aggregation. Specially, one of them is an orig-
inal one we propose which models the reliabil-
ity of workers. We also discuss some issues on
ground truth creation of word sequences which
can be addressed based on this dataset.

1 Introduction

For many tasks in NLP area, the target outputs are
word sequences. To train and evaluate the models,
the ground truth in the form of word sequences are
required. Instead of the oracle which is expensive
and has an insufficient number, the crowd which is
cheaper and easier to access is a good alternative
for collecting the gold standard data.

Because the ability of crowd workers is diverse,
to guarantee the quality of the collected data, one
solution is to generate redundant data by assigning
multiple workers to one instance and then aggre-
gate the multiple answers into golden ones. How
to aggregate multiple word sequences with diverse
quality is a research problem. In NLP areas such
as machine translation, although a few evaluation
metrics (Liu et al., 2016) such as BLEU (Papineni
et al., 2002) can use multiple golden answers for

an instance, because the multiple crowdsourced
answers are not golden ones, the aggregation ap-
proach for generating a golden one based on these
crowdsourced answers is indispensable.

In crowdsourcing area, there are many existing
work on answer aggregation for labels (Dawid and
Skene, 1979; Whitehill et al., 2009; Zheng et al.,
2017). Snow et al. (2008) evaluated crowdsourced
label annotations for some NLP tasks and used
majority voting for label aggregation. However,
there is little work on answer aggregation for word
sequences. Nguyen et al. (2017) proposed an ag-
gregation method based on HMM for a sequence
of categorical labels and needs to be improved for
aligning sparse and free word sequences. If treat-
ing a word as a category, there are tens of thou-
sands categories and a sequence only contains a
small number of them. To address the problem
of answer aggregation for word sequences, people
need the datasets which contain multiple word se-
quence answers provided by different crowd work-
ers for one instance. However, we find that most
of the existing datasets in NLP area only contain a
single golden answer for one instance.

In this paper, we create a dataset with several
crowdsourced word sequence collections for the
purpose of solving this problem through a real-
world crowdsourcing platform. It contains the
translated sentences of the target language by mul-
tiple workers from the sentences of the source lan-
guage. The source sentences are extracted from
several existing machine translation datasets. The
raw target sentences in these existing datasets can
be utilized for evaluating the quality of the crowd-
sourced data and the performance of the answer
aggregation approaches. Our exploration study
gives an analysis of worker quality in this dataset.

We provide several approaches on this dataset
for the task of extractive sequence aggregation on
crowdsourced word sequences, which extracts the
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good word sequence from the candidates. One of
them is our original approach which models the
reliability of workers, because worker reliability
is regarded as an important factor in label aggre-
gation approaches (Zheng et al., 2017).

2 Datasets

2.1 Data Collections: CrowdWSA2019

A number of NLP tasks have the target outputs in
the form of word sequences, e.g., machine transla-
tion, text summarization, question and answering
and so on. In different tasks, the properties of the
word sequences, e.g., text length and syntax, can
be different from each other. In this paper, without
loss of generality, we create a dataset1 based on
the machine translation task which uses short and
complete sentences.

To collect the crowdsourced data, we first chose
some collections of raw sentence pairs from the
existing bilingual parallel corpora. The corpora
we utilized are Japanese-English parallel corpora,
i.e., JEC Basic Sentence Data2 (one collection ex-
tracted, named as J1) and Tanaka Corpus3 (two
collections extracted, named as T1 and T2). We
utilized Japanese as the source language and En-
glish as the target language.

We uploaded the sentences in the source lan-
guage (denoted as question) to a real world crowd-
sourcing platform4. We asked the crowd workers
to provide the translations in the target language
(named as answer). Each crowdsourcing micro-
task contained ten random source sentences in ran-
dom order. A worker completed the sentences in a
micro-task each time and can answer several ran-
dom micro-tasks. For the evaluation based on this
dataset, we can utilize the original sentences in the
target language (named as true answer) of these
raw sentence pairs to compare with the crowd-
sourced data and the aggregated word sequences
(named as estimated true answer).

For the quality of the collected data, because
the purpose of creating this dataset is to ver-
ify the word sequence aggregation methods, it
would be better if the answers of word sequences
have diverse quality. The crowd workers on the

1https://github.com/garfieldpigljy/
CrowdWSA2019

2http://nlp.ist.i.kyoto-u.ac.jp/EN/
index.php?JEC%20Basic%20Sentence%20Data

3https://github.com/odashi/small_
parallel_enja

4https://www.lancers.jp/

data #que. #wor. #ans. #apq mmr
J1 250 70 2,490 9.96 0.1423
T1 100 42 1,000 10 0.5929
T2 100 43 1,000 10 0.5791

Table 1: Number of questions, workers and answers.
#apq: average number of Answers Per Question. mmr:
worker-question answer Matrix Missing Rate.

crowdsourcing platform are mainly Japanese na-
tive speakers and non-native speakers of English.
Their English abilities are diverse. In the task de-
scription, we also encouraged the English begin-
ners to join and provide answers so that the col-
lected answers have diverse quality. Note that if
the purpose is collecting high-quality annotation
data for specific NLP tasks such as machine trans-
lation, using experts or native speakers would be
better for improving the data quality.

2.2 Exploration Study

We explore some properties of these collections.
First, Table 1 lists the statistics of the three collec-
tions. Besides the number of questions, workers
and answers, it also shows two measures. #apq
is the average number of Answers Per Question.
It shows the redundancy of the answers. mmr is
the worker-question answer Matrix Missing Rate.
It shows the sparsity of the answers. Our collec-
tions follows the practical scenario, i.e., when the
number of questions is huge, it is impossible that
each worker can answer all questions. The redun-
dancy and sparsity may influence the results of an-
swer aggregation approach. For example, it has
been shown that the performance of some aggre-
gation approaches for categorical labels may de-
grade when the mmr is low (Li et al., 2017).

Second, we show the answer quality in the data.
Figure 1 illustrates the distribution of answer re-
liability by embedding similarity. We measure
the similarity between a worker answer and the
true answer of a question to evaluate the quality.
We use the universal sentence encoder to encode
the sentences (Cer et al., 2018) into embeddings,
and compute the cosine similarity between the em-
beddings of two sentences. The reliability of a
worker is the mean similarity for all answers of
this worker. This reliability of a question is the
mean similarity of all answers of this question.
Both the mean of two types of reliability are in
the range of [0.7, 0.8]. The quality on both T1 and
T2 is higher. One possible reason is that the size
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Figure 1: Answer Reliability by Embedding Similarity
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Figure 2: Answer Reliability by GLEU

of J1 is larger and more low quality workers join
the task, while the high quality workers on a non-
native English crowdsourcing platform is limited.

Figure 2 shows the distribution of answer relia-
bility measured by GLEU (Wu et al., 2016). To be
consistent with the reliability of workers and ques-
tions computed by embedding similarity, we use
the mean of sentence-wise GLEU of all answers
of a worker (question), in contrast to corpus-wise
BLEU measure. In contrast to Figure 1, the qual-
ity on J1 is higher. One possible reason is that the
low quality workers judged by embedding similar-
ity can provide good words or phrases translations
which the GLEU focuses on, but cannot provide
good word orders and syntax on the sentence level
which the DAN (Iyyer et al., 2015) model of uni-
versal sentence encoder considers.

3 Extractive Answer Aggregation

When we obtain multiple answers for a given
question, we need to aggregate them into one an-
swer which can be used as the golden data in the
collected dataset. There are at least two alter-
natives of answer aggregation approaches for the
case of word sequence, i.e., extractive and abstrac-
tive answer aggregation. Extractive aggregation
methods extract the potential optimal one from
multiple worker answers; abstractive aggregation
methods generate a new answer by analyzing and

understanding all of the worker answers. In the re-
search area of crowdsourcing, most of the existing
work of answer aggregation focus on categorical
or numerical labels (Zheng et al., 2017). They es-
timate a pre-defined category or value and thus are
extractive approaches. In this paper, we focus on
the baselines of extractive answer aggregation.

We define question set Q = {qi}i, worker set
W = {wk}k, answer set A = {aki }i,k, true an-
swer set Z = {zi}i and estimated true answer set
Ẑ = {ẑi}i. The answer set of a question is Li; the
answer set of a worker is Vk. The encoder is e(·).
We use cosine similarity for sim computation.

3.1 Sequence Majority Voting

Majority voting is one of the most typical an-
swer aggregation approaches. For the specific
data type of word sequences, we adapt it into
a Sequence Majority Voting (SMV) approach.
For each question, it first estimates the embed-
dings of the true answers by êi = mean(e(Li));
after that it extracts the worker answer ẑi =
argmaxaki

sim(e(aki ), êi) as the true answer.

3.2 Sequence Maximum Similarity

We adapt the method in Kobayashi (2018), which
is proposed as a post-ensemble method for mul-
tiple summarization generation models. For each
question, it extracts the worker answer which has
largest sum of similarity with other answers of this
question. It can be regarded as creating a ker-
nel density estimator and extract the maximum
density answer. The kernel function uses the co-
sine similarity. This Sequence Maximum Simi-
larity (SMS) method can be formulated as ẑi =
argmax

a
k1
i

∑
k1 6=k2 sim(e(ak1i ), e(ak2i )).

3.3 Reliability Aware Sequence Aggregation

Both SMV and SMS do not consider the worker
reliability. In crowdsourcing, worker reliability is
diverse and is a useful information for estimating
true answers. Existing work in the categorical an-
swer aggregation strengthen the influences of an-
swers provided by the workers with higher reli-
ability. Therefore, we also propose an approach
which models the worker reliability, named as Re-
liability Aware Sequence Aggregation (RASA).

The RASA approach is as follows. (1). EN-
CODER: it encodes the worker answers into em-
beddings; (2). ESTIMATION: it estimates the em-
beddings of the true answers considering worker

26



reliability; (3). EXTRACTION: for each question,
it extracts a worker answer which is most similar
with the embeddings of the estimated true answer.

For estimating the embeddings of the true an-
swers, we adapt the CATD approach (Li et al.,
2014) which is proposed for aggregating multiple
numerical ratings. We extend it into our sequence
case by adapting it to the sequence embeddings.
We define the worker reliability as β. The method
iteratively estimates βk and êi until convergence,

βk =
χ2
(α/2,|Vk|)∑
(e(aki )−êi)2

, êi =
∑

βke(a
k
i )∑

βk
, where χ2

is the chi-squared distribution and the significance
level α is set as 0.05 empirically. We initialize êi
by using the SMV approach. SMS does not esti-
mate êi and cannot initialize êi.

3.4 Experimental Results

The evaluation metric is GLEU and the average
similarity between the embeddings of the esti-
mated true answers and the true answers (the orig-
inal target sentences in the corpus) on the all ques-
tions. For the extractive answer aggregation, there
exists theoretical optimal performance. It is the
performance of selecting the worker answer with
largest embedding similarity (or GLEU) with the
true answer. Table 2 lists the results.

First, both SMS and RASA outperform the
naı̈ve baseline SMV. RASA is better than SMV
because it considers the worker reliability. SMS
is better than SMV as it is based on kernel den-
sity estimation which is more sophisticated than
majority voting. Second, SMS performs best on
J1 collection and RASA performs better on T1
and T2 collection. One of the possible reasons
is that J1 has more low quality workers. RASA
tends to strengthen the influences of major work-
ers. The estimated embeddings are near to the an-
swers of “good” workers and the “good” work-
ers are the ones that the embeddings of their an-
swers are near to the estimated embeddings. If
there are many low-quality workers, it is possi-
ble to mistakenly regard a low-quality worker as a
high-quality worker because this worker may pro-
vide more similar answers with other (low-quality)
workers. RASA thus may strengthen the answer
by a low-quality worker. Third, the results on both
embedding similarity and GLEU are consistent.
Forth, in the theoretical optimal results, the qual-
ity of J1 is higher than T1 and T2 on GLUE but
lower on embedding similarity. This observation
is consistent with that in Figure 1 and 2 in Section

data SMV SMS RASA Optimal
J1 0.7354 0.7969 0.7914 0.8853
T1 0.7851 0.8377 0.8451 0.9047
T2 0.7696 0.8288 0.8339 0.8986

(a) Embedding Similarity

data SMV SMS RASA Optimal
J1 0.1930 0.2627 0.2519 0.4990
T1 0.1740 0.2194 0.2296 0.3698
T2 0.1616 0.2170 0.2345 0.3637

(b) GLEU

Table 2: Results of extractive answer aggregation. The
optimal result is the theoretical optimal performance of
the collection for extractive answer aggregation.

2.2. Finally, all methods still cannot be close to
the theoretical optimum. The performance is still
possible to be improved.

4 Conclusion

In this paper, we proposed a dataset for the re-
search of crowdsourced word sequence aggrega-
tion. We also provided three approaches on these
datasets for the task of extractive aggregation for
crowdsourced word sequences. One of them con-
siders the worker reliability. There are some future
work on this topic of answer aggregation.

First, for abstractive answer aggregation ap-
proach, an option is that we can train an encoder-
decoder model to decode the estimated embed-
dings of the true answer into a word sequence
which can be different from worker answers.
Therefore, the abstractive approaches are possible
to reach better results than the optimal results of
the extractive approaches shown in Table 2.

Second, we can collect additional pairwise
comparisons on the preferences of the worker an-
swers by using another round of crowdsourcing
tasks and extract the preferred answers. It is sim-
ilar to a creator-evaluator framework (Baba and
Kashima, 2013). Otani et al. (2016) proposed an
approach for aggregating the results of multiple
machine translation systems with pairwise com-
parisons. The typical approach of aggregating the
pairwise comparison into a rank list was Bradley-
Terry model (Bradley and Terry, 1952); CrowdBT
model (Chen et al., 2013) extended it in crowd-
sourcing settings; Zhang et al. (2016) summarized
more existing work.
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Abstract

Recent advancements in machine reading and
listening comprehension involve the annota-
tion of long texts. Such tasks are typically time
consuming, making crowd-annotations an at-
tractive solution, yet their complexity often
makes such a solution unfeasible. In particu-
lar, a major concern is that crowd annotators
may be tempted to skim through long texts,
and answer questions without reading thor-
oughly. We present a case study of adapting
this type of task to the crowd. The task is to
identify claims in a several minute long debate
speech. We show that sentence-by-sentence
annotation does not scale and that labeling
only a subset of sentences is insufficient. In-
stead, we propose a scheme for effectively per-
forming the full, complex task with crowd an-
notators, allowing the collection of large scale
annotated datasets. We believe that the en-
countered challenges and pitfalls, as well as
lessons learned, are relevant in general when
collecting data for large scale natural language
understanding (NLU) tasks.

1 Introduction

The availability and scale of crowdsourcing plat-
forms today has enabled the collection of large
scale labeled datasets (Negri et al., 2011; Sabou
et al., 2014; Rajpurkar et al., 2016, 2018; Choi
et al., 2018). These datasets facilitate the use
of advanced machine learning methods, which
leverage such vast volumes of labeled data to
achieve state-of-the-art performance on various
tasks. Crowd annotation tasks are typically sim-
ple, short, and easy to explain, making them
well-suited to the typically untrained temporary
workforce. Some examples include named en-
tity recognition (Finin et al., 2010), textual en-
tailment (Mehdad et al., 2010) or generating facts

∗Current affiliation: Intuition Robotics

from text (Wang and Callison-Burch, 2010). Com-
plex tasks are typically broken into smaller, sim-
pler chunks to suit these requirements (Wang et al.,
2013). For example, Zeichner et al. (2012) break
up their evaluation of inference rules into three
simpler sub-tasks, and Scholman and Demberg
(2017) simplify their discourse relation annota-
tion task by casting it as a selection of a connect-
ing phrase from a predefined list. Indeed, GLUE
(Wang et al., 2018), a popular benchmark for NLU
tasks, focuses only on annotations of single sen-
tences or pairs of sentences, which tend to be sim-
pler than those required in longer texts. How-
ever, task decomposition is not always feasible.
As we discuss below, while a relevant decompo-
sition scheme can be defined for our task, it does
not allow performing the task in an effective and
comprehensive way.

We describe the adaptation of a complex label-
ing task to the crowd: identifying claims in spo-
ken argumentative content (for an example, see
Figure 1). This work extends our previous study,
in which annotation was performed by experts
(Mirkin et al., 2018).

Obtaining such labeled data facilitates the de-
velopment of language understanding systems
which listen to speeches and identify claims
therein. This, in turn, can serve as the basic build-
ing block for generating arguments rebutting these
claims, or summarizing an argumentative text into
the main claims made therein. Indeed, this anno-
tation was made in the context of Project Debater,
a system that can hold a debate with humans1,
where rebuttal was based on Argument Mining
(Lavee et al., 2019) and general-purpose claims
(Orbach et al., 2019).

At first glance, simplifying such a task could
seem straightforward. By segmenting speeches

1Demonstrated at Think 2019; https://www.
youtube.com/watch?v=m3u-1yttrVw
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Argumentative speech: We should continue fluoridating public water. Three arguments for this. The first is about why 

putting fluoride in the water is a public good. So recognize that tooth decay is a very serious problem in almost every country in the 
world because there's nothing that can be done to remedy it. People have one set of teeth for their adult life and unfortunately the 
high sugar, high acidity diets that most of us consume in today's world are pretty bad for your teeth. So it's essential that something is 
done to ensure that people don't have dental problems later in life. Water fluoridation is so cheap it's almost free. There are no 
proven side effects, despite billions of dollars spent in europe and america researching this, so I'm just going to throw out what will 
said earlier about the fact that some papers exist means this is unlikely to be safe. The FDA and comparable groups in europe have 
done lots and lots of tests and found that water fluoridation is actually a net health good, that there's no real risk to it. So we think 
that ultimately this is safe and that it has clear proven benefits to preserving your teeth later in life. At that point in the same way that 
we're okay with putting up guardrails on highways even though they might have some marginal cost, because they clearly save 
people's lives we do this thing. Look, maybe water fluoridation doesn't save anyone's life, but it obviously improves their quality of 
life in the long term. Not everyone can afford to have a dentist fluoridate their teeth, not everyone is going to be able to purchase 
these packets, but everyone drinks the tap water so we think that ultimately it's important that everyone has access to fluoride in 
order to preserve their own teeth for later in life. Our second argument is about why we think that it's okay for the government to 
paternalize and to put fluoride into the water. Two reasons. The first is that there's a compelling state interest. In most countries, 
although not my own, the government pays for people's dental health. So in places like britain maybe you have a co pay but 
ultimately if you're low income or going through a difficult time in terms of your job, the state will help you to pay for dentistry. What 
that means is that there's a clear state interest in minimizing the cost of people's visits to the dentist. Because fluoridation reduces 
the rate of cavities which are going to be the most expensive thing to have people get taken care of at the dentist, we tell you that 
ultimately there's a compelling state interest to put fluoride in the water. A couple of cents up front can save thousands of dollars 
later on root canals and other dental surgeries. We think that this compelling state interest is enough of a reason to paternalize. 
Especially because money for health is fungible. Any money that's spent on giving, you know, somebody who has a cavity a new set
of teeth, could have been spent on helping a child with some sort of congenital illness. Ultimately we think it's important that we use 
our money as effectively as possible, that the state is frugal, and fluoridation is certainly that. And the second reason we think you 
can paternalize is because of the third party harms of not doing so. It may be true that adults can make a choice about whether or 
not to put fluoride in their water, but children really can’t. They can only drink the water that they're given. At that point we think 
that children who can't choose to consent into this would be doing a lot of damage to their teeth and not rectifying it by using
fluoride and ultimately they would suffer in the long term. We think the state needs to intervene to protect them. The third reason 
we think that we should put fluoride in the water is that it's not an undue burden on anyone. Will tries to tell you that it's unrealistic 
to ask people who don't want fluoride to drink bottled water. But I think it's an undue burden to ask everybody who wants healthy 
teeth to go out and buy fluoride so that a couple of hippies don't have to have fluoride in their water. This cuts both ways. We think 
that at the end of the day, bottled water, in the US at least, is so cheap it's almost free if you buy it in bulk. At that point we don't 
think it's an undue burden that the tiny minority of people who don't want fluoride have to spend a few dollars every week on water. 
So at the end of the day we think it's clear that the state should continue to fluoridate water. Thank you.

Topic: We should end water fluoridation

Potential claims:
1. Fluoridation is effective
2. Fluoridation is a great health 

achievement
3. Water fluoridation is critical 

for children
4. Fluoridation is safe
5. Water fluoridation is safe and 

important to dental health
6. Fluoridation of water is 

extremely beneficial for 
citizens, especially children

7. Fluoridation was a worthy 
project to improve the health

8. Water fluoridation is a safe 
and effective public health 
measure

9. Fluoridated water is safe
10. Water fluoridation is effective
11. Water fluoridation is safe, 

effective

Figure 1: A full example of the annotation task. Given a controversial topic, an argumentative speech discussing
it, and a list of potential claims (relevant to the topic and of the same stance as the speech), the goal is determining
which claims are mentioned in the speech. To appreciate the difficulty of the task, readers are encouraged to try to
annotate this example themselves. The task is described in more detail in §2.

into sentences, it is possible to present a sin-
gle sentence and a single claim, and ask whether
the claim is made or mentioned in the sentence.
However, this sentence-level setup has three ma-
jor problems. First, there is a large number of
sentence-claim pairs, which makes comprehensive
labeling of all pairs unfeasible, even with crowd-
sourcing. For example, among the 200 speeches
of Mirkin et al. (2018) a typical speech contains
about 30 sentences, and is labeled vs. 4 claims.
Thus, labeling the entire dataset requires labeling
some 24,000 pairs. Second, the goal of the an-
notation process is to provide a fairly comprehen-
sive sample of claims mentioned in speeches (e.g.
for training a classifier), yet such pairs are rare.
Thus, collecting a sizable amount of such pairs
requires labeling a large amount of data. Third,
labeling single sentences obscures their context,
which may, in some cases, change how they are
understood by annotators, thus affecting the col-
lected labels. For example, a claim may not be
explicit in a single sentence, but rather implied by
a section of the speech.

An alternative to this approach is speech-level
labeling – presenting an entire speech along with
the full list of potential claims. This makes com-
prehensive labeling of entire speeches feasible, at

the cost of added time and complexity. Annota-
tion of a single speech takes at least several min-
utes of reading and/or listening, and long lists of
claims often require iterating over the speech mul-
tiple times, since it is hard to memorize its full
content in a single pass. It is tempting for an an-
notator who is not skilled at such tasks to only
glimpse through the long text, rather than read it
carefully. Conversely, a small, skilled workforce
may be able to deal with a task of this complexity,
but large-scale data collection by such a workforce
is impractical.

To overcome these challenges, we suggest com-
bining the advantages of both setups. Namely,
comprehensive labeling of entire speeches using
crowdsourcing. The main issue is to identify and
motivate a reliable, skilled crowd workforce which
is of sufficient size to perform it on a large scale.
Similar works attempted to identify reliable crowd
annotators based on their previous work (Ho et al.,
2013), or other user characteristics like age or edu-
cation (Li et al., 2014). Behavioral patterns during
the task like scrolling and context switching have
also been used to predict user reliability in crowd-
sourcing platforms (Goyal et al., 2018). Here, we
rely on their suitability to our specific task, which
requires unique skills like reading and listening
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comprehension and attention to nuance. During
the annotation process, we monitor several fea-
tures of each annotator (see §4), such as agree-
ment with peers and labeling time, and use them
to evaluate our confidence in their work. Based
on these confidence measures, annotators deter-
mined as unreliable are filtered out, and strong
ones are retained and rewarded. This monitoring
also allowed to identify problems in our task de-
sign, which helped in adjusting it to the crowd.

Lastly, annotations from the two annotation
schemes are compared, using pairs of claim and
speech that were labeled in both (see §5).

The main contributions of this paper are: (i)
Presenting a case study of long texts annotation in
a complex NLU task, using crowdsourcing; (ii) A
detailed description of a mechanism to select an-
notators that are reliable and qualified to the task
using quality control measures taken from their
work on our specific data; (iii) An analysis com-
paring an annotation setup which provides full tex-
tual context, to a simpler setup which obscures
context information from annotators.

2 The annotation task

Listening comprehension over argumentative con-
tent is a new NLU task we recently introduced in
Mirkin et al. (2018). This work included a cor-
responding dataset, annotated by experienced ex-
perts. Following is a description of that annotation
task, which we now aim to adapt to the crowd.

Each annotation unit is presented in the context
of a given controversial topic, such as we should
end water fluoridation. It is comprised of two
parts (see Figure 1): The first is a several-minute
long speech, in which a single speaker is arguing
for or against the given topic. The speeches are
provided in both audio and text, allowing annota-
tors a choice between listening, reading or both.
The second part is a list of claims, potentially rel-
evant to the topic and of the same stance as that of
the speaker. The objective is identifying the subset
of claims mentioned in a given speech. The result-
ing annotation is a set of speech–claim pairs, in
which a pair is considered a positive match if the
claim is mentioned in the speech (otherwise the
pair is considered a negative match).

Specifically, annotators were instructed to con-
sider a claim as mentioned in a speech if the state-
ment ”The speaker argued that <claim>” is true.
This statement can be valid even if the speaker

was stating the claim using a different phrasing or
even if she did not explicitly express the claim, but
merely implied it (see Example 1).

The full annotation guidelines are given in the
Supplementary Materials.

Example 1 (Claim implied from a speech)
Claim: Needle exchange reduces the spread of diseases
Speech: [...] Without the needle exchange program
people are still going to do heroin or other kinds of
drugs anyway with dirty or less safe needles. This does
lead to things like HIV getting transmitted, it leads to
other diseases as well, being more likely to get trans-
mitted [...]

3 Sentence-level annotation

In a sentence-level annotation scheme, the speech
text is first split into sentences2. Then, pairs of
sentence and claim are presented to annotators,
who answer whether the claim is stated in the sen-
tence. Figure 2 shows a screenshot of one annota-
tion unit in this scheme. The questions are short,
which is advantageous for crowdsourcing, and the
collected answers indicate, in addition to whether
a claim was mentioned in a speech, where was it
mentioned, which is potentially important infor-
mation for methods aimed at automatically identi-
fying claims in speeches.

However, this scheme has three major limita-
tions:
– Scalability: Comprehensive labeling of all pos-
sible sentence-claim pairs is not feasible, even for
crowdsourcing. A speech in our data contains,
on average, 28.7 sentences, and has 65.6 claims
which require annotation. This means having
1,882 claim and sentence pairs for each speech,
and sums up to more than 2 million pairs for our
data of 1,127 speeches.

A naive approach for reducing the number of
pairs which require annotation is randomly sam-
pling sentences from a given speech. However,
because claims mentioned in speeches are typi-
cally mentioned only once or twice, such sampling
would likely miss the mentioning sentences.

Another option is detecting sentences which are
semantically similar to the claim, and annotat-
ing those with a high similarity. We tried do-
ing so by using word2vec (Mikolov et al., 2013):
a vector representation for a claim or a sentence
was defined as the weighted-average of the vec-

2Using a manually created transcription of the audio into
text, which includes sentence segmentation.
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Figure 2: A screenshot of one unit within a sentence-level annotation scheme, including one claim-sentence pair.

tor representation of its words (using idf weights
based on Wikipedia). The similarity between a
claim and a sentence was then calculated using
the cosine similarity between their vector repre-
sentations. This increased the fraction of positive
pairs, yet introduced a bias: pairs with definite lex-
ical overlap were selected for labeling, but pairs
where the claim is paraphrased or implicit were
overlooked. Other selection options are possible,
but they would likely introduce bias to the labeling
process for similar reasons.
– Limited context: Deciding whether the claim is
mentioned based on a single sentence can be dif-
ficult for two reasons. First, it is often hard to
fully understand the speaker’s intent when read-
ing a single sentence. The sentence may refer to
previous parts of the speech or contain an incom-
plete train of thought. Second, in many cases, a
speaker clearly conveys a claim, yet it is not ex-
plicitly mentioned in any single sentence. Exam-
ple 2 shows a claim expressed across several non-
consecutive sentences.

Example 2 (Multi-sentence mentioned claim)
Claim: Compulsory voting is undemocratic
Speech: Democracy is about protecting our rights [...]
People have a right to not vote [...] We should respect
literally any reason a person might not want to vote
[...] We should ensure that that person is not penalized
for not voting.

– Noisy negatives: A claim mentioned in one of
the speech sentences implies that it is mentioned
in the speech, yet the opposite is not necessarily
true. A prerequisite to establishing that a claim is
not mentioned in a speech is its annotation as not
mentioned for every speech sentence. Even then,
it is possible that the claim arises from a combina-
tion of multiple sentences, and that when review-
ing the entire speech, it would nonetheless be con-
sidered as mentioned. Thus, negative matches ob-
tained in this scheme are a noisy approximation of

the actual speech–claim negative examples.

4 Speech-level annotation

The above mentioned limitations of the sentence-
level approach suggest that a different setup is de-
sirable. We therefore considered a speech-level
annotation scheme: annotators were provided with
the full speech (text and audio) and a list of at most
20 claims from which they marked those men-
tioned (Speeches with more than 20 claims were
shown more than once). Figure 3 illustrates one
annotation unit in this scheme.

The main advantage of this approach is that
the full context is available to annotators, mak-
ing it easier to decide whether a certain idea was
expressed. In addition, the collected negative
matches are more reliable since annotators access
the entire speech. However, this setup does not
solve the scalability issue. Each unit is consider-
ably more complex, since it requires the careful
evaluation of a long text, while paying attention to
nuances and subtleties. Thus, annotating a large
volume of data in this scheme is even more chal-
lenging, since the common approach for scaling an
annotation, namely the use of crowd, is typically
applied to short, simple tasks.

Next, we experiment with this scheme using 3
different groups of annotators, using four mea-
sures: average pairwise kappa, fraction of high-
agreement pairs, fraction of low-agreement pairs
and fraction of positive pairs.

Average pairwise kappa is defined by first iden-
tifying annotators having at least 5 peers from
their group with more than 20 common answers,
and averaging their Cohen’s Kappa score (Cohen,
1960) with each peer meeting these criteria. Then,
the average over annotators is taken as the mea-
sure for the group. We note that the applicability
of agreement measures like Cohen’s Kappa to the
crowd has been questioned, in particular for tasks
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Figure 3: A screenshot of one unit within a speech-level annotation scheme. The unit contains a full speech (the
full text is not shown due to space constraints) and a list of claims (partially shown).

within the argumentation domain (Passonneau and
Carpenter, 2014; Habernal and Gurevych, 2016).
Yet, while their exact value may be of limited in-
terest, using them comparatively allows us to as-
sess the reliability of results from different set-
tings.

High-agreement and Low-agreement speech–
claim pairs are defined by first defining the label of
a pair as the majority vote of the annotators. If this
majority includes at least 80% the of annotators,
the pair is a High agreement pair. If it includes at
most 60% of annotators, it is a low agreement pair.

The last measure, the fraction of positive-
labeled pairs, is expected to be similar for differ-
ent groups of annotators. Additionally, it provides
information about the usefulness of the collected
data, since a sizable fraction of positive examples
is required to allow the development of algorithms
which automatically detect claims mentioned in
speeches.

4.1 Experts

The first group included highly proficient English-
speakers with previous experience in various NLP
annotation projects done by our team. Each
speech was annotated by five experts.

This step was performed for two reasons: First,
to verify that achieving high confidence annotation
of our data is feasible, by comparing the anno-
tation measures computed here to those reported
in previous similar work which utilized experts.
Second, establishing these measures for the ex-
perts group creates a baseline for comparison to
the measures of crowd-based groups.

Results The Experts column of Table 1 sum-
marizes the annotation statistics and results. The
inter-annotator agreement of the experts group is
0.4, which is comparable yet somewhat lower,
than the value of 0.52 reported in Mirkin et al.
(2018). This could be attributed to the different
nature of our claims, and having a more skewed
data distribution: 20% of our claims are annotated
as mentioned, while in the annotation of Mirkin
et al. (2018) almost 40% of the claims are so.

4.2 General crowd

As mentioned above, despite having annotated a
fairly large number of speech–claim pairs using
experts, their limited pace, and the large volume of
data, make it impractical to annotate the speeches
en-masse in this way. We therefore resorted to the
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Experts Crowd Channel
Num. speeches 397 939 1127
Avg. claims per speech 22.8 27.3 65.6
Num. annotated pairs 9,052 25,634 73,931
Num. annotators 14 211 28
Avg. pairwise kappa 0.4 0.24 0.45
High-agreement pairs 80% 67% 68%
Low-agreement pairs 20% 15% 15%
Positive pairs 20% 17% 25%

Table 1: Speech-level annotation statistics (top) and re-
sults (bottom), comparing the use of 3 different groups
of annotators. The crowd custom channel allowed the
annotation of more than 7 times the amount of data an-
notated by experts, while maintaining quality.

use of the Figure-Eight3 (F8) crowdsourcing plat-
form.

This platform has several built-in quality con-
trol mechanisms. Each annotator has a level, based
on her previous work on the platform. In addi-
tion, it encourages the use of Test Questions (TQs),
questions whose answers are defined by the task’s
designer, and which are included in a preliminary
quiz and in random locations throughout the task.
The accuracy of each annotator is then measured
on the TQs, and only those who maintain a high
accuracy are assigned further questions (those who
do not are denied access and their past work is dis-
carded). While the annotators do not know which
questions are TQs beforehand, once they submit
their answers to one, the F8 platform reveals its
correct answers. This allows annotators to review
and learn from their mistakes, but also to recog-
nize TQs after their answer was processed.

To create TQs for our task, speech–claim pairs
that were unanimously labeled by the experts were
taken, and their selected answer was defined as the
correct answer. Recall that a question in our task
is composed of a speech and a list of claims, and
that one needs to answer, for each claim, whether
it was mentioned in the speech. For TQs, we’ve
set a known answer for only some of the claims
on the list, and ignored answers to the rest. The
annotators’ minimal required accuracy was set to
0.75, and those with the lowest F8 level were de-
nied access. Payment was set to $0.5 per speech,
and each question required seven annotators.

Results Column Crowd in Table 1 shows the
agreement and quality measurements of this ex-
periment. The obtained agreement is low com-

3www.figure-eight.com (formerly CrowdFlower).

pared to expert annotators. Such a significant
difference is surprising given the TQ mecha-
nism, which was expected to keep only annotators
whose answers are consistent with those of the ex-
perts.

Analysis Analyzing the obtained annotations
raised two major issues:
– Implicit claims: Focusing on high-agreement
claim–speech pairs, 91% of the ones annotated
by the crowd were labeled as negative, while
the experts only annotated 37% of of their high-
agreement pairs as such. A deeper look suggested
that a major cause were claims alluded to, but not
explicitly stated, in the speech (see Example 1). It
seemed that while the experts generally agreed on
these cases, the guidelines for the untrained crowd
annotators did not fully convey the goal of this
task. Thus, we changed the annotation labels for
the task from binary to Explicit, Implicit, No men-
tion, and added detailed examples of implicit men-
tions to the guidelines.
– User reliability: Further validation of a random
sample of the data revealed many pairs for which,
despite a high agreement, the label was wrong,
thus raising concerns regarding the reliability of
individual annotators. A possible explanation is
that the TQs were identified by some annotators,
who then made an effort to properly answer only
them. This can happen, for example, when an an-
notator encounters the same TQ twice, or when
annotators share answers to TQs with each other,
if they are working as part of a group. While a
possible solution is increasing the number of TQs
to avoid such repetitions, it is still plausible, espe-
cially for returning annotators who work on mul-
tiple batches of the same task, to see the same TQ
multiple times. Furthermore, it has been shown
that in any quality assurance mechanism that is
based on a fixed set of gold questions, the inher-
ent size limit of the gold set can be exploited by
a group of colluding workers, who can build an
inferential system to detect which parts of the job
are more likely to be gold questions (Checco et al.,
2018).

4.3 Custom crowd

F8 allows manually defining a per-task list of an-
notators who are allowed access to a task, called
a custom channel. To address the reliability is-
sues raised in our analysis, annotators for such a
channel were selected, based on the following per-
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annotator measures:
– Kappa: Average pairwise kappa vs. others as
described above.
– TQ failure: Percentage of incorrectly labeled
speech–claim pairs in TQs. This is a more refined
assessment of the performance of individual anno-
tators than the one provided by the platform, be-
cause the latter considers a TQ as wrong when it
has at least one wrongly marked claim, and we as-
sessed speech-claim pairs in TQs individually.
– Accept rate: Percentage of positively annotated
speech-claim pairs. Extreme values may suggest
that an annotator is not reading carefully, and is
rather choosing the same answer again and again.
– Judgment time: Average annotation time of a
speech. This is an estimate provided by the plat-
form, and it helps to identify extreme outliers,
which do not carefully review the task.
– Max pairwise kappa: The maximal pairwise
kappa measured between an annotator and one of
her peers. A very high agreement between two an-
notators suggests that their answers may be coor-
dinated. It may even be a single person, using dif-
ferent ids to access the same task multiple times.
– Shared IP: Whether the annotator’s IP address
is shared with others doing the same task. Having
the same IP address does not imply a single end-
user, but it rasies the possibility that it is, or that
the end-user is part of a group which may share
answers to TQs.

Using these measures, each annotator is as-
signed a Reliability Level:
– Unreliable: Annotators who meet at least one of
the following conditions: (i) Accept rate < 5% or
> 95%; (ii) Max pairwise kappa > 0.9; (iii) Judg-
ment time < 1 minute; (iv) shared IP is true.
– Low-Quality: Kappa < 0.1 or TQ failure >
50%. These are annotators with low quality of
work but they are not necessarily malicious users.
– Reliable: the rest of the annotators.

The thresholds for the different reliability lev-
els were manually defined after reviewing and
analysing the annotation of workers comparing to
their obtained scores.

To assess the reliability of the general crowd,
these measures were calculated from their annota-
tions, and a Reliability Level was assigned to each
annotator. Of the 211 annotators who took part
in that stage, only 86 were categorized as Reli-
able. Of all 125 Unreliable annotators, 50 were
also considered Low-Quality. It is possible that

the high rate of Unreliable annotators was due to
the complexity of the task which discouraged se-
rious and thorough work, combined with the high
payment which attracted many annotators to try it.

We therefore hand-picked a group of Reliable
annotators who contributed the largest number of
high quality annotations to be included in a custom
channel. By continuing to release in parallel more
tasks to the general crowd, this channel was itera-
tively expanded, knowing such tasks will attract
some Unreliable users, but also more Reliable
ones. Once a task was complete, we calculated
annotator levels, and picked new users from those
identified as Reliable. Answers from other annota-
tors were discarded. At the same time, we released
tasks limited to the custom channel, monitoring
annotator performance using the same method.

Notably, when working with the custom chan-
nel we disabled the built-in TQ mechanism for
two reasons. First, since channel annotators al-
ready proved reliable, the quiz given before each
batch of the task was no longer necessary. Sec-
ond, working with TQs technically requires in-
cluding at least two speeches in every page of the
task shown to the annotators (one speech being the
TQ). Annotators pointed out that having this con-
figuration makes it harder to focus.

To keep a measure of quality, one or two claims
with a known clear answer were embedded as
questions for each speech. For example, such a
claim might be of a stance opposing that of the
speaker, and is thus unlikely to be claimed. We
refer to this quality measure as Hidden Test Ques-
tions (HTQ), since in contrast to TQs, annotators
can’t identify them, and they don’t know when
they erred on them. Annotators only knew their
work was closely monitored; and for our internal
monitoring an HTQ failure measure replaces TQ
failure when assessing the custom channel’s work.

Results After several iterations, we assembled
a group of 28 annotators which achieved simi-
lar agreement to that of the expert annotators (see
column Channel in Table 1), working at a much
higher pace. This was probably due to the group
including twice as many members as the expert an-
notators, as well as not being burdened with other
annotation tasks (at least not by our team). To keep
them motivated, we regularly paid bonuses to an-
notators based on the quantity and quality of their
annotations. The annotators also provided occa-
sional feedback on their experience which helped
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further improve the design of our task.
To demonstrate the resulting annotation, and

to facilitate a basis for algorithms addressing
this claim-detection task, an annotation of the
speeches from Mirkin et al. (2018) will be made
available on our website4.

5 Comparing the annotations

Having constructed the speech-level annotated
dataset, we now revisit our assumption that the
simpler sentence-level annotation cannot capture
the full context required to correctly label claims
in speeches. We compare the annotation of
1,003 claims in 379 speeches via our speech-level
methodology with that of the same claims via our
initial sentence-level scheme. The latter was done
on selected sentences from each speech - those se-
mantically similar to the given claim (see §3).

Table 2 compares labels from both setups.
Sentence-level labels are derived from 5,189
sentence–claim pairs (average of 1.7 sentences per
speech-claim pair), considering a speech–claim
pair positive if the claim was positive in at least
one of the sentences annotated for this speech.

The rate of positive pairs is higher in the speech-
level scheme: 1,024 pairs (20%) were labeled
as positive (explicit or implicit) while only 389
(7.5%) were positive when deriving the label from
the sentence-level scheme. As expected, the ma-
jority (74%) of sentence-level positives were also
considered speech-level positive. Also, 28% of
sentence-level negatives were in fact identified as
speech-level positives, with a high rate of implic-
itly mentioned claims. Analyzing a sample of such
cases suggested that usually the claim can not be
pinpointed to a single sentence, but rather arises
from a combination of several sentences, while it
is also common for the sentence-level annotation
to miss the relevant sentence, when one does exist.

Surprisingly, 102 pairs were labeled as posi-
tive in the sentence-level but were negative in the
speech-level. This is unexpected because a claim
that was mentioned in a single sentence of the
speech was obviously mentioned in it. Analysis
of these pairs revealed that in the majority of them
(78%) the sentence-level label was wrong, that is,
the claim was not mentioned in the suggested sen-
tence. In many cases it seems that the mistake was
due to misinterpretation of the sentence without its

4https://www.research.ibm.com/haifa/
dept/vst/debating_data.shtml

Sent.
Speech Explicit Implicit No mention

Positive 150 137 102
Negative 301 436 1,889

Table 2: A comparison of speech-level labels (Explicit,
Implicit, No mention) to sentence-level based labels: a
Positive claim is one which is positive for least one of
the labeled sentences; a Negative claim is one which
is negative for all labeled sentences. Note that given a
speech, not all of its sentences are labeled, leading to
the label mismatches presented here. For further de-
tails, see §5.

context. This confirms the importance of provid-
ing a broader context in our task.

6 Conclusions and Future Work

We addressed the annotation of claims in argu-
mentative content through crowdsourcing. Due to
its complexity, it is not clear that such annotation
can be decomposed into simpler sub-tasks in a way
that leads to an effective and comprehensive solu-
tion. Indeed, our results demonstrate that approx-
imating the full-text context by simple word2vec-
based sampling of ostensibly-relevant sentences is
not sufficient.

Conversely, we show how careful employment
of crowdsourcing can address the full, complex
problem. By using a combination of various qual-
ity control measures to select highly skilled and
motivated annotators, we were able to create a
committed reliable workforce. This allowed us
to obtain large-scale, high quality annotations de-
spite the inherent complexity and subjectivity of
this demanding NLU task. We learned that even
with a relatively small group of crowd annotators,
it is possible to benefit from the advantages of the
crowd, namely high pace and scale.

We believe the key to the success of this anno-
tation project was the ongoing learning and im-
provement we made during the process: analyzing
common mistakes directed us to the easier 3-label
setup, as well as improve the guidelines to clarify
repeating issues and interesting edge cases; keep-
ing an open dialog with our custom channel al-
lowed us to learn from their feedback, and make
changes that improved their experience like dis-
carding the TQ mechanism; rewarding good an-
notators with extra payments made them feel their
work is valued and kept them committed to our
task.
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In the context of more common NLU tasks,
such as those in Wang et al. (2018), our task seems
to require an exceptionally high level of language
understanding by an automated system seeking to
perform it. Since the claims may be implicit in
the text, combining the understanding of numer-
ous sentences may be required to perform it ade-
quately. Moreover, if a claim is relevant to the mo-
tion, but nonetheless not mentioned in the speech,
it may be quite challenging for an automatic sys-
tem to deduce that such a plausible claim is in fact
not implied anywhere in the speech. Hence this
task is in line with the motivation of Wang et al.
(2019) - a task where there is likely much head-
room for an automated system to improve before
it reaches human capabilities.

In future work, this dataset could be used to
build classifiers of a more global nature, where
each labeled speech–claim pair is considered a sin-
gle unit of information.

Furthermore, speech-level annotation can help
facilitate an efficient collection of claim–sentence
labels, by first choosing claims labeled as posi-
tive in speeches, and annotating them against all
speech sentences. Such labels may prove use-
ful in the development of classifiers for identify-
ing claims in single sentences. This method may
be useful for other NLU tasks which involve long
texts, e.g. Question Answering from long texts.
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Abstract

We propose a method of machine-assisted an-
notation for the identification of tension de-
velopment, annotating whether the tension is
increasing, decreasing, or staying unchanged.
We use a neural network based prediction
model, whose predicted results are given to
the annotators as initial values for the options
that they are asked to choose. By presenting
such initial values to the annotators, the anno-
tation task becomes an evaluation task where
the annotators inspect whether or not the pre-
dicted results are correct. To demonstrate the
effectiveness of our method, we performed the
annotation task in both in-house and crowd-
sourced environments. For the crowdsourced
environment, we compared the annotation re-
sults with and without our method of machine-
assisted annotation. We find that the results
with our method showed a higher agreement
to the gold standard than those without, though
our method had little effect at reducing the
time for annotation. Our codes for the exper-
iment are made publicly available1.

1 Introduction

Recently, researchers for natural language pro-
cessing are paying more attention to crowdsourc-
ing for its effectiveness in linguistic annotations.
The recent development in crowdsourcing plat-
forms such as Amazon Mechanical Turk (AMT)
has much reduced the time and effort required
for an annotation project. Many researchers pro-
posed methods to assist the workers in the crowd-
sourced annotation (Yuen et al. (2011); Poesio
et al. (2013); Guillaume et al. (2016); Madge et al.
(2019); Yang et al. (2019)). In particular, Guil-
laume et al. (2016) designed a game-based plat-
form for the annotation of dependency relations in

†Corresponding author
1https://github.com/nlpcl-lab/

ted-talks-annotation

French text, with the prediction model embedded
in their platform. Yang et al. (2019) proposed to
predict the difficulty of an annotation unit in order
to allocate relatively easy units to crowdsourcing
workers and the rest to expert annotators.

In this paper, we present a machine-assisting
method for effective annotation of tension devel-
opment. Tension is a means to keep the atten-
tion of the reader or audience, studied mainly in
the field of storytelling (Zillmann (1980); Klimmt
et al. (2009); Niehaus and Young (2014)). Ten-
sion also plays a critical role in discourse devel-
opment (Lehne and Koelsch, 2015). We annotate
the tension development, whether the tension is in-
creasing, decreasing, or staying unchanged, in the
TED Talks. We also introduce a Self-Assessment
Manikin (SAM), which is an intuitive diagram
that helps understand the annotation guidelines for
tension annotation. Our method uses a prediction
model for tension development, and provides the
annotators with model predicted results as initial
values. The predictions are based on the audio, the
subtitle of the given video clip and the previous
annotation results by an annotator.

We validate our method through an experiment
on crowdsourced annotations. The annotations
with our method show a higher agreement to the
gold standard, which we instructed manually by
annotating independently from the crowdsourced
annotations, than those without our method. How-
ever, contrary to our initial expectation that our
method will also reduce the annotation time, we
find that it hardly reduced the time.

The contributions of this paper are as follows.
(1) We proposed a new annotation scheme using
the Self-Assessment Manikin (SAM) to annotate
the tension development on multimodal data. (2)
To the best our knowledge, our method is the first
in utilizing a prediction model to assist the annota-
tion of tension development. We show experimen-
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Figure 1: Overview of the annotation process

tally that our method is effective at gathering high-
quality data and provide a detailed analysis of the
annotation results. (3) We make the related data
and the code publicly available.

2 Related work

2.1 Computer-Assisted Annotation

Ringger et al. (2008) suggested a machine-assisted
method for part-of-speech (POS) tagging. They
provided model predicted results to the annotators
so that the annotators may focus only on incorrect
predictions. There has been a line of researches
for effective visualization and an improvement on
the user-interface that can help a linguistic an-
notation process (Stenetorp et al. (2012); Yimam
et al. (2013)). Guillaume et al. (2016) provided a
game-based platform for the annotation of depen-
dency relations in French text and used a predic-
tion model as a part of the platform in the training
phase for the annotators before the main data gath-
ering. For the selection of the target data to anno-
tate, active learning has been employed to selec-
tively collect only the training data on which the
model does not perform well in order to maximize
the performance of the model with a dataset that
is as small as possible (Wang et al. (2017); Duong
et al. (2018)). Schulz et al. (2019) showed that the
provision of the automatically generated annota-
tion results can accelerate the annotation process
and enhance the annotation quality, without incur-
ring a significant bias.

For visual object detection, Yao et al. (2012)
presented an annotation platform that contains a
prediction model for the location of the given ob-
ject. In their platform, the model presents the pre-
dicted location to the annotators, and the annota-
tors modified the location if it is incorrect. They

also predicted the time that the annotator may take
for the modification and presented the annotation
unit to the annotators with the shortest expected
time to minimize the total cost of their annotation
project. Su et al. (2012) presented a quantification
test that can identify the annotators who do not
fully understand the annotation guidelines. They
also presented a rule-based feedback system that
can warn untrained annotators before continuing
the annotation.

2.2 Emotion, suspense, and tension

Tension is a psychological concept that is related
to emotion and suspense. Tension has been stud-
ied along with suspense for the literature, movies,
and games (Brewer and Lichtenstein (1982); Zill-
mann (1980); Klimmt et al. (2009)). Lehne and
Koelsch (2015) proposed a general psychological
model for tension without any further restriction
on its domain, defining the magnitude of tension
as the interval between positive and negative ex-
pectations of the outcome.

In the field of computer science, there has been
a line of researches modeling the mental state of
the reader to create an intense story (Niehaus and
Young (2014); O’Neill and Riedl (2014)). Li et al.
(2018) designed a scheme for story structures con-
sidering dramatic tension changes and the narra-
tive structure suggested by Helm and MacNeish
(1967) and annotated the story structure for short
stories and personal anecdotes. For the analysis of
emotion, Cowie and Sawey (2011) annotated on
the intensity of laughter and the degree of posi-
tive emotion in the videos of babies. Metallinou
and Narayanan (2013) annotated on activation, va-
lence, and dominance with an assumption that the
three attributes represent the state of emotion in
video. Antony et al. (2014) annotated changes in
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Figure 2: Model architecture

arousal and valence with heart rate, electrodermal
activity, and respiration rate. The multi-modal data
collection enables a more flexible analysis of the
environmental interactions.

3 Data

We used the TED Talks as a dataset to track the
tension development. TED Talks are a conference
that presents ideas on various topics in a few min-
utes, and the video part has been used for emo-
tional analysis and assessment of engagement ex-
ploiting the highly reliable English subtitles pre-
cisely synchronized to the video (Neumann and
Vu (2019); Haider et al. (2017)). For the annota-
tion of tension development, we have chosen to
use TED Talks with two specific reasons: (1) Due
to the nature of public lectures, many utterances
raise the tension to keep the attention of the audi-
ence. (2) The applause or laughter of the audience,
which may be highly related to tension develop-
ment, is also recorded in the video.

In the archives of TED Talks2, we randomly
selected 20 videos whose running time is in the
range of 10-20 minutes. For each of the 20 videos,
we divided it into a set of small video clips, where
the division was based on the subtitles so that a
clip corresponds to a sentence. The English sub-
titles were split into sentences. We obtained a
dataset containing 3,597 video clips with a total
duration of 301 minutes. Each sentence that cor-
responds to a video clip consists of 14 words on

2Videos and subtitles at http://www.ted.com are
publicly available under Creative Commons license, Attribu-
tion–Non Commercial–No Derivatives.

average.

4 Method

Our method uses a neural network based predic-
tion model, and provides the predicted results to
the annotators as the initial values for the options
that the annotator is asked to fill out. By this, the
annotation task, originally to choose the correct la-
bel for a given video clip, is transformed into an
evaluation task, judging whether or not the pre-
dicted result by the model is correct.

Figure 2 shows the architecture of our model.
The model predicts the label for each video clip
sequentially, and utilizes three features: subtitles,
audio, and the formerly chosen labels for the pre-
vious video clips. The audio of a video clip was
encoded into a vector using CNN. We used pyAu-
dioAnalysis software (Giannakopoulos, 2015) to
extract 34 features such as MFCC at the rate of
30 frames/sec, and the features were passed to
the CNN. The CNN consists of three 1D convo-
lutional layers. 1D max-pooling with ReLU acti-
vation function is performed after each convolu-
tional layer. The lecture’s subtitles were encoded
into a vector using a pre-trained uncased BERT-
base model (Devlin et al., 2019). The previously
chosen k labels were encoded into a vector using
an RNN. The three vectors for the three features
were concatenated into a vector, passed afterwards
to the output layer, or the fully connected layer.
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type #videos #video clips

in-house 10 (group A) 1,736
crowdsourced 10 (group B) 1,861

all 20 3,597

Table 1: Statistics of the data

label
(score) guidelines

up
(+1)

Watch the video clip and select up if your
feeling matches one of the pictures below.

interesting: I’m interested, want to learn
more and know what’s next.
thinking: I’m thinking about the content of
the lecture (e.g., when the speaker asks a
question).
surprised: I’m surprised at seeing some-
thing I didn’t expect.
annoyed: I’m uncomfortable or feeling that
the content is unpleasant or difficult to agree
with.
confused: I’m confused because it is differ-
ent from what I originally knew or it is dif-
ficult to understand.

down
(-1)

Watch the video clip and select down if your
feeling matches one of the pictures below.

relieved: I am comfortable again, due to the
removal of any previous anxiety or doubt.
funny: I find the speaker’s joke(s) or con-
tent to be amusing.
boring: I am not interested in the repetition
of similar and/or uninteresting content.

similar
(0)

Watch the video clip and select similar
when your status is neither up nor down.
If you are uncertain about your feeling, as
shown in the third video clip of the picture
below, select similar.

Table 2: Annotation guidelines for the change in ten-
sion

5 Annotation

5.1 Overview

Figure 1 gives an overview of our annotation of
tension development. First, as shown in Table 1,
10 TED Talks videos were divided into group A
and group B. In-house annotation was performed
on group A and the results, which we call data A,
were used for training the prediction model. Then,
group B was annotated through Amazon Mechan-
ical Turk (AMT), a crowdsourcing platform. For
group B, the crowdsourced annotation was con-
ducted in two phases. First, every video in group
B was annotated via AMT using our method (data
B). Second, independently of the first, every video
in group B was annotated via AMT, not using our
method (data B′).

For a video, the annotators watched the video
clips in their original order, and annotated on each
clip with one of the three labels, up, down, and
similar. Up indicates that the tension is increasing,
and down indicates that it is decreasing. Similar
indicates that the tension is not changing. As it is
disruptive for the annotator to iterate the clicking
on the video for playing and pausing, we made an
annotation tool to prevent such disruption (Figure
3).

Due to the copyright issue, we could not post the
TED Talks video directly online. Instead, we pro-
vided the annotators, or crowdsourcing workers,
with the videos at TED’s official Youtube channel3

via an embedded player, controlled by the APIs
provided by the Youtube player. If the annotator
enters a shortcut key to move to the next video
clip or presses the play button of the video clip,
the video clip is played. After the video clip meets
the end (of the clip), an input window for annota-
tion is displayed. Then, the annotator can perform
the annotation on the clip, and proceed to the next
clip. We also provided the subtitles explicitly to
the annotators.

5.2 Annotation Scheme

The tension development within each video clip
was annotated with one of the three values (up,
down, or similar). We defined each of the three
labels based on the specific circumstances in Ta-
ble 2. Five circumstances, which are interesting,

3https://www.youtube.com/user/
TEDtalksDirector

4source of the video: https://www.youtube.com/
watch?v=iCvmsMzlF7o
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Figure 3: Interface of the annotation tool4

thinking, surprised, annoyed, and confused, corre-
spond to up. If a video clip can be described as one
of the five circumstances, we defined the video clip
to have the label of up. In a similar way, three cir-
cumstances, or relieved, funny, and boring, corre-
spond to the label of down. If a video clip is judged
to be neither up nor down, we defined it as having
the label of similar. It should be noted that the def-
inition of the labels is designed specifically for the
domain of public lectures. For example, ridiculing
someone in everyday life may increase the tension.
Still, in lectures, it is often intended to help the au-
dience to feel relaxed and help them to feel com-
fortable listening (Meyer, 2000). Therefore, we set
it as a circumstance for down.

To help the annotators to intuitively follow up
the annotation guidelines, and for the cases where
the annotators forget the details of the guidelines
(of the specification of the circumstances), we pro-
vided Self-Assessment Manikins (SAMs) to the
annotators as shown in Table 2. Providing SAMs
to annotators has been acknowledged to be an
effective method for an emotion-related annota-
tion task (Bradley and Lang (1994); Yadati et al.
(2013); Boccignone et al. (2017)).

5.3 Annotation Procedure

5.3.1 In-house Annotation

The in-house annotation method was used to an-
notate 1,736 video clips (group A). A total of five
annotators participated, and three annotators anno-

Figure 4: Example of annotations by three annotators

tated the video clips for each video. 5,208 annota-
tion values were obtained for 10 videos containing
1,736 video clips. The distribution of down, simi-
lar, and up labels was 749 (14.4%), 3,218 (61.8%),
and 1,239 (23.8%), respectively.

Figure 4 illustrates an example of the cumu-
lative sum of scores annotated by three annota-
tors for the same video. The chosen values were
slightly different among the annotators (Krippen-
dorff’s α: 0.298), but the tendency to exceed or
fall short of the cumulative sum of scores was
similar (mean correlation: 0.73). Since each an-
notator has a different personal scale by which
to rate emotion, Pearson’s correlation and Cron-
bach’s α, which are indicators that focus on trends
when evaluating the agreement of annotation,
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Figure 5: Interface showing predicted values in
machine-assisted annotation

were used (McKeown et al. (2011); Metallinou
and Narayanan (2013)). For in-house annotations,
we obtained the agreements as shown in Table 5.
Pearson’s correlation and Cronbach’s αwere mea-
sured as the cumulative sum of the scores.

type down similar up sum

train 153 819 243 1,215
test 69 342 110 521

all 222 1,161 353 1,736

Table 3: Statistics of the data for training the model

5.3.2 Crowdsourcing Annotation
Of the data collected via in-house annotations to
the Group A videos, 70% were used as the training
set and 30% were used as the test set to train and
evaluate the model (Table 3). When setting the
ground truth from data annotated by three people
in the same video clip, we decided to use majority
voting among down, similar, and up labels. If each
label was selected once, the label similar was set
as the ground truth.

When annotating with crowdsourcing, the
videos in group B were annotated with and with-
out machine assistance by three annotators each
(Figure 5). Video clips annotated without machine
assistance were annotated using the same inter-
face as used for the in-house annotation. During
machine-assisted annotation, predicted values by
the model are presented along with the probabil-
ity, and the label with the highest probability was
given to the annotator as the default value. The
trained model provided predicted values in real-
time using the subtitles, sound of the video clips
and the tension values that the user annotated in
the previous five video clips. Annotators were in-
structed to refer to the automatic prediction value:

Figure 6: Confusion matrix of the prediction model on
the test set

“Please note that the value of the predicted tension
is automatically given as the default value. If your
judgment is different, change the value accord-
ing to your judgment. If the default value matches
your judgment, you may move on to the next video
clip.”

We used the Amazon Mechanical Turk (AMT)
service for crowdsourcing, providing workers with
annotation guidelines and the URL for the web-
based annotation tool. Each worker was allowed to
participate in annotating several different videos.
Workers with the number of HITs approved > 50
and HIT approval rate > 95% were allowed to
join. There were a total of 47 annotators.

feature Precision Recall F1

audio 0.54 0.50 0.52
text 0.61 0.60 0.60

before label (k=5) 0.43 0.49 0.45
audio + text

+ before label (k=5)
0.65 0.61 0.63

Table 4: Comparison of the performance on the test set
according to the features used

5.3.3 Analysis of Annotations
Figure 6 shows the confusion matrix of the pre-
diction model in the test set. The performance (F1
score) for the down label (0.64) was higher than
that for up (0.44). Table 4 compares the perfor-
mance according to the features used. The perfor-
mance was lowest when the tension labels of the
previous video clip were used as a feature. It was
highest when they used three types of features to-
gether.
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type
video
group

#annotator for
each video clip

agreement mean
selection time

(seconds)
mean

Pearson’s correlation
mean

Cronbach’s α
Krippendorff’s α

in-house group A 3 0.645 0.855 0.283 2.02

crowdsourced
machine assistance group B 3 0.817 0.817 0.387 2.61
no machine assistance group B 3 0.636 0.469 0.134 2.69

Table 5: Statistics for agreement, time of annotation results

As the result of the annotation, 11,166 anno-
tation values were obtained for 10 videos with
1,861 video clips (group B). For machine-assisted
annotations, the distribution of down, similar
and up was 895 (16.0%), 2,862 (51.3%), and
1,826 (32.7%), respectively. For unassisted anno-
tations from the machine, the distribution was 977
(17.5%), 2,372 (42.4%), and 2,232 (39.9%). Ta-
ble 5 shows the agreement among the annota-
tion results. In-house annotations were all higher
in all the three metric than the crowdsourced an-
notations without machine-assistance. In the con-
trol group, machine-assisted annotations showed
higher levels of agreement than non-assisted an-
notations.

We analyzed whether the improvement of
agreement rate was a negative effect from the bias
resulting from the predicted labels. For analysis,
gold labels were compared to annotations. Gold
labels were set by the annotations of one of the
authors with no machine assistance in 4 videos
selected in group B. Figure 7 shows an exam-
ple of such gold labels, machine-assisted anno-
tations and the annotations of the control group
for the cumulative sum of the tension score. Com-
paring the mean correlation for the 4 videos, the
mean correlation of the machine-assisted annota-
tions was 0.861, higher than the control group’s
mean correlation of 0.466. The annotation values
were more in line with the trend among gold labels
with machine-assistance.

The mean correlation between machine predic-
tions itself and gold labels was 0.867. This means
that machine-assisted annotators can achieve re-
sults closer to gold than the control group if they
accept all the predicted values. However, machine-
assisted annotators changed 26.5% of the labels
presented as default values through the model
(Figure 8). The change ratio of prediction values
for each of down, similar and up is 17.7%, 28.8%
and 24.3%, respectively. This produced a differ-
ence between machine predictions and machine-
assisted annotations, as illustrated in Figure 7. The

Figure 7: Example of annotations with gold label

average of the probabilities (as shown in Figure
5) presented with labels set as default values by
the prediction model was 90.4%. When the user
changed the default value, the average of the prob-
abilities was 87.0%. When the user did not change
the default value, the average was 91.6%.

The selection times in Table 5 represent the
amount of time it takes to select the tension la-
bel from the time the video clip is played to the
end. For machine-assisted annotations, if the de-
fault value is not changed by the annotator, the
time between the end of the current video clip and
the start of the next video clip was considered as
the selection time. When receiving machine assis-
tance, the annotation time was expected to be re-
duced because the input process of selecting la-
bels would disappear if the model prediction val-
ues and the annotator’s judgments were the same.
However, there was no significant difference com-
pared to the control group.

6 Conclusion

In this paper, we introduced a method for machine-
assisted annotation of tension development. Our
method utilizes a prediction model to provide the
predicted result to the annotators so that the an-
notation task is turned into an evaluation task of
inspecting whether or not the prediction by the
model is correct. We find that our method en-
hances the agreement of the crowdsourced anno-
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Figure 8: Confusion matrix of the prediction model on
the group B videos

tations to the gold standard annotation in a small
trial of 3 annotators. We also find that our method
does not particularly affect the time taken for the
annotation.

We proposed a new annotation scheme using
the Self-Assessment Manikin (SAM) to annotate
the tension development. By converting the an-
notation task into a verification task via machine
assistance, the results become consequently more
aligned with the gold standard compared with the
control group.
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Abstract

Code-switching refers to the alternation of two
or more languages in a conversation or ut-
terance and is common in multilingual com-
munities across the world. Building code-
switched speech and natural language pro-
cessing systems are challenging due to the
lack of annotated speech and text data. We
present a speech annotation interface CoS-
SAT, which helps annotators transcribe code-
switched speech faster, more easily and more
accurately than a traditional interface, by dis-
playing candidate words from monolingual
speech recognizers. We conduct a user study
on the transcription of Hindi-English code-
switched speech with 10 annotators and de-
scribe quantitative and qualitative results.

1 Introduction

Code-switching is a phenomenon that occurs in
multilingual societies wherein speakers who are
fluent in two or more languages switch between
these languages in the same conversation or an ut-
terance. Code-switching is a challenging problem
for speech and natural language processing sys-
tems to handle due to the lack of manually an-
notated data and resources. However, due to the
ubiquitous nature of code-switching in speech and
text produced by multilingual speakers, it is an im-
portant problem for speech and NLP systems to
tackle.
Automatic Speech Recognition (ASR) is used

by a variety of systems to convert speech to text
for further processing. Deep Neural Network
(DNN) based systems have increased the accu-
racy of ASR systems to match human-level per-
formance. However, these gains are only obtained
in high-resource languages that have thousands of
hours of manually transcribed speech data. Code-
switched languages suffer from a lack of manually
annotated training data, as described in (Sitaram

et al., 2019), with the largest publicly available
speech corpus inMandarin-English being 63 hours
long (Lyu et al., 2015).
In cases where the two languages being mixed

are in different scripts, the transcriber needs to
switch between two scripts while annotating an
utterance. This paper introduces an interface
which assists in the transcription of code-switched
Hindi-English speech data by displaying candidate
words generated by monolingual Hindi and En-
glish speech recognizers, without the need for a
code-switched ASR. We present quantitative and
qualitative results from a user study with 10 users
who use our proposed interface as well as a tradi-
tional typing-only interface for transcribing code-
switched speech.

2 Related Work

Using hypotheses produced by an ASR system is a
common approach used to reduce human effort in
transcribing speech (Sperber et al., 2016). How-
ever, this approach often induces a bias amongst
the annotators while transcribing text (Levit et al.,
2017). To mitigate this bias, we do not provide
the hypothesis as a suggested transcription, but
rather provide a collection of suggested words for
the annotators to choose from. We leverage a
combination of monolingual ASRs rather than a
code-switched ASR for our task. Our work is in-
spired by efforts in Spoken Term Detection (STD)
for Hindi-English code-switched speech, in which
(Shah and Sitaram, 2019) use post-processing
techniques to improve hypothesis produced by
monolingual ASR for code-switched speech. Sim-
ilarly for Chinese-English code-switched speech,
(Shan-Ruei You et al., 2004) combine scores from
monolingual Chinese and English ASRs to deter-
mine the most probable output. In contrast, for
this work, we neither determine a single combined

48

https://doi.org/10.18653/v1/P17


ASR hypothesis nor do any post-processing on the
ASR hypothesis, but rather use the output of the
two recognizers to display candidate words for an-
notation purposes.

3 Methodology

Given a speech utterance, we generate an ordered
sequence of candidate code-switched words using
monolingual speech recognizers. Our method con-
sists of two main steps, (1) Dynamic Audio Seg-
mentation, (2) Combining ASR hypotheses.

3.1 Dynamic Audio Segmentation

Due to the low accuracy of the monolingual speech
recognizers on code-switched input, it is important
to find segments in the audio where the monolin-
gual recognizers have high confidence. To enable
this, we automatically segment the audio accord-
ing to ASR confidence. This audio segmentation
task can be formulated as an optimization problem
for a given set of possible boundaries. We try to
optimize the segment size based on the confidence
scores of the monolingual ASRs on code-switched
speech. We start with a segment of size 0.5 sec-
onds from the beginning of the audio, and pass
this audio segment through the monolingual Hindi
and English ASRs. Each ASR provides an utter-
ance (or audio chunk, in this case) level confidence
value in the range of 0-1.
If the confidence values given by both recog-

nizers are less than 0.3, we increase the segment
size for that particular segment by 0.25 seconds
at the beginning and end of the audio. We repeat
the process until one of the recognizers outputs a
confidence score of more than 0.3. We then select
the next segment of 0.5 seconds having an overlap
of 0.25 seconds with the current optimal segment.
The entire process is repeated until the entire au-
dio is segmented. At the end, we combine all the
hypotheses generated for each chunk to create an
utterance level hypotheses for each ASR.

3.2 Combining ASR hypothesis

Weuse off-the-shelf monolingual Hindi and Indian
English ASRs for decoding speech. To measure
the performance of the ASRs on code-switched
speech, we test them on an in-house conversational
speech corpus consisting of 52k Hindi-English
mixed utterances. The corpus is transcribed us-
ing the Devanagari script for Hindi words and the
Latin script for English words. The English ASR

gives a Word Error Rate (WER) of 80% and Hindi
ASR gives a WER of 48% on the corpus. The
high error rate of both ASRs can be attributed to
the difference in script between the reference and
hypotheses words as well as the poor performance
of monolingual ASRs at code-switch points.
We hypothesize that each ASR will recog-

nize a set of words in the given audio segment,
and the collection of the sets will contain all
the words present in that particular audio seg-
ment. We conduct a quantitative evaluation on 10k
code-switched utterances by passing them through
both monolingual ASRs and checking whether the
ground truth words are present in either of the
recognition hypotheses. We obtain a recall of
0.84, which indicates that most words present in
the utterance are also present in the output of the
two recognizers. We pass each segment obtained
through dynamic chunking through Hindi and En-
glishmonolingual ASRs respectively to obtain two
ASR hypotheses for each segment, which we then
combine to form utterance level hypotheses.

4 Interface Overview

The annotation interface as shown in figure 2 con-
sists of a button to play audio and a text box. We
display the predicted words in a time-linear fash-
ion as clickable blocks. As the user clicks on each
word button, all the buttons before and including it
becomes disabled, to allow the user to easily focus
on the progression of the transcriptions. If the user
presses the backspace or attempts to remove cer-
tain words, the respective disabled word buttons
appear again. Users also have an option of typ-
ing out the transcription if they wish to, in both the
languages.1
If the user wishes to use the keyboard, we also

provide quick keyboard shortcuts to improve the
efficiency of transcription. These shortcuts allow
the user to play/pause the audio, and toggle scripts
easily. More details about the interface can be
found in the appendix section.

5 Experiments

5.1 Setup
We performed a user study to evaluate the efficacy
of our system. We measured transcription qual-
ity, annotator effort and the net time taken to tran-
scribe utterances. We compared our annotation

1The transliteration is powered by Google’s Input Tools
API
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Figure 1: CoSSAT (Code-Switched Speech Annotation Tool)

tool (CoSSAT) against a baseline system, where
no ASR hypothesis is shown and the annotators
are expected to type out the entire transcription.
10 users annotated 14 code-switched speech utter-
ances. All participants were Hindi-English bilin-
guals and had no knowledge about the system be-
fore conducting the study.
We implemented multiple measures to reduce

biases during the annotation task. 4 utterances out
of 14 that each user is shown were practice exer-
cises for the annotators to get used to the interface
and were not used for the final evaluation. The
sequence of the interface (baseline vs. CoSSAT)
displayed changed for each user such that each ut-
terance and interface was paired at least five times.
Users were asked to listen to the audio displayed

on the page and could play the audio as many times
as they wanted. They were asked to transcribe all
audible words in the audio sample except speech
fillers (e.g., “uh” and “eh”). The users were re-
quired to enter the tokens in the script towhich they
belong - Hindi in Devanagari script and English in
Latin script, although this distinction was difficult
to make sometimes due to the prevalence of bor-
rowing between the two languages. We did this
instead of having all tokens in one script to ensure
correctness of transcribed Hindi and English to-
kens. Often, the transcribing of tokens in a differ-
ent script can cause certain tokens to be transcribed
in different ways (for example), which would have
resulted in a cumbersome and misleading evalua-
tion process, even with post-transliteration.

5.2 Quantitative Evaluation

To evaluate our system, we used the following
three metrics (1) Transcription Quality (2) Anno-

tation Speed (3) Annotation Effort. For every ut-
terance, we had 10 transcriptions, 5 transcriptions
from our proposed interface, and 5 from the base-
line interface.

5.2.1 Transcription Quality
Transcription quality was determined by comput-
ing word error rate (WER) using a standard pro-
cedure2, using the transcriptions present in our in-
house dataset as the gold standard. We calculated
WER for the transcriptions created by users using
our system as well as for the transcriptions cre-
ated using the baseline approach. From table 1
we see that transcriptions created using our sys-
tem have a WER of 19.7%, while the number is
much higher for the baseline at 34.74%. After
analysing transcripts which had high WER, we
noticed that for words where the ASR hypoth-
esis was not present, errors could be attributed
to spelling variants, spelling errors, hyphenated
words, and grammatical errors. Besides these er-
rors, in the baseline method users made errors in
phonetically similar phrases like “of score” instead
of “of course”.
Another major source of errors was the use of a

different script for transcribing a borrowed word,
which meant that the annotator used the Hindi
script to transcribe a word that was in the Latin
script in the reference transcription or vice versa.
This is a very challenging problem for transcrip-
tion of code-switched speech where the two lan-
guages are written in different scripts, as it is dif-
ficult to make the distinction between loan words
and code-switching (Bali et al., 2014).

2https://www.nist.gov/itl/iad/mig/rich-transcription-
evaluation
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To make the comparison fair, we also com-
puted a relaxed WER by converting the tran-
scriptions into phoneme sequences by running a
Grapheme to Phoneme (g2p) system on all words
and post-processing phoneme sequences. We di-
vided phonemes into classes based on phonetic
features and treated each phoneme in a single
class as equivalent. If the phoneme classes of all
phonemes in a word was the same as those in the
reference word, it was treated as a match. This
helped take care of minor spelling errors and vari-
ants such as long/short vowels and nasalization.
Relaxed WER for both systems are reported in ta-
ble 1. We observe that the relaxed WER numbers
for both techniques are significantly lower than the
baseline. Crucially, the CoSSAT WER is even
lower than the relaxedWER of the baseline, which
shows that our interface helps even if we discount
the fact that it helps users select the correct spelling
variation of a word.

Metrics CoSSAT Baseline

WER 19.7% 34.74%
Relaxed WER 9.3% 25.6%

Table 1: WER and relaxedWER for measuring Quality
of Transcriptions

5.2.2 Annotation Speed
In the case for transcription task using CoSSAT,
we recorded time taken by the user to transcribe
from the moment the user clicks on the first word
or clicks on the text-box provided to the moment
the user clicks submit. In case of the baseline
system, we recorded time from the moment the
user clicks on the text-box to the moment the user
clicks submit. We normalized the time recorded
for each audio using the formula (A).

Normalized Time (NT ) = ( t
TT ) ——– (A)

where t is the time taken for transcribing the au-
dio by user X and TT is the total time taken by
userX to transcribe all utterances. Figure 2 shows
a plot ofNT v/s utterance length. We observe that
for utterance having ground truth transcriptions of
50 characters or less, CoSSAT takes less time for
transcription but for longer utterances, the baseline
system is faster. This might be attributed to the fact
that longer utterances led to a larger set of word
hypothesis resulting in more time for visual search

of the tokens across the interface. We intend to
address this issue by weeding out improbable sug-
gestions based on confidence and language model
scores in future work.

Figure 2: Annotation Speed Plot for each audio. Y axis
is the Normalized Time Taken for the utterance. X axis
is number of characters present in the utterance. Red
colour (cross) is the Baseline system. Blue (dots) colour
is CoSSAT.

5.2.3 Annotation Effort
One way to measure annotation effort is to mea-
sure the number of keystrokes and mouse clicks.
The CoSSAT system resulted in 8 keystrokes and 8
mouse clicks on average, while the baseline system
had 57.1 keystrokes and 5.4 mouse clicks. This is
explained by the fact that the annotators relied on
typing for the baseline interface and clicking on
candidate words for the CoSSAT interface, how-
ever, overall, the total annotation effort was much
lower for the CoSSAT system.

5.3 Qualitative Evaluation
In addition to the metrics collected during the
study, users were asked rate their experience on
both the interfaces. Questions consisted of rat-
ing each system from 1 (worst) to 5(best), on cri-
teria such as Convenience (how easy it was to
use), Speed (how fast they felt they could anno-
tate), User-Friendliness (how simple it was to un-
derstand the interface), and Error Robustness (how
much each system prevented them from making
annotation errors). In all cases, the ratings were
higher for CoSSAT than the baseline system. Fi-
nally, we asked them which system they would
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prefer using as a potential speech annotator tool.
7 out of 10 annotators said they preferred CoSSAT
over the baseline system.
We also asked annotators for feedback and sug-

gestions. One suggestion was to put larger sized or
bold buttons for words that had higher probability
according to theASR confidence. Another sugges-
tion was to show candidate words incrementally,
rather than all at once. We plan to take this feed-
back into account while creating the next version
of our tool.

6 Conclusion

In this paper, we propose an annotation tool for
transcribing code-switched speech, which makes
use of dynamic audio chunking and combines ASR
hypotheses from twomonolingual ASR systems to
present candidate words to annotators. We com-
pare our tool to a baseline system where the user
has to type the entire transcription using two scripts
and find that our proposed system performs better
in terms of transcription quality, speed and annota-
tion effort in a user study conducted with 10 anno-
tators. Annotators report that our system is faster,
easier to use, more user-friendly and more robust
to annotation errors.
In this work, we present the hypotheses from

both monolingual ASRs as two-word streams. In
future work, we plan to create an aligned structure
such as a word lattice and show candidate words
to users as they are annotating the utterance in-
stead of all at once. We also plan to collapse cross-
transcribed borrowed words in both languages into
a single variant using statistics from corpora, so
that annotators can be more consistent in annotat-
ing such words.
Since our system does not rely on the existence

of a code-switched ASR system, it can be used
to bootstrap data collection for a code-switched
language pair for which monolingual ASRs ex-
ist. This can help collect transcribed speech data
faster, which can, in turn, help build better code-
switched ASR systems.
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