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Abstract

Neural Machine Translation (NMT), a data-
hungry technology, suffers from the lack of
bilingual data in low-resource scenarios. Mul-
titask learning (MTL) can alleviate this is-
sue by injecting inductive biases into NMT,
using auxiliary syntactic and semantic tasks.
However, an effective training schedule is re-
quired to balance the importance of tasks to
get the best use of the training signal. The
role of training schedule becomes even more
crucial in biased-MTL where the goal is to
improve one (or a subset) of tasks the most,
e.g. translation quality. Current approaches
for biased-MTL are based on brittle hand-
engineered heuristics that require trial and er-
ror, and should be (re-)designed for each learn-
ing scenario. To the best of our knowledge,
ours is the first work on adaptively and dy-
namically changing the training schedule in
biased-MTL. We propose a rigorous approach
for automatically reweighing the training data
of the main and auxiliary tasks throughout
the training process based on their contribu-
tions to the generalisability of the main NMT
task. Our experiments on translating from En-
glish to Vietnamese/Turkish/Spanish show im-
provements of up to +1.2 BLEU points, com-
pared to strong baselines. Additionally, our
analyses shed light on the dynamic of needs
throughout the training of NMT: from syntax
to semantic.

1 Introduction

While Neural Machine Translation (NMT) is
known for its ability to learn end-to-end with-
out any need for many brittle design choices
and hand-engineered features, it is notorious for
its demand for large amounts of bilingual data
to achieve reasonable translation quality (Koehn
and Knowles, 2017). Recent work has investi-
gated multitask learning (MTL) for injecting in-
ductive biases from auxiliary syntactic and/or se-
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Figure 1: The dynamic in the relative importance of
named entity recognition, syntactic parsing, and se-
mantic parsing as the auxiliary tasks for the main ma-
chine translation task (based on our experiments in §3).
The plot shows our proposed adaptive scheduling vs
fixed scheduling (Kiperwasser and Ballesteros, 2018)
(scaled down for better illustration).

mantic tasks into NMT to improve its generali-
sation (Zaremoodi and Haffari, 2018; Zaremoodi
et al., 2018; Kiperwasser and Ballesteros, 2018).

The majority of the MTL literature has focused
on investigating how to share common knowledge
among the tasks through tying their parameters
and joint training using standard algorithms. How-
ever, a big challenge of MTL is how to get the best
signal from the tasks by changing their importance
in the training process aka training schedule; see
Figure 1.

Crucially, a proper training schedule would
encourage positive transfer and prevent negative
transfer, as the inductive biases of the auxiliary
tasks may interfere with those of the main task
leading to degradation of generalisation capabili-
ties. Most of the works on training schedule fo-
cus on general MTL where the goal is to im-
prove the performance of all tasks. They are
based on addressing the imbalance in task dif-
ficulties and co-evolve easy and difficult tasks
uniformly (performance-wise). These methods
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achieve competitive performance with existing
single-task models of each task, and not necessar-
ily much better performance (Chen et al., 2018;
Guo et al., 2018b). On the other hand, biased-MTL
focuses on the main task to achieve higher im-
provements on it. (Zaremoodi and Haffari, 2018)
has proposed a fixed training schedule to balance
out the importance of the main NMT task vs auxil-
iary task to improve NMT the most. (Kiperwasser
and Ballesteros, 2018) has shown the effective-
ness of a changing training schedule through the
MTL process. However, their approach is based
on hand-engineered heuristics, and should be (re-
)designed and fine-tuned for every change in tasks
or even training data.

In this paper, for the first time to the best of
our knowledge, we propose a method to adap-
tively and dynamically set the importance weights
of tasks for biased-MTL. By using influence func-
tions from robust statistics (Cook and Weisberg,
1980; Koh and Liang, 2017), we adaptively exam-
ine the influence of training instances inside mini-
batches of the tasks on the generalisation capabil-
ities on the main task. The generalisation is mea-
sured as the performance of the main task on a
validation set, separated from the training set, in
each parameter update step dynamically. In this
paper, we consider translation as the main task
along with syntactic and semantic auxiliary tasks,
and re-weight instances in such a way to max-
imise the performance of the translation task. As
our method is general and does not rely on hand-
engineered heuristics, it can be used for effective
learning of multitask architectures beyond NMT.

We evaluate our method on translating from En-
glish to Vietnamese/Turkish/Spanish, with auxil-
iary tasks including syntactic parsing, semantic
parsing, and named entity recognition. Compared
to strong training schedule baselines, our method
achieves considerable improvements in terms of
BLEU score. Additionally, our analyses on the
weights assigned by the proposed training sched-
ule show that although the dynamic of weights are
different for different language pairs, the underly-
ing pattern is gradually altering tasks importance
from syntactic to semantic-related tasks.

In summary, our main contributions to MTL and
low-resource NMT are as follows:

• We propose an effective training schedule for
biased-MTL that adaptively and dynamically
set the importance of tasks throughout the

training to improve the main task the most.

• We extensively evaluate on three language
pairs, and experimental results show that
our model outperforms the hand-engineered
heuristics.

• We present an analysis to better understand
and shed light on the dynamic of needs of an
NMT model during training: from syntax to
semantic.

2 Learning to Reweigh Mini-Batches

Suppose we are given a set of a main task along
with K − 1 auxiliary tasks, each of which with its
own training set {(x(k)

i ,y
(k)
i )}Nk

i=1. In multitask
formulation, parameters are learned by maximis-
ing the log-likelihood objective:

argmax
Θmtl

K∑
k=1

Nk∑
i=1

w
(k)
i logPΘmtl

(y
(k)
i |x

(k)
i ).

Without loss of generality, let us assume we
use minibatch-based stochastic gradient descent
(SGD) to train the parameters of the multitask ar-
chitecture. In standard multitask learning w(k)

i is
set to 1, assuming all of the tasks and their train-
ing instances have the same importance. Con-
ceptually, these weights provide a mechanism to
control the influence of the data instances from
auxiliary tasks in order to maximise the bene-
fit in the generalisation capabilities of the main
task. Recently, (Zaremoodi and Haffari, 2018;
Kiperwasser and Ballesteros, 2018) have proposed
hand-engineered heuristics to set the importance
weights and change them dynamically throughout
the training process, e.g., iterations of the stochas-
tic gradient descent (SGD). However, there is no
guarantee that these fixed schedules give rise to
learning the best inductive biases from the auxil-
iary tasks for the main task.

Our main idea is to determine the importance
weights w(k)

i for each training instance based on
its contribution to the generalisation capabilities
of the MTL architecture for machine translation,
measured on a validation set Dval separated from
the training set. As shown in Figure 2, at each
parameter update iteration for the MTL architec-
ture, the MTL training mini-batch is the concate-
nation of single mini-batches from all MTL tasks.
We then assign an Adaptive Importance Weight
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Figure 2: High-level idea for training an MTL architec-
ture using adaptive importance weights (AIWs). Here,
translation is the main task along with syntactic and se-
mantic parsing as auxiliary linguistic tasks.

(AIW) to each training instance in the MTL mini-
batch, regardless from the task which they come
from. In the experiments of §3, we will see that
our proposed method automatically finds interest-
ing patterns in how to best make use of the data
from the auxiliary and main tasks, e.g. it starts by
assigning higher weights (on average) to syntactic
parsing which is then shifted to semantic parsing.

More specifically, we learn the AIWs based on
the following optimisation problem:

argmin
ŵww
−
∑

(x,y)∈Dval

logPΘ̂mtl(ŵww)(x|y) (1)

Θ̂mtl(ŵww) := Θ
(t)
mtl + (2)

η

K∑
k=1

|b(k)|∑
i=1

ŵ
(k)
i ∇ logP

Θ
(t)
mtl

(y
(k)
i |x

(k)
i )

where ŵ(k)
i is the raw weight of the ith training

instance in the mini-batch b(k) of the kth task,
Θ̂mtl is the resulting parameter in case SGD up-
date rule is applied on the current parameters Θ(t)

mtl

using instances weighted by ŵww. Following (Ren
et al., 2018), we zero out negative raw weights,
and then normalise them with respect to the other
instances in the MTL training mini-batch to obtain

the AIWs: w(k)
i =

w̃
(k)
i∑

k′
∑

i′ w̃
(k′)
i′

where w̃(k)
i =

ReLU(ŵ
(k)
i ).

In the preliminary experiments, we observed
that using w(k)

i as AIW does not perform well. We

Algorithm 1 Adaptively Scheduled Multitask
Learning

1: while t=0 ... T-1 do
2: b(1), .., b(K) ← SampleMB(D(1), ..,D(K))

3: b(val) ← SampleMB(D(val))

. Step 1: Update model with initialised

weights

4: `
(k)
i ← − logPΘt

mtl
(y

(k)
i |x

(k)
i ) . Forward

5: ŵ
(k)
i,0 ← 0 . Initialise weights

6: Ltrn ←
∑K

k=1

∑|b(k)|
i=1 ŵ

(k)
i,0 `

(k)
i

7: gtrn ← Backward(Ltrn,Θt
mtl)

8: Θ̂t
mtl = Θt

mtl + ηgtrn

. Step 2: Calculate loss of the updated model

on validation MB

9: Lval = −
∑|bval|

i=1 logPΘ̂t
mtl

(yi|xi)
. Step 3: Calculate raw weights.

10: gval ← Backward(Lval, ŵ
(k)
0 )

11: ŵ(k) = gval

. Step 4: Normalise weights to get AIWs

12: w̃
(k)
i = ReLU(ŵ

(k)
i )

13: w
(k)
i =

w̃
(k)
i∑

k′
∑

i′ w̃
(k′)
i′

+ 1

. Step 5: Update MTL with AIWs

14: L̂trn ←
∑K

k=1

∑|b(k)|
i=1 w

(k)
i `

(k)
i

15: ĝtrn ← Backward(L̂trn,Θt
mtl)

16: Θt+1
mtl = Θt

mtl + ηĝtrn

17: end while

speculate that a small validation set does not pro-
vide a good estimation of the generalisation, hence
influence of the training instances. This is exacer-
bated as we approximate the validation set by only
one of its mini-batches for the computational effi-
ciency. Therefore, we hypothesise that the com-
puted weights should not be regarded as the final
verdict for the usefulness of the training instances.
Instead, we regarded them as rewards for enhanc-
ing the training signals of instances that lead to a
lower loss on the validation set. Hence, we use
1+w

(k)
i as our AIWs in the experiments. The full

algorithm is in Algorithm 1.

Implementation Details. As exactly solving the
optimisation problem in Eq. (1) is challenging,
we resort to an approximation and consider the
raw weights as the gradient of the validation loss
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Figure 3: Computation graph of the proposed method for adaptively determining weights.

wrt the training instances’ weights around zero.
This is a notion called influence in robust statistics
(Cook and Weisberg, 1980; Koh and Liang, 2017).

More concretely, let us define the loss function
L(Θ̂mtl) := −

∑|bval|
i=1 logPΘ̂mtl

(yi|xi), where
bval is a minibatch from the validation set. The
training instances’ raw weights, i.e. influences, are
then calculated using the chain rule:

ŵww = ∇ŵ0L(Θ̂mtl(ŵ0))
∣∣∣
ŵ0=000

= ∇Θ̂mtl
L(Θ̂mtl)

∣∣∣
Θ̂mtl=Θ

(t)
mtl

· ∇ŵ0Θ̂mtl(ŵ0)
∣∣∣
ŵ0=000

The last term∇ŵ0
Θ̂mtl involves backpropagation

through Θ̂mtl wrt ŵ0, which according to Eq. (2),
involves an inner backpropagation wrt Θmtl. The
computation graph is depicted in Figure 3.

3 Experiments

3.1 Bilingual Corpora
We use three language-pairs, translating from En-
glish to Vietnamese (Vi), Turkish (Tr) and Span-
ish (Es). We have chosen them to analyse the
effect of adaptive mini-batch weighting on lan-
guages with different underlying linguistic struc-
tures. The structure of Vietnamese and Span-
ish is generally subject-verb-object (SVO) while
Turkish follows subject-object-verb (SOV) struc-
ture. Although Spanish is not a low-resource lan-
guage we have chosen it because of available ac-
curate POS taggers and Named-Entity recognisers
required for some of the analyses. For each pair,
we use BPE (Sennrich et al., 2016) with 40K types
on the union of the source and target vocabularies.
We use the Moses toolkit (Koehn et al., 2007) to

filter out pairs where the number of tokens is more
than 250 and pairs with a source/target length ratio
higher than 1.5. For fair comparison, we add the
Val data used in the AIW-based approach to the
training set of the competing baselines.

• English-Vietnamese: we use the prepro-
cessed version of IWSLT 2015 corpus (Cet-
tolo et al., 2015) provided by (Luong and
Manning, 2015). It consists of about 133K
training pairs from the subtitles of TED and
TEDx talks and their translations. We use
”tst2013” as the test set and ”tst2012” is
divided and used as validation and meta-
validation sets (with the ratio 2 to 1).

• English-Turkish: we use WMT parallel cor-
pus (Bojar et al., 2016) with about 200K
training pairs gathered from news articles.
”newstest2016”, ”newstest2017” and ”new-
stest2018” parts are used as validation, meta-
validation and test set.

• English-Spanish: we have used the first 150K
training pairs of Europarl corpus (Koehn,
2005). ”newstest2011”, ”newstest2012” and
”newstest2013” parts are used as validation,
meta-validation and test set, respectively.

3.2 Auxiliary tasks
Following (Zaremoodi and Haffari, 2018), we
have chosen following auxiliary tasks to inject
the syntactic and semantic knowledge to improve
NMT:

• Named-Entity Recognition (NER): we use
CONLL shared task1 data. This dataset is

1https://www.clips.uantwerpen.be/conll2003/ner
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En→Vi En→Tr En→Es
BLEU BLEU BLEU METEOR

Dev Test Dev Test Dev Test Dev Test
MT only 22.83 24.15 8.55 8.5 14.49 13.44 31.3 31.1
MTL with Fixed Schedule

+ Uniform 23.10 24.81 9.14 8.94 12.81 12.12 29.6 29.5
+ Biased (Constant)†‡ 23.42 25.22 10.06 9.53 15.14 14.11 31.8 31.3
+ Exponential‡ 23.45 25.65 9.62 9.12 12.25 11.62 28.0 28.1
+ Sigmoid‡ 23.35 25.36 9.55 9.01 11.55 11.34 26.6 26.9

MTL with Adaptive Schedule
+ Biased + AIW 23.95 25.75 10.67 10.25 11.23 10.66 27.5 27.4
+ Uniform + AIW 24.38 26.68 11.03 10.81 16.05 14.95 33.0 32.5

Table 1: Results for three language pairs. ”+ AIW” indicates Adaptive Importance Weighting is used in training.
†: Proposed in (Zaremoodi and Haffari, 2018), ‡: Proposed in (Kiperwasser and Ballesteros, 2018).

consists of a collection of newswire articles
from the Reuters Corpus.

• Syntactic Parsing: we use Penn TreeBank
parsing with the standard split (Marcheggiani
and Titov, 2017). This task is casted to
SEQ2SEQ transduction by linearising con-
stituency trees (Vinyals et al., 2015)

• Semantic Parsing: we use Abstract Meaning
Representation (AMR) corpus Release 2.02

linearised by the method proposed in (Kon-
stas et al., 2017). This corpus is gathered
from from newswire, weblogs, web discus-
sion forums and broadcast conversations.

3.3 MTL architecture and training schedule

Since partial-sharing has been shown to be more
effective than full sharing (Liu et al., 2017; Guo
et al., 2018a; Zaremoodi and Haffari, 2018), we
use the MTL architecture proposed in (Zaremoodi
and Haffari, 2018). We use three stacked LSTM
layers in encoders and decoders. For En→Vi
and En→Tr, one/two layer(s) are shared among
encoders/decoders while for En→Es, two/one
layer(s) are shared among encoders/decoders. The
LSTM dimensions, batch size and dropout are set
to 512, 32 and 0.3, respectively. We use Adam
optimiser (Kingma and Ba, 2014) with the learn-
ing rate of 0.001. We train models for 25 epochs
and save the best model based on the perplexity
on the validation (Val) set. We have implemented
the methods using PyTorch on top of OpenNMT
(Klein et al., 2017).

2https://catalog.ldc.upenn.edu/LDC2017T10

Fixed hand-engineered schedule baselines.
We use different MTL scheduling strategies
where at each update iteration:

• Uniform: Selects a random mini-batch from
all of the tasks;

• Biased (Zaremoodi and Haffari, 2018): Se-
lects a random mini-batch from the transla-
tion task (bias towards the main task) and an-
other one for a randomly selected task.

We also use schedules proposed in (Kiper-
wasser and Ballesteros, 2018). They consider a
slope parameter3 α and the fraction of training
epochs done so far t = sents/||corpus||. The
schedules determine the probability of selecting
each of the tasks as the source of the next train-
ing pair. In each of these schedules the probability
of selecting the main task is:

• Constant: Pm(t) = α; When α is set to 0.5,
it is similar to the Biased schedule we have
seen before.

• Exponential: Pm(t) = 1 − e−αt; In this
schedule the probability of selecting the main
task increases exponentially throughout the
training.

• Sigmoid: Pm(t) =
1

1 + e−αt
; Similar to the

previous schedule, the probability of select-
ing the main task increases, following a sig-
moid function.

In each of these schedules, the rest of the proba-
bility is uniformly divided among the remaining

3Following their experiments, we set α to 0.5.
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tasks. By using them, a mini-batch can have train-
ing pairs from different tasks which makes it in-
efficient for partially shared MTL models. Hence,
we modified these schedules to select the source
of the next training mini-batch.

Combination of Adaptive and Fixed schedules
As mentioned in Section 2, we assign an AIW
to each training instance inside mini-batches of
all tasks, i.e. applying AIWs on top of Uniform
schedule. Additionally, we also apply it on top
of Biased schedule to analyse the effect of the
combination of AIWs (for instances) and a hand-
engineered heuristic (for mini-batch selection).

3.4 Results and Analysis

Table 1 reports the results for baselines and the
proposed method4. As seen, our method has
made better use of the auxiliary tasks and achieved
the highest performance (see Section 3.4 for an
analysis of the generated translations). It shows
that while some of the heuristic-based schedules
are beneficial, our proposed Adaptive Importance
Weighting approach outperforms them. There rea-
sons are likely that the hand-engineered strategies
do not consider the state of the model, and they do
not distinguish among the auxiliary tasks.

It is interesting to see that the Biased schedule
is beneficial for standard MTL, while it is harm-
ful when combined with the AIWs. The stan-
dard MTL is not able to select training signals on-
demand, and using a biased heuristic strategy im-
proves it. However, our weighting method can se-
lectively filter out training signals; hence, it is bet-
ter to provide all of the training signals and leave
the selection to the AIWs.

Analysis on how/when auxiliary tasks have
been used? This analysis aims to shed light on
how AIWs control the contribution of each task
through the training. As seen, our method has the
best result when it is combined with the Uniform
MTL schedule. In this schedule, at each update it-
eration, we have one mini-batch from each of the
tasks, and AIWs are determined for all of the train-
ing pairs in these mini-batches. For this analysis,
we divided the training into 200 update iteration
chunks. In each chunk, we compute the average
weights assigned to the training pairs of each task.

4METEOR score (Denkowski and Lavie, 2014) is re-
ported only for Spanish as it is the only target languages in
our experiments which is supported by it.

Figure 1 shows the results of this analysis for
the MTL model trained with En→Vi as the main
task. and Figure 4 shows the results of this analy-
sis for En→Es and En→Tr. Also, it can be seen
that at the beginning of the training the Adap-
tive Importance Weighting mechanism gradually
increases the training signals which come from the
auxiliary tasks. However, after reaching a certain
point in the training, it will gradually reduce the
auxiliary training signals to concentrate more on
the adaptation to the main task. It can be seen that
the weighting mechanism distinguishes the impor-
tance of auxiliary tasks. More interestingly, it can
be seen that for the English→Turkish, the contri-
bution of NER task is more than the syntactic pars-
ing while for the other languages we have seen the
reverse. It shows that our method can adaptively
determine the contribution of the tasks by consid-
ering the demand of the main translation task.

As seen, it gives more weight to the syntac-
tic tasks at the beginning of the training while it
gradually reduces their contribution and increases
the involvement of the semantics-related task. We
speculate the reason is that at the beginning of
the training, the model requires more lower-level
linguistic knowledge (e.g. syntactic parsing and
NER) while over time, the needs of model grad-
ually change to higher-level linguistic knowledge
(e.g. semantic parsing).

Analysis of The Effect of Auxiliary Tasks on
The Generated Translations In this analysis,
we want to take a deeper look at the generated
translations and see how the proposed method im-
proved the quality of the translations. More specif-
ically, we want to compare the number of words in
the gold translations which are missed in the gen-
erated translations produced by the following sys-
tems: (i) MT only; (ii) MTL-Biased; (iii) MTL-
Uniform + AIW. To find out what kind of knowl-
edge is missed in the process of generating the
translations, we categorised words by their Part-
of-Speech tags and named-entities types. We have
done this analysis on En→Es language pair as
there are accurate annotators for the Spanish lan-
guage. We use Stanford POS tagger (Toutanova
et al., 2003) and named-entity recogniser (Finkel
et al., 2005) to annotate Spanish gold translations.
Then, we categorised the missed words in the
generated translations concerning these tags, and
count the number of missed words in each cat-
egory. Figure 5 depicts the result. As seen in
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Figure 4: Weights assigned to the training pairs of different tasks (averaged over 200 update iteration chunks).
Y-axis shows the average weight and X-axis shows the number of update iteration. In the top figures, the main
translation task is English→Spanish while in the bottom ones it is English→Turkish.

Figure 5a, the knowledge learned from auxiliary
tasks helps the MTL model to miss less number
of named-entities during translation. Moreover,
AIWs help the MTL model further by making bet-
ter use of the knowledge conveyed in the auxiliary
tasks. We can see the same pattern for the POS
of missed words. As seen, for most POS cate-
gories, the standard MTL has missed less number
of words in comparison with the MT only base-
line. Furthermore, our method helps the MTL
model to miss even less amount of words in every
of the POS categories (specifically in Noun and
Preposition categories). We speculate the reason
is that the AIWs makes it possible to control the
contribution of each of the auxiliary tasks sepa-
rately and taking into account the demand of the
model at each stage of the training procedure.

4 Related Work

Multitask learning (Caruana, 1997) has been used
for various NLP problems, e.g. machine trans-
lation (Dong et al., 2015), dependency parsing
(Peng et al., 2017), key-phrase boundary classi-
fication (Augenstein and Søgaard, 2017), video

captioning (Pasunuru and Bansal, 2017), Chinese
word segmentation, and text classification prob-
lem (Liu et al., 2017). For the case of low-resource
NMT, (Niehues and Cho, 2017) has explored the
use of part-of-speech and named-entity recogni-
tion in improving NMT. (Kiperwasser and Balles-
teros, 2018) has investigated part-of-speech tag-
ging and dependency parsing tasks, and (Zare-
moodi et al., 2018; Zaremoodi and Haffari, 2018)
have tried syntactic parsing, semantic parsing, and
named-entity recognition tasks.

The current research on MTL is focused on en-
couraging positive transfer and preventing the neg-
ative transfer phenomena in two lines of research:
(1) Architecture design: works in this area try
to learn effective parameter sharing among tasks
(Ruder et al., 2017; Zaremoodi et al., 2018); (2)
Training schedule: works in this area, including
ours, focus on setting the importance of tasks.

Training schedule is the beating heart of MTL,
and has a critical role in the performance of the
resulted model. Since there are more than one
task involved in MTL, the performance is mea-
sured differently in different MTL flavours: (1)
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Figure 5: The number of words in the gold English→Spanish translation which are missed in the generated trans-
lations (lower is better). Missed words are categorised by their tags (Part-of-Speech and named-entity types).

general-MTL aims to improve performance of all
tasks; (2) biased-MTL aims to improve one (or
a subset) of tasks the most. Training schedules
designed for the global-MTL are focused on co-
evolving easy and difficult tasks uniformly. These
methods are designed to achieve competitive per-
formance with existing single-task models of each
task (Chen et al., 2018; Guo et al., 2018b). On the
other hand, training schedules for biased-MTL fo-
cus on achieving higher improvements on the main
task, and our method belongs to this category.

Training schedules can be fixed/dynamic
throughout the training and be hand-
engineered/adaptive. (Zaremoodi and Haffari,
2018) has made use of a fixed hand-engineered
schedule for improving low-resource NMT with
auxiliary linguistic tasks. Recently, (Guo et al.,
2019) has proposed an adaptive way to compute
the importance weights of tasks. Instead of
manual tuning of importance weights via a large
grid search, they model the performance of each
set of weights as a sample from a Gaussian
Process (GP), and search for optimal values. In
fact, their method is not completely adaptive as a
strong prior needs to be set for the main task. This
method can be seen as a guided yet computation-
ally exhaustive trial-and-error where in each trial,
MTL models need to be re-trained (from scratch)
with the sampled weights. Moreover, the weight
of tasks are fixed throughout the training. At least,
for the case of low-resource NMT, it has been
shown that dynamically changing the weights
throughout the training is essential to make better
use of auxiliary tasks (Kiperwasser and Balles-
teros, 2018). (Kiperwasser and Ballesteros, 2018)
has proposed hand-engineered training schedules

for MTL in NMT, where they dynamically change
the importance of the main task vs the auxiliary
tasks throughout the training process. While
their method relies on hand-engineered schedules
which should be tuned by trial-and-error, our
proposed method adaptively and dynamically sets
the importance of the tasks and learn the MTL
model in the course of a single training run.

5 Conclusions

This paper presents a rigorous approach for adap-
tively and dynamically changing the training
schedule in biased-MTL to make the best use of
auxiliary tasks. To balance the importance of
the auxiliary tasks vs. the main task, we re-
weight training data of tasks to adjust their con-
tributions to the generalisation capabilities of the
resulted model on the main task. In this paper,
we consider low-resource translation as the main
task along with syntactic and semantic auxiliary
tasks. Our experimental results on English to Viet-
namese/Turkish/Spanish show up to +1.2 BLEU
score improvement compared to strong baselines.
Additionally, the analyses show that the proposed
method automatically finds a schedule which puts
more importance to the auxiliary syntactic tasks at
the beginning while gradually it alters the impor-
tance toward the auxiliary semantic task. As this
method does not rely on hand-engineered heuris-
tics, as a future work, we want to apply it for ef-
fective learning of multitask architectures beyond
NMT.
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