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Abstract

Language is an important marker of a cultural
group, large or small. One aspect of language
variation between communities is the employ-
ment of highly specialized terms with unique
significance to the group. We study these high
affinity terms across a wide variety of commu-
nities by leveraging the rich diversity of Red-
dit.com. We provide a systematic exploration
of high affinity terms, the often rapid semantic
shifts they undergo, and their relationship to
subreddit characteristics across 2600 diverse
subreddits. Our results show that high affin-
ity terms are effective signals of loyal commu-
nities, they undergo more semantic shift than
low affinity terms, and that they are partial
barrier to entry for new users. We conclude
that Reddit is a robust and valuable data source
for testing further theories about high affinity
terms across communities.

1 Introduction

The evolution and semantic change of human lan-
guage has been studied extensively, both in a his-
torical context (Garg et al., 2017) and, increas-
ingly, in the online context (Jaidka et al., 2018).
However, few studies have explored the evolution
of words across different online communities that
allow a comparison between community charac-
teristics and terms that have high affinity to a com-
munity.

The banning of r/CoonTown and r/fatpeoplehate
in 2015, as analyzed by Saleem et al., provides
good motivation for our work. r/CoonTown was
a racist subreddit with a short life span of 8
months (November 2014 - June 2015)(Saleem
et al., 2017). During this time, as shown
by Saleem (2017), these subreddits underwent
rapid semantic development through which new
words, such as “dindu”, “tbi” and “nuffin” were
not only created, but increasingly became more

context-specific (accumulated in meaning). In
r/fatpeoplehate existing words such as “moo”,
“xxl” and “whale” underwent localized seman-
tic shift such that their meanings transformed to
derogatory terms (Saleem et al., 2017).

These two cases demonstrate that not only are
new words conceived within subreddits, existing
words undergo localized transition. They also sug-
gest that this phenomenon likely takes place in a
short time period for high affinity words. In or-
der to evaluate whether such trends are consistent
across subreddits, we study semantic shift and the
roles high affinity terms play in 2600 different sub-
reddits between November 2014 to June 2015.

Our aim is to provide a characterization of high
affinity terms by mapping their relationship to dif-
ferent types of online communities and the seman-
tic shifts they undergo in comparison to general-
ized terms (low affinity terms). We leverage data
curated from the multi-community social network
Reddit and the types of subreddit characteristics
we study are loyalty, dedication, number of users
and number of comments. Our paper explores the
following research questions:

1. Do certain community characteristics corre-
late with the presence of high affinity terms?

2. Do high affinity terms undergo greater se-
mantic shift than low affinity terms?

3. Do high affinity terms and community char-
acteristics function as a barriers to entry for
new users to participate?

Some key findings include:

1. Loyalty is strongly correlated to the presence
of high affinity terms in a community.

2. High affinity terms undergo greater seman-
tic shift than generalized terms (low affinity
terms) in a short interval of time.
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3. High affinity terms, and dedication values of
a subreddit strongly correlate to the number
of new users that participate, indicating that
the degree of high affinity terms establishes a
lexical barrier to entry to a community.

2 Related Work and Concepts

2.1 Understanding Community Specific
Terms

Before defining high affinity terms, we examine
the traits observed in community specific terms
from past literature.

Studies have shown that words specific to
a community have qualities of cultural carriers
(Goddard, 2015). While culture is “something
learned, transmitted, passed down from one gener-
ation to the next, through human actions,” (Duranti
et al., 1997) these transmissions through language
affect a culture’s system of “classifications, spe-
cialized lexicons, metaphors, and reference forms”
in communities (Cuza, 2011). Pierre Bourdieu ar-
gues that language is not only grammar and sys-
tematic arrangemennt of words, but it is symbolic
of cultural ideas for each community. To speak
a certain language, is to view the world in a par-
ticular way. To Bourdieu, through language peo-
ple are members of a community of unique ideas
and practices (Bourdieu et al., 1991). As such,
community specific terms are usually not easily
translatable across different communities. For ex-
ample, in Hungarian “life” is metaphorically de-
scribed as “life is a war” and “life is a com-
promise”, whereas in American English “life” is
metaphorically represented as “life is a precious
posesssion”, or “life is a game” (KÃ, 2010). These
definitions of similar entities vary due to different
cultural outlooks in communities.

Besides words that are cultural carriers, slang is
also a form of terminology specific to a commu-
nity. While there is no standard operational defini-
tion of slang, many philosophical linguists define
slang as terms that are vulgar (Green, 2016; Al-
lens, 1993), encapsulate local cultural value and a
type of insider speech that roots from subcultures
(Partridge and Beale, 2002). Morphological prop-
erties of slang are defined as “extra-grammatical”,
and these morphological properties in slang are
shown to be distinguishable from morphological
properties of standard words in English (Mat-
tiello, 2013). There has been an increase of slang
in online spaces (Eble, 2012), with many terms

falling under the extra-grammatical classifica-
tions of abbreviation (‘DIY’, ‘hmu’, ‘lol’), blends
(‘brangelina’, ‘brunch’), and clippings (‘doc (doc-
tor)’, ‘fam (family)’) (Mattiello, 2013; Kulkarni
and Wang, 2018).

By extracting terms that have a high affinity to a
community, we approximate words that are either
cultural carriers or slang.

2.2 Measuring Affinity of Terms

Measurements for affinity of terms to a commu-
nity have been explored in research, where the fre-
quency of a word is compared to some background
distribution to extract linguistic variations that are
more likely in one setting (Monroe et al.; Zhang
et al., 2018). Most helpful to our approach is a
past study that computed a term’s specificity spc
to a subreddit through the pointwise mutual infor-
mation (PMI) of a wordw in one community c rel-
ative to all other communities C in Reddit (Zhang
et al., 2017).

spc(w) = log
Pc(w)

PC(w)

An issue with this metric is that terms with
equal specificity can differ in their frequency.
Specificity does not show which term is more
dominant within a community by frequency, as
show in Table 1. Due to this, we compute the affin-
ity value of a term by measuring its locality and
dominance to a community. Locality is the likeli-
hood of a term belonging to some community, and
dominance captures the presence of the term in the
said community by its frequency.

We therefore calculate the locality l of a word
wj in subreddit si through the conditional proba-
bility of a word occurring in si, relative to it oc-
curring in all other subreddits S.

lsi(wj) =
Psi(wj)

PS(wj)

We then calculate dominance d in two steps.
First we calculate an intermediate value r, which
is the difference between the count of word wj in
si subtracted by the sum of all terms W in si mul-
tiplied by constant ε, which in our work was suf-
ficient as 0.0001. If the value of r is negative, we
disregard it, as it is likely to be an infrequent word
of little semantic significance, such as a typo.

rsi(wj) = Countsi(wj)− Countsi(W )× ε
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mccoy slowmo ducati bleacher takahashi motogp
spc 0.000 0.000 -0.004 0.000 0.000 -0.004
asi 0.942 0.666 0.987 0.500 0.833 0.987

Table 1: Affinity and Specificity of terms found in
r/motogp calculated on the word distributions of 10
sample subreddits. This shows that less frequently oc-
curring words and frequently occurring words can have
the same specificity value, however the affinity value
takes into account the degree of frequency of each term
in a community.

where

rsi(wj) =

{
rsi(wj) rsi(wj) > 1

1 rsi(wj) ≤ 1

Then, we calculate the dominance d as a neg-
ative hyperbolic function of each word’s occur-
rence:

dsi(wj) = 1− 1

rsi(wj)

Finally, we compute the affinity value of a word
to a subreddit as a product of a word’s dominance
and locality:

asi(wj) = dsi(wj)× lsi(wj)

After extracting affinity values of each word rel-
ative to a subreddit, we partition the sets of words
into high affinity terms and low affinity terms.

High Affinity Terms: For each subreddit, we
extract 50 terms with the highest affinity values,
and we categorize them as high affinity terms. The
average of high affinity terms is denoted as high
affinity average.

Low Affinity Terms: For each subreddit, we
extract 50 terms with the lowest affinity values,
and we categorize them as low affinity terms. The
average of low affinity terms is denoted as low
affinity average.

2.3 How Semantic Shift Can Capture
Cultural Shifts

As previously stated, high affinity terms are ap-
proximations for words that are either cultural car-
riers or slang.

Research has shown that shifts of local neigh-
borhoods across embeddings are more effective in
capturing cultural shifts than to calculate distances
of a word across aligned embeddings, which is
used to measure structural shifts (Hamilton et al.,
2016; Eger and Mehler, 2016). Studies have repre-
sented k-nearest neighbors n of a word w through

second-order vectors V |n| that are made of the
cosine similarities between n and w, then cal-
culate the difference between these second-order
vectors to identify shifts (Hamilton et al., 2016;
Eger and Mehler, 2016). Recent works have also
modeled shifts in words through the change in
common neighbors across different embeddings
(Wendlandt et al., 2018; Eger and Mehler, 2016).

2.4 Measuring Semantic Change

Our measurement of semantic shift is based on
the concepts of semantic narrowing of words, a
process in which words become more specialized
to a context, and semantic broadening of words,
a process in which words become more gener-
alized from a context (Bloomfield, 1933; Blank
and Koch, 1999). We capture this contextual in-
formation by constructing 300 dimensional word
embeddings (word2vec) for each subreddit us-
ing skip-gram with negative sampling algorithms,
where a distributional model is trained on words
predicting their context words (Mikolov et al.,
2013). For each word, we measure narrowing as
an increase in co-occurrence of a word’s nearest
neighbors, and broadening as a decrease in co-
occurrence of a word’s nearest neighbors (Crow-
ley and Bowern, 2010).

To measure semantic shift, we extract common
vocabulary V = (w1, ..., wm) across all time in-
tervals t ∈ T . Then, for some t and t+ n, we take
a word wj’s set of k nearest-neighbors (accord-
ing to cosine similarity). These neighbor sets are
denoted as At

k(wj) and At+n
k (wj). We then cal-

culate the neighbours co-occurrence value CO as
the Jaccard similarity of neighbours sets (Hamil-
ton et al., 2016), in subreddit si:

At
k(wj) = cos-sim(wt

j , k)

At+n
k (wj) = cos-sim(wt+n

j , k)

COsi(w
t
j , w

t+n
j ) =

|At
k(wj) ∩At+n

k (wj)|
|At

k(wj) ∪At+n
k (wj)|

Then, we calculate the difference of CO across
successive embeddings in T . We label, chrono-
logically, the first time interval (t1) as initial point
and the last time interval (tp) as terminal point,
across which narrowing and broadening are mea-
sured. We used k = 10 for all computations.

Broadening Measurement: We measure
broadening as the sum of the difference of COsi
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Figure 1: This figure provides a visual representa-
tion of our methodology of semantic shift measure-
ment. The initial point embedding is trained on 2014-
11/12 dataset. The terminal point embedding is trained
on 2015-05/06. All semantic shift measurements fol-
low a chronological order of comparison, such that
narrowing and broadening are both measurements of
embeddingt+1 - embeddingt.

between initial point embedding and all successive
embeddings. This is defined as:

bsi(wj) =

p−1∑
t=2

(COsi(w
1
j , w

t+1
j )−COsi(w

1
j , w

t
j))

By comparing an embedding to its future em-
beddings, we are able to see which contexts are
lost as a word’s meaning becomes more broad.

Narrowing Measurement: Similarly, we mea-
sure narrowing by calculating the sum of the dif-
ference of CO between terminal point embedding
and all previous embeddings.

nsi(wj) =

p−2∑
t=1

(COsi(w
p
j , w

t+1
j )−COsi(w

p
j , w

t
j))

By comparing an embedding to its previous em-
beddings, we are able to see which contexts as-
sociated with a word have increased in specificity
over time.

A visual representation of the metrics are pro-
vided in Figure 1.

2.5 Extracting Rate of Change of Frequency
Many past works have also modelled relationships
between frequency and semantic shift (Lancia,
2007; Hilpert and Gries, 2016; Lijffijt et al., 2014).

One study shows that an increase in frequency of
a term across decades results in a semantic broad-
ening, while a decrease in frequency causes it to
narrow (Feltgen et al., 2017). For example an in-
crease in frequency of the word “dog” evolved its
meaning from a breed to an entire species, and
the decrease in frequency of “deer” localized its
meaning from “animal” to a specific animal (un-
dergoing narrowing) (Hilpert and Gries, 2016).

Very few studies have modelled narrowing and
broadening of terms in the short term. As such, we
are interested in the frequency patterns of terms
that go through short-term cultural shifts. One
study showed the effect of frequency on learn-
ing new words, and how it affects the use of
new words in their correct context. They con-
ducted their experiments in a physical capacity on
children of five years old who were made famil-
iar with new words (Abbot-Smith and Tomasello,
2010) in a short time period. Their results demon-
strate that familiarizing children with new words
allowed them to use the word in correct grammat-
ical contexts, and greater frequency of exposure to
new words resulted in more narrowed and correct
use of the word to a context. This pattern of teach-
ing is categorized as lexically-based learning.

Due to this, we assess whether in the short-term
in subreddits, narrowing and broadening of terms
correlates to the rate of change of frequencies.

We calculate rate of change of frequency across
time periods T for a subreddit si as such, where n
is the size of T :

∆fsi(wj) =
n−1∑
t=1

ft+1(wj)− ft(wj)

ft+1(wj)

A positive value shows an increasing rate of fre-
quency, and a negative value shows a decreasing
rate of frequency.

2.6 Characteristics of Subreddits
We introduce four quantifiers that describe subred-
dit networks based on existing typology. Using
these quantitative chararacteristics we can evalu-
ate and identify systemic patterns that exist be-
tween types of subreddits and high affinity terms.
The four quantifiers are loyalty, dedication, num-
ber of comments, and number of users.

Loyalty: Previous work on subreddit character-
istics has defined community loyalty as a percent-
age of users that demonstrate both preference and
commitment, over other communities in multiple
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Subreddits
High Aff.

Avg. High Aff. Terms
Low Aff.

Avg. Low Aff. Terms

Top 1% bravefrontier 0.999
‘sbb’, ‘zelnite’, ‘darvanshel’,

‘tridon’, ‘ulkina’ 0.000
‘food’, ‘drive’, ‘park’,

‘episode’, ‘photo’

chess 0.999
‘pgn’, ‘bxc’, ‘nxe’,

‘nxd’, ‘bxf’ 0.000
’character’, ‘compose’,

‘pack’, ‘message’, ‘damage’

Arbitrary radiohead 0.732
‘cuttooth’, ‘backdrifts’, ‘tkol’,

‘crushd’, ‘htdc’ , 0.000
’willing’, ‘phone’, ‘gain’,

‘sell’, ‘provide’

fatpeoplehate 0.357
‘pco’, ‘tubblr’, ‘fatshion’,

‘fatkini’, ‘feedee’ 0.000

’application’, ‘network’,
‘engine’, ‘element’,

‘cable’

Bottom 1% Wellthatsucks 0.002
‘helmet’, ‘shoe’, ‘brake’,

‘truck’, ‘tire’ 0.000
‘help’, ‘team’, ‘love’,
‘include’, ‘question’

gif 0.002
‘gif’, ‘prank’, ‘repost’,

‘swim’, ‘ftfy’ 0.000
‘subreddit’, ‘order’,

‘account’, ‘game’, ‘issue’

Table 2: A sample presentation of high affinity terms and low affinity terms from subreddits with high high affinity
averages (top 1%), and low high affinity averages (bottom 1%).

time periods (Hamilton et al., 2017). Preference is
demonstrated by more than half of a user’s com-
ments contributing to subreddit si ∈ S, and com-
mitment is measured by a user commenting in si
in multiple time periods t ∈ T . It has been shown
that community wide loyalty impacts usage of lin-
guistic features such as singular (“I”) and plural
(“We”) pronoun (Hamilton et al., 2017). Commu-
nities with greater loyalty have a higher usage of
plural pronouns than communities with low loy-
alty which have a heavier usage of singular pro-
nouns. Following this finding, we investigate re-
lationships between loyal communities and high
affinity terms, to gauge whether loyal communi-
ties are also strongly correlated to use of other
types of terms.

Dedication: Other studies have also shown
that user retention correlates to increased use of
subreddit specific terms (similar to high affinity
terms) (Zhang et al., 2017). We calculate user
retention to measure a community characteristic
similar to commitment as defined in a past study
(Hamilton et al., 2017), by extracting users that
comment in subreddit si ∈ S a minimum of n
number of times across all time periods t ∈ T and
label this retention value as dedication. A key dif-
ference between dedication and loyalty is that a
user does not have to contribute more than 50%
of their comments to a particular subreddit to be
dedicated, which is a requirement for loyalty. This
means that a user can be dedicated to multiple sub-
reddits, while a user is loyal to only one group at a
particular time. The comparison between loyalty
and dedication allows us to explore whether pref-
erence is a strong factor in the linguistic evolution
of high affinity terms in online communities.

Number of Comments and Number of Users:
Lastly, we measure raw metadata of subreddits
which are the number of comments made, and the
number of users that participated in a subreddit.

Existing work has shown that areas with large
populations experience a larger introduction of
new words, whereas areas with small populations
experience a greater rate of word loss (Bromham
et al., 2015). Furthermore, words in larger popu-
lations are suspect to greater language evolution.
While this is a correlation found in physical com-
munities, we assess whether this remains consis-
tent in online communities. As a proxy for pop-
ulation we consider both the number of users and
the number of comments.

3 Description of Data

Our dataset consists of all subreddits between
November 2014 to June 2015 with more than
10000 comments in that period. We performed our
measures on the curated data in time intervals of 2
months. We manually removed communities that
are mostly in non-ascii or run by bots. This re-
sulted in a dataset of 2626 subreddits.

4 Qualitative Overview of High Affinity
and Low Affinity Terms

We examine high and low affinity terms across
subreddits. Our results, as shown in Table 2,
demonstrate that high affinity terms have different
characteristics across communities.

Certain high affinity terms exist independent of
online communications. For example in r/chess,
the high affinity terms “bxc”, “bxf”, “nxe” are
all numerical representations used to communi-
cate game moves. Similarly in r/bravefrontier,
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Figure 2: This figure shows the relationship between community characteristics and high affinity averages. Each
community characteristics is binned into intervals of 20% by percentile. Loyalty most strongly correlates with
high affinity averages.

the terms ”zelnite” and ”darvanshel” are game
characters. However in r/fatpeoplehate, there are
high affinity terms that originate online. Terms
in r/fatpeoplehate demonstrate extra-grammatical
qualities of slang, such as “fatkini”, which is a
blend of “fat” + “bikini”, and “feedee”, which
is clipping of “feeder”, signalling word devel-
opment through online communication (Kulkarni
and Wang, 2018).

Interestingly, across the topically different sub-
reddits, abbreviations are common form of high
affinity terms. For instance, “pgn” in r/chess
stands for ”portable game notation”, “tkol” in
r/radiohead stand for “The king of Limbs”, “ftfy”
in r/gif stands for ”fixed that for you”. The use
of abbreviations illustrates the transformation of
“gibberish” into collective meaning within a com-
munity. It is only with the context of domain and
culture, that one can attribute meaning to these
terms.

Named Entity Recognition (NER) of Top 100
and Bottom 100 subreddits by high affinity av-
erages: We performed NER using bablefy on the
names of the top 100 and bottom 100 subreddits by
high affinity averages. Through this analysis, we
observe that 82 of the top 100 are named entities,
whereas only 18 of bottom 100 are named entities.
Of the 82, 33 subreddits are videogames, 19 are
regional subreddits and 11 are sports subreddits.
This shows that communities with high affinity av-
erages are likely to be strongly linked with a phys-
ical counterpart. Whereas the bottom 100 subred-
dits consisted of discussion and generalized sub-
reddits such as r/TrueReddit, r/Showerthoughts,
r/blackpeoplegifs whose creation and culture can
directly be attributed to online communities rather

than physical counterparts. This provides an
explanation for subreddits with low high affin-
ity averages having extremely generalized high
affinity terms, such as “helmet” and “shoe” in
r/Wellthatsucks.

5 Impact of Community Characteristics
on Affinity of Terms

We conducted prediction tasks using community
characteristics to demonstrate meaningful rela-
tionships between high affinity terms. We treated
each of the community characteristics as features
(log-transformed), and perform linear regressions,
with five cross-validation, to predict the high affin-
ity average (log-transformed) of a subreddit.

5.1 Prediction of High Affinity Terms from
Community Characteristics

We find that loyalty of a subreddit is remarkably
correlated to the high affinity average of subred-
dits. A linear model trained on loyalty to predict
high affinity average of a subreddit achieves anR2

of 0.364 (p-value < 0.001). Compared to this, a
linear model trained on dedication results in anR2

value of 0.274 (p-value < 0.001). This implies
that preference is a strong factor in the likelihood
of high affinity terms in communities.

In contrast, models trained on number of com-
ments and number of users resulted in an R2 of
0.071 and 0.004. Loyalty is therefore a much more
effective measure than most standard community
measures at least when measured on a linear scale.
This finding supports existing work, which shows
that distinctiveness of a community is strongly re-
lated to its rate of user retention (Zhang et al.,
2017).
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Community Type R2 p-value
loyalty 0.038 < 0.001

dedication 0.036 < 0.001
no. comments 0.048 < 0.001

no. users 0.004 0.001

Community Type R2 p-value
loyalty 0.005 < 0.001

dedication 0.002 0.032
no. comments 0.016 < 0.001

no. users 0.001 0.062

Table 3: Coefficient of determination values for linear models trained on community characteristics that predict
semantic narrowing (left) and semantic broadening (right) of high affinity terms.

5.2 Prediction of Low Affinity Terms from
Community Characteristics

Although low affinity terms for almost all subred-
dits have values that are very close to 0, we find
that raw subreddit meta data (log-transformed) is
an effective predictor of low average affinity term
value (log-transformed). A linear model trained
on number of comments results in a R2 of 0.456
(p-value < 0.001). This makes sense intuitively,
because as the number of comments increases, low
affinity terms have more likelihood of being gen-
eralized.

A similar model trained on number of users at-
tains an R2 of 0.180, with a model trained on loy-
alty performing the worst with an R2 of 0.055.

Finally, as we might expect a multivariate re-
gression model trained on both loyalty and number
of comments performs the best out of all models,
scoring an R2 of 0.391 (p-value < 0.001) when
predicting high affinity averages and scoring an
R2 of 0.470 (p-value < 0.001) when predicting
low affinity averages, which are significant im-
provements.

6 Assessing Semantic Shift of High
Affinity Terms

Calculating semantic shifts of high affinity terms
enables us to test whether high affinity terms are
subject to cultural shifts and whether linguistic de-
velopments in online spaces are consistent with
trends in physical communities.

6.1 Evaluating Semantic Shift to Community
Characteristics

We perform linear regression between community
characteristics and semantic shifts to assess their
relationships. Our results show that all commu-
nity characteristics are weak predictors of seman-
tic shifts. This is surprising as they are effective
predictors of affinity values.

Semantic Narrowing and Semantic Broaden-
ing: Table 3 shows that number of comments has
the strongest correlation to semantic narrowing

and semantic broadening of high affinity terms,
achieving R2 values of 0.037 and 0.019 (p-value
< 0.001). In contrast, while loyalty and dedication
have similarly high R2 values when used for mod-
eling semantic narrowing of high affinity terms as
shown in Table 3, it is more weakly linked to the
semantic broadening of high affinity terms.

Perhaps the most surprising finding is that num-
ber of users is a poor predictor of both semantic
narrowing and semantic broadening (R2 of 0.004
and 0.001) in online spaces. This is surprising be-
cause number of users and number of comments
are highly correlated features (Pearson coefficient
of 0.726, p-value < 0.001), but their performance
in approximation of semantic shifts are broadly
different.

These results provide insight into how the con-
cept of “population” works in online spaces in
contrast to physical communities. Previous works
show a weak correlation between population of a
geographic area and the occurrence of language
evolution (Bromham et al., 2015; Greenhill et al.,
2018). A limitation of these studies was their in-
ability to account for language output that was not
written (i.e, oral communications). This limita-
tion is not present in online communities because
all language output is recorded via online com-
ments. As such, the number of comments having a
stronger correlation to semantic shift than number
of users, indicates that the amount of oral commu-
nication may have contributed to language evolu-
tion.

6.2 Comparing Semantic Shift in High
Affinity and Low Affinity Terms

First we compute a metric that shows the overall
semantic shift a subreddit has experienced. This is
measured by computing the difference between se-
mantic narrowing and semantic broadening, where
a positive value indicates overall narrowing and a
negative value indicates overall broadening. We
label this result as net semantic shift. Then we
compute net semantic shift for high affinity terms
and low affinity terms for all subreddits.
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Figure 3: The sum of semantic narrowing and semantic
broadening from all subreddits by high affinity and low
affinity terms. High affinity terms are more volatile and
sensitive to cultural shifts.

We find that out of 2626 subreddits, 1638 (62%)
subreddits demonstrate a positive net semantic
shift in high affinity terms, whereas, 1529 (58%)
subreddits demonstrate a positive net semantic
shift in low affinity terms.

In Figure 3, we show that across all subred-
dits, the sum of net semantic shift in high affinity
terms is 20.462 (50.253-29.791), whereas the sum
of net semantic shift in low affinity terms is 4.402
(17.878-13.476). This implies that high affinity
terms in general are more likely to attain quali-
ties that are defining of neologisms, and are more
likely to be narrowed in communities across Red-
dit.

This is explained by our results which show
that the rate of decrease of semantic broadening
is slower than the rate of increase of semantic nar-
rowing (Pearson coefficient of -0.192, p-value <
0.001), as demonstrated by a regression coefficient
of -0.148. This trend is consistent when modeling
semantic narrowing and semantic broadening with
other community characteristics.

Interestingly, in communities with very high
affinity averages, we observe several cases where
the semantic narrowing and semantic broadening
are close to 0. Examples of such subreddits are
r/kpop, r/chess, and r/Cricket. We notice that these
groups contain terms that are essential and almost
exclusive to the domain of that community. How-
ever, these terms do not undergo extraordinary cul-
tural impetus that causes a shift in meaning. For
instance in r/chess there is little motivation to use
“bxe”, “cdf” outside of the context of game moves.

Additionally, we observe highest semantic
shifts in groups that are mostly video games, tv-

Figure 4: This figure illustrates the relationship be-
tween net semantic shift of subreddits and their average
rate of change of frequency for high-affinity terms.

shows and sports communities, with high affinity
averages being less than 0.5 in most cases - the av-
erage high affinity score of top 100 semantic nar-
rowing groups is 0.367. These lower scores that
tend away from the possible extremes, show that
niche terms that shift the most are also slightly
distributed in few other communities, but clearly
dominant in one. Terms that are likely to undergo
high levels of semantic shift have potential of be-
ing cross-cultural and adopted by a different group
of people. Study of external influence of high
affinity terms in other communities is an area of
future research, and may reveal factors that make
some high affinity terms more likely to evolve in a
short period of time.

6.3 Mapping of Frequency

Past studies show that in the long term words that
narrow decrease in frequency (Feltgen et al., 2017;
Hilpert and Gries, 2016). However, our results, as
shown in Figure 4, indicate that in the short term
net semantic shift is strongly correlated with in-
crease in frequency.

By testing the relationship between ∆fsi and
net semantic shift, we discovered a strong linear
relationship (Pearson coefficient of 0.429, p-value
< 0.001).

Language adoption studies have shown that in-
creased familiarization with a word in the short
term - measured through frequency - actually en-
ables a person to use the word more accurately
and precisely. This is achieved, in both adults and
children through lexically-based learning (Abbot-
Smith and Tomasello, 2010). Our results indicate
that online communities also employ lexically-
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Community
Characteristic R2 p-value

loyalty 0.340 < 0.001
dedication 0.518 < 0.001

High Aff. Avg. 0.201 < 0.001

Community Characteristic R2 p-value
loyalty + dedication 0.503 < 0.001
loyalty + High Aff. 0.377 < 0.001

dedication + High Aff. 0.539 < 0.001

Table 4: Coefficient of determination values for linear and multivariate models trained on community characteris-
tics that predict rate of new users (δu(si)).

based learning in the short term, and may factor
into linguistic culture adoption and development.
We derive this finding from the fact that increase
in frequency is strongly correlated with semantic
narrowing.

7 Barriers to Entry

In this section, we evaluate the impact high affinity
values have on the rate of new users participating
in each time period.

We calculate the rate of new users δu(si) as:

δu(si) =
n−1∑
t=1

Ut+1(si)− Ut(si)

Ut+1(si)

where U is the set of users in subreddit si at
time period t.

In Table 4 we present our results of regression
and correlation testing. We find that dedication
shows the strongest correlation to the rate of new
users in a community. This insinuates that abso-
lute preference is an unlikely indicator of δu(si).

Although weaker, high affinity terms also show
a correlation to δu(si). However, as shown in Ta-
ble 4, it is remarkable that dedication and high
affinity averages outperform the combination of
loyalty and dedication in predicting the value of
δu(si). This is because loyalty has a stronger cor-
relation with δu(si) than high affinity averages.
Due to this, a model trained on loyalty and ded-
ication should perform better. However not only
does it not perform better than a model trained on
dedication and high affinity averages, it performs
worse than a model trained only on dedication.
This suggests that loyalty likely captures barriers
to entry similar to dedication but more poorly. It
also suggests that high affinity terms and dedica-
tion capture different types of barriers to entry.

Furthermore, we observe that communities
which show the least δu(si), are mostly topics that
originate outside of Reddit, such as r/NASCAR
(sports) and r/SburbRP (sexual roleplay).

These results indicate that there are linguis-
tic and non-linguistic barriers that prevent peo-

ple from engaging in certain online communi-
ties. While this may not be concerning for in-
nocuous topics such as r/Chess, issues may arise
for ideologically-themed subreddits. In the age of
political polarization, hate groups and infamous
echo chambers, further research could be con-
ducted into barriers to entry and the role high affin-
ity terms play.

8 Conclusion and Future Work

Through several analyses we have shown there to
be a strong relationship between online commu-
nity behaviour and several aspects of high affin-
ity terms. We found correlations with subreddit
characteristics related to collective user behaviour,
especially loyalty. The high affinity terms under-
went semantic shift at a high rate given our very
condensed timescale. Finally, we showed a rela-
tionship between user retention and the presence
of these terms.

All three conclusions, and the secondary anal-
yses conducted alongside them, show that high
affinity terms have strong potential for further elu-
cidating online community behaviour, and likely
are correlated with further characteristics more
difficult to measure than subreddit loyalty such
as community cohesion (the strength and salience
of group identity (Rogers and Lea, 2004)) or be-
haviour leading to the formation of extremist hate
groups. Finally, our results and further investiga-
tion can contribute to the literature surrounding the
relationship between vocabulary and social mobil-
ity between groups.

References

Kirsten Abbot-Smith and Michael Tomasello. 2010.
The influence of frequency and semantic similarity
on how children learn grammar. First Language,
30(1):79–101.

Irving Lewis Allens. 1993. The city in slang : New
York life and popular speech, 1 edition, volume 1 of
1. Oxford University Press. An optional note.

https://doi.org/10.1177/0142723709350525
https://doi.org/10.1177/0142723709350525


66

A. Blank and P. Koch. 1999. Historical Semantics and
Cognition. Cognitive linguistics research. Mouton
de Gruyter.

Leonard Bloomfield. 1933. Language. Holt, New
York.

P. Bourdieu, J.B. Thompson, G. Raymond, and
M. Adamson. 1991. Language and Symbolic Power.
Social theory. Harvard University Press.

Lindell Bromham, Xia Hua, Thomas Fitzpatrick, and
Simon Greenhill. 2015. Rate of language evolution
is affected by population size. Proceedings of the
National Academy of Sciences of the United States
of America, 112.

T. Crowley and C. Bowern. 2010. An Introduction
to Historical Linguistics. Oxford University Press
USA - OSO.

Alexandru Ioan Cuza. 2011. Translation of cultural
terms : Possible or impossible ?

A. Duranti, Cambridge University Press, S.R. An-
derson, J. Bresnan, B. Comrie, W. Dressler, and
C.J. Ewen. 1997. Linguistic Anthropology. Cam-
bridge Textbooks in Linguistics. Cambridge Univer-
sity Press.

C. Eble. 2012. Slang and Sociability: In-Group Lan-
guage Among College Students. University of North
Carolina Press.

Steffen Eger and Alexander Mehler. 2016. On the lin-
earity of semantic change: Investigating meaning
variation via dynamic graph models. In Proceed-
ings of the 54th Annual Meeting of the Association
for Computational Linguistics (Volume 2: Short Pa-
pers), pages 52–58, Berlin, Germany. Association
for Computational Linguistics.

Quentin Feltgen, Benjamin Fagard, and Jean-Pierre
Nadal. 2017. Frequency patterns of semantic
change: Corpus-based evidence of a near-critical dy-
namics in language change. Royal Society Open Sci-
ence, 4.

Nikhil Garg, Londa Schiebinger, Dan Jurafsky, and
James Zou. 2017. Word embeddings quantify 100
years of gender and ethnic stereotypes. CoRR,
abs/1711.08412.

Cliff Goddard. 2015. Words as Carriers of Cultural
Meaning, pages 380–400.

J. Green. 2016. Slang: A Very Short Introduction. Very
short introductions. Oxford University Press.

Simon J. Greenhill, Xia Hua, Caela F. Welsh, Hilde
Schneemann, and Lindell Bromham. 2018. Popu-
lation size and the rate of language evolution: A test
across indo-european, austronesian, and bantu lan-
guages. Frontiers in Psychology, 9:576.

William L. Hamilton, Jure Leskovec, and Dan Jurafsky.
2016. Cultural shift or linguistic drift? comparing
two computational measures of semantic change.
CoRR, abs/1606.02821.

William L. Hamilton, Justine Zhang, Cristian Danescu-
Niculescu-Mizil, Dan Jurafsky, and Jure Leskovec.
2017. Loyalty in online communities. CoRR,
abs/1703.03386.

Martin Hilpert and Stefan Th. Gries. 2016. Quanti-
tative approaches to diachronic corpus linguistics,
Cambridge Handbooks in Language and Linguistics,
page 36–53. Cambridge University Press.

Kokil Jaidka, Niyati Chhaya, and Lyle Ungar. 2018.
Diachronic degradation of language models: In-
sights from social media. In Proceedings of the
56th Annual Meeting of the Association for Compu-
tational Linguistics (Volume 2: Short Papers), pages
195–200. Association for Computational Linguis-
tics.
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