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Abstract

With the widespread use of Machine Trans-
lation (MT) techniques, attempt to minimize
communication gap among people from di-
verse linguistic backgrounds. We have par-
ticipated in Workshop on Asian Transla-
tion 2019 (WAT2019) multi-modal translation
task. There are three types of submission
track namely, multi-modal translation, Hindi-
only image captioning and text-only transla-
tion for English to Hindi translation. The main
challenge is to provide a precise MT output.
The multi-modal concept incorporates textual
and visual features in the translation task. In
this work, multi-modal translation track re-
lies on pre-trained convolutional neural net-
works (CNN) with Visual Geometry Group
having 19 layered (VGG19) to extract image
features and attention-based Neural Machine
Translation (NMT) system for translation.
The merge-model of recurrent neural network
(RNN) and CNN is used for the Hindi-only
image captioning. The text-only translation
track is based on the transformer model of the
NMT system. The official results evaluated at
WAT2019 translation task, which shows that
our multi-modal NMT system achieved Bilin-
gual Evaluation Understudy (BLEU) score
20.37, Rank-based Intuitive Bilingual Eval-
uation Score (RIBES) 0.642838, Adequacy-
Fluency Metrics (AMFM) score 0.668260 for
challenge test data and BLEU score 40.55,
RIBES 0.760080, AMFM score 0.770860 for
evaluation test data in English to Hindi multi-
modal translation respectively.

1 Introduction

The multi-modal translation is an emerging task
of the MT community, where visual features of
image combine with textual features of parallel

source-target text to translate sentences (Shah
et al., 2016). Interestingly, multi-modal concept
improved the translation quality of generating the
captions of the images (Dash et al., 2019) as well
as significant improvement over text-only NMT
system (Huang et al., 2016). In text-only NMT
system, the encoder-decoder framework of NMT
is a widely accepted technique used in the task
of MT. Because it handles sequence to sequence
learning problem for variable length source and
target sentences and also, handles long term de-
pendency problem using long short term memory
(LSTM) (Sutskever et al., 2014). The demer-
its of basic encoder-decoder model is that it fails
to encode all necessary information into the con-
text vector when the sentence is too long. Hence,
to handle such problem attention-based encoder-
decoder model is introduced, which allows the
decoder to focus on different parts of the source
sequence at different decoding steps (Bahdanau
et al., 2015). (Luong et al., 2015) enhanced the
attention model that merges global, accompany-
ing to all source words and local, only pay atten-
tion to a part of source words. The attention-based
NMT system shows a promising outcome in vari-
ous languages (Pathak and Pakray, 2018; Pathak
et al., 2018; Laskar et al., 2019). Current work has
been investigated for English to Hindi translation.
There are three different tracks, namely, multi-
modal translation, Hindi-only image captioning
and text-only translation using NMT system and
participated in WAT2019 multi-modal translation
task.

2 Related Works

Literature survey mainly focused on multimodal
based NMT works, where multimodal informa-
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tion (text and image) integrating into the attention-
based encoder-decoder architecture. (Huang
et al., 2016), proposed a model using attention
based NMT, where regional and global visual fea-
tures are attached in parallel with multiple encod-
ing threads and each thread is followed by the text
sequence. They obtained BLEU score 36.5, which
outperformed the text-only baseline model BLEU
score 34.5. (Calixto and Liu, 2017) used bi-
directional recurrent neural network (RNN) with
gated recurrent unit (GRU) in the encoding phase
instead of single-layer unidirectional LSTM in
(Huang et al., 2016) and also, used image features
separately either as a word in the source sentence
or directly for encoder or decoder initialization
unlike word only in (Huang et al., 2016), achieved
BLEU score 38.5, 43.9 in English to German and
German to English translation respectively. (Cal-
ixto et al., 2017), introduced two independent at-
tention mechanisms over source language words
and visual features in a single decoder RNN,
which significantly improve over the models used
in (Huang et al., 2016), obtained BLEU score
39.0, 43.2 in English to German and German to
English translation respectively. (Dutta Chowd-
hury et al., 2018), investigated multimodel NMT
following settings of (Calixto and Liu, 2017) for
Hindi to English translation and acquired BLEU
score 24.2.

3 System Description

The primary steps of the system operations are
data preprocessing, system training and system
testing and the same have been illustrated in fol-
lowing subsections. The multimodal NMT toolkit
(Calixto and Liu, 2017; Calixto et al., 2017) is em-
ployed to build the multimodal NMT system for
multimodal translation task, which are based on
the pytorch port of OpenNMT (Klein et al., 2017).
For text-only translation task, OpenNMT is de-
ployed to build the NMT system and in the case of
Hindi-only image captioning track, publicly avail-
able VGG16 and LSTM in Keras library, are used
to build the system (Simonyan and Zisserman,
2015; Tanti et al., 2018). We have used Hindi
visual genome dataset in each track of WAT2019
multi-modal translation task provided by the or-
ganizer (Nakazawa et al., 2019). We have not
used image coordinates (Width, Height) provided
in the dataset to indicate the rectangular region in
the image described by the caption. Because, we

have used global features of the images.

3.1 Data Preprocessing

The data preprocessing steps of each track are car-
ried out separately. In the multi-modal translation
track, firstly, image features for training, valida-
tion and test data are extracted from the image
data set as mentioned in Table 1. We have used
publicly available pre-trained CNN with VGG19
via batch normalization for extraction of both
global and local visual features from the image
dataset as shown in Table 1. Secondly, pri-
mary functions of preprocessing step, tokeniza-
tion, lowercasing and applying byte pair encod-
ing (BPE) model of source and target sentences.
For this purpose, OpenNMT toolkit is used to
make a dictionary of vocabulary size of dimension
8300, 7984 for English-Hindi parallel sentence
pairs, which indexes the words during the train-
ing process. In the text-only translation track, we
have considered only source-target corresponding
sentences as shown in Table 1 to build the dic-
tionary, vocabulary size of dimension 8300, 7984
using the OpenNMT toolkit. In the Hindi-only im-
age captioning track, image features are extracted
via pre-trained CNN with VGG16 from the image
data set as shown in Table 1. The image extracted
features are 1-dimensional 4,096 element vector.
The text input sequences, maximum description
length of 22 words, are cleaned to get the vocabu-
lary size of 5605.

3.2 System Training

After preprocessing of data, the system training
process is performed in each track separately in
Multiple Graphics Processing Units (GPU) envi-
ronment to boost the performance of training. In
the multi-modal translation track, the source (En-
glish) and target (Hindi) sentences are fed into
encoder-decoder RNN. The multi-modal NMT
system is trained using doubly-attentive decoder
following settings of (Calixto et al., 2017), where
the multi-modal NMT incorporates two different
attention mechanism across the source-language
words and visual features in a single decoder
RNN. Both encoder and decoder consists of a two-
layer network of LSTM nodes, which contains
500 units in each layer. The multi-modal NMT
system is trained up to 100 epoch. The default set-
tings drop out of 0.3, batch size 40 and layer nor-
malization are used for a stable training run. In the
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Nature of corpus Name of Corpus Number of instances/items
Training Englsih-Hindi 28,929

(Text data)
Image data 28,929

Test (Evaluation Set) English to Hindi 1595
(Text data)
Image data 1595

Test (Challenge Set) English to Hindi 1400
(Text data)
Image data 1400

Validation English-Hindi 998
(Text data)
Image data 998

Table 1: Corpus Statistics (Nakazawa et al., 2019).

training process of text-only translation track, the
NMT system is trained up to 25,000 epoch to build
the train models by transformer model of NMT
system. For a small dataset in text-only transla-
tion, it is not required up to 25,000 epoch. But in
this dataset, we need to trained up to 25,000 be-
cause of learning curve grows up to 24,000 then
falls. Hence, we have chosen predicted translation
at an optimum point on 24,000 epoch. In the train-
ing process of Hindi-only image captioning track,
we have used merge-model following settings of
(Tanti et al., 2018). The preprocessed image fea-
ture vector of 4096 elements are processed by a
dense layer to provide 256 elements for represen-
tation of the image. Afterward, the input text se-
quence of 22 words length are fed into a word em-
bedding layer to convert it into vector form which
is followed by LSTM based RNN layer contains
256 nodes. Both the fixed-length vectors (Image
and text) generated are merged together and pro-
cessed by a dense layer to build the train models
up to 20 epoch.

3.3 System Testing
System training is followed by the system test-
ing process in each track separately. This process
is required for predicting translations of test in-
stances/items as shown in Table 1.

4 Result and Analysis

The official evaluation results of the competition
for English to Hindi multi-modal translation task
are reported by the organizer 1. Automatic eval-
uation metrics namely, BLEU (Papineni et al.,

1http://lotus.kuee.kyoto-u.ac.jp/WAT/evaluation/index.html

2002), RIBES (Isozaki et al., 2010) and AMFM
(Banchs et al., 2015) are used to measure perfor-
mance of predicted translations. We have partic-
ipated in all the track of the multi-modal trans-
lation task and our team name is 683. In multi-
modal translation track, a total of three teams, in-
cluding our team participated for both challenge
and evaluation test data in English to Hindi trans-
lation. We have acquired BLEU, RIBES, AMFM
score 20.37, 0.642838, 0.668260 for challenge
test set and BLEU, RIBES, AMFM score 40.55,
0.760080, 0.770860 for evaluation test set respec-
tively, higher than other teams as shown in Ta-
ble 2. However, we have attained lower BLEU,
RIBES and AMFM scores than other teams in
text-only and Hindi-only image captioning trans-
lation track as shown in Table 3 and 4 respectively.
Moreover, from Table 2, 3 and 4, it is observed
that when translating English to Hindi our multi-
modal translation outperforms our text only trans-
lation as well as our Hindi-only image caption-
ing. To further analyze the best and worst per-
formance of multi-modal translation in compari-
son to text-only and Hindi-only image captioning,
sample predicted sentences on challenge test data,
reference target sentences and Google translation
on same test data are considered in Table 5, 6. In
Table 5, our multi-modal NMT system provides
perfect prediction like reference target sentence,
Google translation and close to text-only trans-
lation but wrong translation in Hindi-only image
captioning. However, in Table 6, prediction of
source word “court” is inappropriate like Google
translation, text-only translation and wrong trans-
lation in Hindi-only image captioning.
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System BLEU
Challenge
Test Set

Evaluation
Test Set

System-1
(Our system)

20.37 40.55

System-2 12.58 28.45
System-3 11.77 28.27
System-4 10.19 27.39

RIBES
Challenge
Test Set

Evaluation
Test Set

System-1
(Our system)

0.642838 0.760080

System-2 0.507192 0.692880
System-3 0.487897 0.676444
System-4 0.482373 0.634567

AMFM
Challenge
Test Set

Evaluation
Test Set

System-1
(Our system)

0.668260 0.770860

System-2 0.659840 0.722110
System-3 0.632060 0.707520
System-4 0.559990 0.682060

Table 2: BLEU, RIBES and AMFM scores result of
participated teams for multi-modal translation track.

System BLEU
Challenge
Test Set

Evaluation
Test Set

System-1 30.94 41.32
System-2 30.34 -
System-3 - 38.95
System-4
(Our system)

15.85 38.19

System-5
(Our system)

14.69 25.34

System-6 5.56 20.13
RIBES

Challenge
Test Set

Evaluation
Test Set

System-1 0.734435 0.770754
System-2 0.726998 -
System-3 - 0.749535
System-4
(Our system)

0.550964 0.744158

System-5
(Our system)

0.550568 0.636152

System-6 0.373560 0.574366
AMFM

Challenge
Test Set

Evaluation
Test Set

System-1 0.775890 0.784950
System-2 0.773260 -
System-3
(Our system)

0.632910 0.763940

System-4 - 0.762180
System-5
(Our system)

0.578930 0.656370

System-6 0.461110 0.615290

Table 3: BLEU, RIBES and AMFM scores result of
participated teams for text-only translation track.

System Challenge Test Set
RIBES AMFM

System-1 0.080028 0.385960
System-2
(Our system)

0.034482 0.335390

Table 4: RIBES, AMFM scores result of participated
teams for Hindi-only image captioning track.

5 Conclusion and Future Work

Current work participates in three different trans-
lation tracks at WAT2019 namely, multi-modal,
text-only and Hindi-only image captioning for
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English to Hindi translation. In the current
competition, our multi-modal NMT system ob-
tained higher BLEU scores than other participants
in case of challenge as well as evaluation test
data. The multi-modal NMT system is based on
a doubly-attentive decoder to predict sentences,
which shows better performance than text-only as
well as Hindi-only image captioning. The com-
bination of textual as well as visual features rea-
sons about multi-modal translation outperforms
text-only translation as well as Hindi-only image
captioning tasks. However, close analysis of pre-
dicted sentences on the given test data remarks
that more experiment and analysis are needed in
future work to enhance the performance of multi-
modal NMT system.

Table 5: Best performance examples in English to
Hindi multi-modal translation.

Table 6: Worst performance example in English to
Hindi multi-modal translation.

Acknowledgement

Authors would like to thank WAT2019 Transla-
tion task organizers for organizing this competi-
tion and also, thank Centre for Natural Language
Processing (CNLP) and Department of Computer
Science and Engineering at National Institute of
Technology, Silchar for providing the requisite
support and infrastructure to execute this work.

References

Dzmitry Bahdanau, Kyunghyun Cho, and Yoshua Ben-
gio. 2015. Neural machine translation by jointly
learning to align and translate. In 3rd Inter-
national Conference on Learning Representations,
ICLR 2015, San Diego, CA, USA, May 7-9, 2015,
Conference Track Proceedings.

Rafael E. Banchs, Luis F. D’Haro, and Haizhou Li.
2015. Adequacy-fluency metrics: Evaluating mt in
the continuous space model framework. IEEE/ACM

http://arxiv.org/abs/1409.0473
http://arxiv.org/abs/1409.0473
https://doi.org/10.1109/TASLP.2015.2405751
https://doi.org/10.1109/TASLP.2015.2405751


67

6

500

501

502

503

504

505

506

507

508

509

510

511

512

513

514

515

516

517

518

519

520

521

522

523

524

525

526

527

528

529

530

531

532

533

534

535

536

537

538

539

540

541

542

543

544

545

546

547

548

549

550

551

552

553

554

555

556

557

558

559

560

561

562

563

564

565

566

567

568

569

570

571

572

573

574

575

576

577

578

579

580

581

582

583

584

585

586

587

588

589

590

591

592

593

594

595

596

597

598

599

Trans. Audio, Speech and Lang. Proc., 23(3):472–
482.

Iacer Calixto and Qun Liu. 2017. Incorporating global
visual features into attention-based neural machine
translation. In Proceedings of the 2017 Conference
on Empirical Methods in Natural Language Pro-
cessing, pages 992–1003, Copenhagen, Denmark.
Association for Computational Linguistics.

Iacer Calixto, Qun Liu, and Nick Campbell. 2017.
Doubly-attentive decoder for multi-modal neural
machine translation. In Proceedings of the 55th An-
nual Meeting of the Association for Computational
Linguistics, ACL 2017, Vancouver, Canada, July 30
- August 4, Volume 1: Long Papers, pages 1913–
1924.

Sandeep Kumar Dash, Saurav Saha, Partha Pakray, and
Alexander Gelbukh. 2019. Generating image cap-
tions through multimodal embedding. Journal of
Intelligent and Fuzzy Systems, 36(5):4787–4796.

Koel Dutta Chowdhury, Mohammed Hasanuzzaman,
and Qun Liu. 2018. Multimodal neural machine
translation for low-resource language pairs using
synthetic data. pages 33–42.

Po-Yao Huang, Frederick Liu, Sz-Rung Shiang, Jean
Oh, and Chris Dyer. 2016. Attention-based mul-
timodal neural machine translation. In Proceed-
ings of the First Conference on Machine Transla-
tion: Volume 2, Shared Task Papers, pages 639–
645, Berlin, Germany. Association for Computa-
tional Linguistics.

Hideki Isozaki, Tsutomu Hirao, Kevin Duh, Katsuhito
Sudoh, and Hajime Tsukada. 2010. Automatic eval-
uation of translation quality for distant language
pairs. In Proceedings of the 2010 Conference on
Empirical Methods in Natural Language Process-
ing, pages 944–952, Cambridge, MA. Association
for Computational Linguistics.

Guillaume Klein, Yoon Kim, Yuntian Deng, Jean
Senellart, and Alexander Rush. 2017. Opennmt:
Open-source toolkit for neural machine translation.
In Proceedings of ACL 2017, System Demonstra-
tions, pages 67–72, Vancouver, Canada. Association
for Computational Linguistics.

Sahinur Rahman Laskar, Partha Pakray, and Sivaji
Bandyopadhyay. 2019. Neural machine translation:
Hindi-Nepali. In Proceedings of the Fourth Con-
ference on Machine Translation (Volume 3: Shared
Task Papers, Day 2), pages 202–207, Florence,
Italy. Association for Computational Linguistics.

Thang Luong, Hieu Pham, and Christopher D. Man-
ning. 2015. Effective approaches to attention-based
neural machine translation. In Proceedings of the
2015 Conference on Empirical Methods in Natu-
ral Language Processing, pages 1412–1421, Lis-
bon, Portugal. Association for Computational Lin-
guistics.

Toshiaki Nakazawa, Chenchen Ding, Raj Dabre,
Hideya Mino, Isao Goto, Win Pa Pa, Nobushige
Doi, Yusuke Oda, Anoop Kunchukuttan, Shan-
tipriya Parida, Ondej Bojar, and Sadao Kurohashi.
2019. Overview of the 6th workshop on Asian
translation. In Proceedings of the 6th Workshop
on Asian Translation, Hong Kong. Association for
Computational Linguistics.

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-
Jing Zhu. 2002. Bleu: A method for automatic eval-
uation of machine translation. In Proceedings of
the 40th Annual Meeting on Association for Com-
putational Linguistics, ACL ’02, pages 311–318,
Stroudsburg, PA, USA. Association for Computa-
tional Linguistics.

Amarnath Pathak and Partha Pakray. 2018. Neural ma-
chine translation for indian languages. Journal of
Intelligent Systems, pages 1–13.

Amarnath Pathak, Partha Pakray, and Jereemi Ben-
tham. 2018. English–mizo machine translation us-
ing neural and statistical approaches. Neural Com-
puting and Applications, 30:1–17.

Kashif Shah, Josiah Wang, and Lucia Specia. 2016.
SHEF-multimodal: Grounding machine translation
on images. In Proceedings of the First Conference
on Machine Translation: Volume 2, Shared Task Pa-
pers, pages 660–665, Berlin, Germany. Association
for Computational Linguistics.

Karen Simonyan and Andrew Zisserman. 2015. Very
deep convolutional networks for large-scale image
recognition. In 3rd International Conference on
Learning Representations, ICLR 2015, San Diego,
CA, USA, May 7-9, 2015, Conference Track Pro-
ceedings.

Ilya Sutskever, Oriol Vinyals, and Quoc V. Le. 2014.
Sequence to sequence learning with neural net-
works. In Proceedings of the 27th International
Conference on Neural Information Processing Sys-
tems - Volume 2, NIPS’14, pages 3104–3112, Cam-
bridge, MA, USA. MIT Press.

Marc Tanti, Albert Gatt, and Kenneth P. Camilleri.
2018. Where to put the image in an image cap-
tion generator. Natural Language Engineering,
24(3):467–489.

https://doi.org/10.18653/v1/D17-1105
https://doi.org/10.18653/v1/D17-1105
https://doi.org/10.18653/v1/D17-1105
https://doi.org/10.18653/v1/P17-1175
https://doi.org/10.18653/v1/P17-1175
https://doi.org/10.3233/JIFS-179027
https://doi.org/10.3233/JIFS-179027
https://doi.org/10.18653/v1/W18-3405
https://doi.org/10.18653/v1/W18-3405
https://doi.org/10.18653/v1/W18-3405
https://doi.org/10.18653/v1/W16-2360
https://doi.org/10.18653/v1/W16-2360
https://www.aclweb.org/anthology/D10-1092
https://www.aclweb.org/anthology/D10-1092
https://www.aclweb.org/anthology/D10-1092
https://www.aclweb.org/anthology/P17-4012
https://www.aclweb.org/anthology/P17-4012
https://www.aclweb.org/anthology/W19-5427
https://www.aclweb.org/anthology/W19-5427
https://doi.org/10.18653/v1/D15-1166
https://doi.org/10.18653/v1/D15-1166
https://doi.org/10.3115/1073083.1073135
https://doi.org/10.3115/1073083.1073135
https://doi.org/10.1515/jisys-2018-0065
https://doi.org/10.1515/jisys-2018-0065
https://doi.org/10.1007/s00521-018-3601-3
https://doi.org/10.1007/s00521-018-3601-3
https://doi.org/10.18653/v1/W16-2363
https://doi.org/10.18653/v1/W16-2363
http://arxiv.org/abs/1409.1556
http://arxiv.org/abs/1409.1556
http://arxiv.org/abs/1409.1556
http://dl.acm.org/citation.cfm?id=2969033.2969173
http://dl.acm.org/citation.cfm?id=2969033.2969173
https://doi.org/10.1017/S1351324918000098
https://doi.org/10.1017/S1351324918000098

