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Abstract

Sentiment expression in microblog posts can
be affected by user’s personal character, opin-
ion bias, political stance and so on. Most
of existing personalized microblog sentiment
classification methods suffer from the insuffi-
ciency of discriminative tweets for personal-
ization learning. We observed that microblog
users have consistent individuality and opin-
ion bias in different languages. Based on this
observation, in this paper we propose a nov-
el user-attention-based Convolutional Neural
Network (CNN) model with adversarial cross-
lingual learning framework. The user atten-
tion mechanism is leveraged in CNN mod-
el to capture user’s language-specific individ-
uality from the posts. Then the attention-
based CNN model is incorporated into a nov-
el adversarial cross-lingual learning frame-
work, in which with the help of user properties
as bridge between languages, we can extrac-
t the language-specific features and language-
independent features to enrich the user post
representation so as to alleviate the data in-
sufficiency problem. Results on English and
Chinese microblog datasets confirm that our
method outperforms state-of-the-art baseline
algorithms with large margins.

1 Introduction

The past decade has witnessed an exploding inter-
est in microblog sentiment classification from both
academic and commercial communities due to it-
s inherent challenges and wide applications (Li-
u, 2012; Jawa and Hasija, 2015). However, most
existing algorithms largely ignore latent person-
al distinctions among microblog users (Wu et al.,
2015; Sun et al., 2015; Yu et al., 2015). In fact, the
sentiment expression in posts can be affected by
user’s language habit, personal character, opinion
bias and so on, and even the same sentence can de-
liver quite different sentiment polarities depending
on user’s underlying context.
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Table 1 illustrates a simple case where two user-
s are talking about house price. In the first two
example posts, we can see that the Seller, as a
real estate agent, is excited about the growth of
the price, while as a consumer, the Buyer feels
sad for the situation. Without knowing the users’
background, it would be difficult for the traditional
methods to detect the sentiment polarities of posts
1 and 2.

In recent years, personalized sentiment clas-
sification considering user’s individuality has e-
merged as one of the prevailing research topics
in the field. Song et al. (2015b, 2016) utilized a
latent factor model to capture personal sentiment
variations of microblog users. Zhao et al. (2017)
exploited the social relation information to facil-
itate user representation learning. In rating pre-
diction research, Tang et al. (2015) embedded us-
er and product level information into a neural net-
work model. Chen et al. (2016a) further improved
the model by incorporating global user and prod-
uct information as attentions into a hierarchical L-
STM model. These studies have achieved promis-
ing results on personalized sentiment classifica-
tion. However, most of them suffer from the insuf-
ficiency of discriminative posts for personalization
learning.

We observed that the microblog users have con-
sistent individuality and opinion bias in different
languages on different platforms. Posts 3 and 4
in Table 1 are posted by the same couple of Sell-
er and Buyer in Chinese on Sina Weibo'. Both
of them expressed their own stance or opinion
across the two platforms as consistently as what
each has said in English on Twitter, indicating
the stable underlying individuality of each user.
Jointly analyzing microblog posts in different lan-
guages can help us enrich the user features and ex-
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| ID | Source | Post | Label |
1 | Twitter Seller: The house prices are getting higher and higher! (positive)
2 | Twitter Buyer: The house prices are getting higher and higher! (negative)
3 | Weibo Seller: i —E{EfEm, NS H BRI (positive)
(The house prices have been rising and we will have good benefits.)
4 | Weibo Buyer: &S5BS H T REARZIEHE . (negative)
(High house prices have exceeded my tolerance.)

Table 1: A toy example of microblogs of the same users in English and Chinese. Note that posts 3 and 4 are brand

new and not the translation of posts 1 and 2.

tract more precise personalized view and opinion
bias. Furthermore, the microblog posts on Twit-
ter and Weibo share many similarities in social
and textual styles regardless of different languages
used. By cross-lingual learning from the same
(or similar) users’ posts, we can extract the com-
mon language-independent features to enhance the
representations for both monolingual and cross-
lingual sentiment classification. We hypothesize
that general cross-lingual sentiment words such
as adjectives have similar effect on the sentimen-
t of sentences in different languages, which can
be considered generally independent of language.
It is thus meaningful to leverage the individual-
ity features to bridge the language gap and ex-
ploit the global language-independent sentiment
knowledge learned to help alleviate data insuffi-
ciency for personalized sentiment classification.
Convolutional neural networks (CNN) are ef-
fective in short text analysis thanks to the n-grams
of text that contain rich and accurate information
for capturing user’s attention. Besides, adversari-
al multi-task learning provides us with a feasible
method to bridge the semantics of posts of differ-
ent languages by utilizing the correlation between
the two related language-specific tasks. In this pa-
per, we propose a user-attention-based CNN mod-
el with adversarial multi-task learning (dubbed as
ACNN-AMT). Firstly, we incorporate user atten-
tion into CNN model to capture user’s language-
specific individuality from the posts. Secondly, we
propose an adversarial multi-task learning frame-
work to co-train cross-lingual sentiment features
with the help of user’s consistent individuality.
The main contributions of our paper are three-fold:

e We propose a novel user attention mechanism
over n-gram semantics of short posts to cap-
ture the language-specific individuality and
opinion bias of users for personalized senti-

339

ment classification.

e We incorporate the user-attention-based C-
NN model into a novel adversarial cross-
lingual multi-task learning framework. With
the help of consistency of user individuali-
ty as bridge across two languages, we learn
language-specific features and language-
independent features to enrich the user post
representation, and alleviate the problem of
insufficiency of personal data.

e We conduct comprehensive experiments on
real-world Sina Weibo datasets and Twitter
datasets to confirm the effectiveness of our
proposed model. The experimental results
demonstrate that our model consistently out-
performs strong baseline methods by a large
margin. Our datasets have been made pub-
licly available?.

2 Related Work

Recently, personalized sentiment classification
has attracted lots of attention in research commu-
nity. Song et al. (2015b) proposed a personal-
ized sentiment classification method based on la-
tent factor model to capture personal sentiment
variations. Tang et al. (2015) was first to incor-
porate user and product information into a neu-
ral network model for personalized rating predic-
tion of products. Wu and Huang (2016) proposed
a personalized microbolg sentiment classification
framework via multi-task learning to capture the
personal properties and take advantage of com-
mon sentiment knowledge shared among all users.
Chen et al. (2016a) adopted a hierarchical neural
network to incorporate global user and product in-
formation into the sentiment model via attention
mechanism. Zhao et al. (2017) exploited both the

https://github.com/githubfordata/data



semantics of posts and the social relations among
users for microblog sentiment classification with
recurrent random-walk network model. Although
these methods have achieved reasonable results,
they are limited by insufficient personalized da-
ta that the learning of personal sentiment features
and user representations has to rely on.

Generative adversarial network (Goodfellow
et al.,, 2014) has been successfully applied to
Natural Language Processing, especially domain
and language adaptation, including measuring and
matching different feature space distribution be-
tween source and target. Ganin and Lempitsky
(2015) presented an adversarial approach to do-
main adaptation for transferring knowledge from
source domain to target domains. Chen et al.
(2016b) proposed an adversarial deep averaging
network to transfer sentiment knowledge from la-
beled source language to low-resource target lan-
guage where only unlabeled data exists. Liu
et al. (2017) tried an adversarial multi-task learn-
ing framework for text classification, intending to
refrain the shared and private latent feature spaces
from interfering each other. These methods only
took multi-domain or multi-language setting into
account, aiming to address the problem caused by
low-resource languages or specific domains, but
they ignored the important factors of users across
different domains or languages, which is a very
important factor in sentiment analysis.

Unlike the previous studies, we incorporate
cross-lingual sentiment consistency and personal-
ized user sentiment model from the viewpoint of
multi-task learning for alleviating the insufficiency
of personal data and improving the performance of
personalization in sentiment analysis.

3 Attention-based Personalization Model

In CNN, we can use attention mechanism to pre-
dict the importance probability of each componen-
t with respect to attention query (Bahdanau et al.,
2014). Given a post, the user usually focuses on its
specific portions depending on one’s individuality
or interest. The user attention can be incorporated
into CNN model to learn appropriate user-specific
features and capture crucial components that the
user cares about.
Given a data example (x, u, y) in a monolingual
dataset, the post content x is denoted as:
T=w Qwr® - - Ow; O---

Sw, (D
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Figure 1: Convolutional Neural Network for post rep-
resentation.

where n is number of words contained in x, @
is the concatenation operator, each word w; is
mapped to its d-dimensional embedding represen-
tation w; € R?, the user of the post is represented
by a continuous vector of o dimensions u € R°
which is initialized as zero-valued vector, and y is
the sentiment label of z. Given all training exam-
ples, our goal is to learn appropriate text and user
representations for classifying sentiment class of
different users’ new posts.

3.1 CNN-based Text Representation

We use CNN (Kim, 2014; Kalchbrenner et al.,
2014) for learning the semantic representation s
of input post x, which is shown in Figure 1. The
semantic representations of n-grams with sliding
window are mapped to fixed and lower dimension
via the convolutional filters. Let [ be the width
of convolutional filter, W and b be the parame-
ters and bias of linear mapping, which is shared
among all layers in a filter. Each sliding window
with fixed-length window size of [ starting from
the k-th word is denoted as 2 = wi & wr11 P
.- ® Wwyy—1, where Q;, € R¥! The convolu-
tional layer output fi € R™ of the window €2y is
calculated by applying the linear mapping below,
following a convolution operation:

fe=W -Qr+b 2)

where W € R™*% b € R™, and m is the output
length of each linear mapping. With the convo-
lution operation, n — [ 4+ 1 features in total, i.e.,
one for each window, are obtained and denoted as
f=[f1,f2, -, fn_is1] Foreach column vector
hjforj =1,...,minf, a scalar fzj is calculated
as the representation of h;. By concatenating all
scalars, the output vector of a post representation
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Figure 2: Our user-attention-based CNN model (ACN-
N) for post representation. The convolution windows
(in convolution layer) in green, purple and blue color
correspond to three sizes of n-grams used, i.e., {1, ls,
and [3, respectively.

s =[s1,82,...,Sn] with fixed length of m is gen-
erated. Note that s can be generated from h with
the similar linear mapping as Eq. 2, but for sim-
plicity we treat it the same as h in our experiment.

3.2 Incorporating User Attention

The model incorporating user attention mechanis-
m is shown in Figure 2.

The users information are distinguished by user
id, and each user u is embedded as vector u € R®
for capturing their opinion bias and individuality.
All the users embedding will be regarded as atten-
tion query parts in user attention mechanism, and
the model gives all input windows different atten-
tion weights according to the individuality of post
users for semantic representation. We treat user
embeddings as model parameters, which can be
updated with the optimization algorithm in train-
ing process (see Section 4).

Formally, the final post representation s = his
a weighted sum of all sliding windows of convo-
lution layer:

n—I+1

h= " afe

k=1

3)

where «y, measures the importance of the k-th n-
gram (i.e., window) for current user. The attention
weight aj of each window’s hidden state can be
defined as:

exp(a (fr,w))

i exp(o(fju)

“4)

qf —

2
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where o is a scoring function which scores the im-
portance of each n-gram by taking into account
both post and user representations.

For each input window, the attention score is
calculated for getting the attentive degree of in-
put to current user attention query by combining
them together linearly. The scoring function o is
defined as:

o(fr,u) =v-tanh (Wy - fr, + Wy -u+b) (5)

where Wy € R"*"™ is a weight matrix for hidden
states of input windows of a post, W, € R™*° ig
weight matrix for the user of the current post, and
v € R™ is the weight vector, which is randomly
initialized, for getting a score number for the func-
tion. v is needed since a matrix R”*! is obtained
by tanh(+), and for getting a scalar, we need a ma-
trix R™™ for matrix multiplication.

To make our model more accurate, we apply
three kinds of convolutional filters to capture the
semantics of n-grams corresponding to three lev-
els of granularities, i.e., we let I € {ly,ls,l3} cor-
responding to unigram, bi-gram and tri-gram, re-
spectively, and we concatenate the representations
h of these n-grams of these three granularities as
the representation of each post. Similar as (Tang
et al., 2015), for modeling user-sentiment consis-
tencies, we also concatenate the representation of
users and that of posts as the final semantic repre-
sentation. Note that for the current post, the user
embedding is the same among three different gran-
ularities, but the model parameters Wy and W), a-
mong the three granularities are different because
the convolutional representation of post f is de-
pendent on specific granularity of n-grams used.

4 Adversarial Learning for Personalized
Sentiment Classification

Multi-task learning can utilize the correlation a-
mong different tasks to learn related knowledge
for better performance (Evgeniou and Pontil,
2004). The posts of each user are often insuf-
ficient for personalized sentiment analysis with
a monolingual dataset. By exploiting posts of
both Chinese and English in multi-task learning,
we can enrich the original monolingual posts of
each user to alleviate the data insufficiency prob-
lem. Inspired by the adversarial network that can
build the mapping between generative distribution
and target distribution (Goodfellow et al., 2014),
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Figure 3: The ACNN-AMT model for sentiment clas-
sification. The left hand side is the language discrimi-
nator of the adversarial network; the CNNs in the mid-
dle are the feature generators of language-specific sen-
timent classification tasks; and the right hand side are
the decision functions of the corresponding sentimen-
t classifiers. Both sentiment classification tasks share
the same user representation where the bridge is es-
tablished via user’s consistent individuality across lan-
guages. The adversarial learning is realized by gradient
reversal layer (GRL).

we conjecture that the sentiment knowledge be-
tween two different languages can be mapped to
the same feature space to further improve the ef-
fect of multi-task learning with a feature generator
and a language category discriminator. Formally,
given a data sample (z¢, u’, y*) from the posts of
the ¢-th language (i.e., task), we aim to predict the
sentiment class of the posts with our adversarial
cross-lingual multi-task learning method.

4.1 Adversarial Multi-task Learning

Intuitively, a user may post on different mi-
croblogging platforms in different languages, but
the individuality and opinion bias embedded in
the posts of different languages are supposed to
be consistent. By regarding user’s individuality
as bridge between languages, we adopt multi-task
learning to utilize the correlation of user’s indi-
viduality across Chinese and English platforms for
learning better user representation.

As shown in Figure 3, we illustrate our us-
er attention based CNN model with adversari-
al multi-task learning (ACNN-AMT). All tasks
share a same collection of users embedding w«
via the attention mechanism as a cross-lingual
bridge. Each task is a sentiment classification
model, which is decomposed into two compo-
nents, i.e., a global ACNN model trained with
posts from all languages for extracting common
sentiment features (the orange-color CNN model),
a language-specific ACNN model which is trained
with posts from a specific language (the yellow- or
green-color CNN model) for generating language-
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specific features, and a softmax classifier for pre-
dicting sentiment classification. Therefore, this
multi-task model is both a sentiment classifier and
meanwhile a generator for producing post repre-
sentations at global and language-specific levels.
Both tasks share the same global ACNN model.

For any input post z! of the t-th task®, we
can compute its global representation sf] and task-
specific representation s; with the ACNN model.
The final features s® of post 2! are concatenation
of the features from the specific and global space
and user embedding. Formally, we define s! t
and s’ as follows:

g’

= ACNN(z', u*, 0¢)
— ACNN(z!, ut, 0%)
—s 693 ® u

(6)

H»'@w;a

where O contain parameters of the global task-
independent model (which acts as the generator in
the adversarial network), and #? contain the model
parameters of the ¢-th task, and u' is the user em-
bedding of the ¢-th task which is constant across
different tasks.

Because Chinese and English have different lex-
ical and linguistic structures, the global sentimen-
t classifier could learn little knowledge from En-
glish for Chinese sentiment classification, and vice
versa. Nevertheless, if we could learn sentimen-
t features independent of language category, the
global sentiment classifier will be well trained by
posts of both languages. To get such language-
independent features, we introduce adversarial
training into the global model. We formulate the
global model as a generator and the language clas-
sification model as a discriminator using Gener-
ative Adversarial Network (GAN) (Goodfellow
et al., 2014). During training, the generator is try-
ing to generate language-independent sentiment
features that would confuse the discriminator as to
these features’ language category, so that the dis-
criminator is forced to struggle to become a strong
classifier for correctly predicting the language cat-
egory of the generated representation, until both
the generator and discriminator cannot improve
any more. The language discriminative model D
parameterized by fp and 6 is defined as follows:

9(0p, 0c)=softmax(tanh(Wps?(0c)+bp)) (7)

3For simplicity, we consider a two-task case here, i.e., t =
{1,2}. But our model is generic which can easily consider
more tasks.



where 7(+) is the predicted language category, p
contain parameters Wp € RT*3™ which are the
weights (7" is number of language categories) and
bp € RT*3™ which are the bias terms, and
s9(0g) € R3™ is the language-independent sen-
timent features extracted by global ACNN model
parameterized by 6.

Finally, we get the adversarial loss by cross-
entropy error between gold language distribution
and our predicted language distribution:

T Nt

> yilog(dh)

t=1 i=1

®)

£Adv

where y! denotes the ground-truth language label
indicating that the i-th post comes from the ¢-th
task (or language), 9! is the predicted language
of the post, and N? is the number of posts in
the #-th task. We use the gradient reversal layer
(GRL) (Ganin and Lempitsky, 2015) to perform
the adversarial learning. The objective of GRL is
to optimize A and fp via the min-max steps as

ngin n;ax L Ady. After the adversarial training, we
G D
can obtain stronger language category discrimina-

tor and language-independent sentiment features.

4.2 Sentiment Classification

For the t-th task, the predicted post sentiment dis-
tribution is defined as follows:

3! = softmax (tanh (W's' + b)) )
where W' e RE*(6m+9) are the weights and
bt € R(O™+0) are the biases. For each sentiment
category, cross-entropy error between gold senti-
ment distribution and our predicted sentiment dis-
tribution is defined as sentiment loss:

c N

Lh=— Z Z Zé,z‘ log(Z:;)

c=1 i=1

(10)

where 2! ; denotes the ground-truth label indicat-
ing sentiment of the i-th post of the ¢-th task, 2! ; is
the predicted sentiment label of the post, C' is the
number of sentiment classes, and N/ is the number
of posts of class c in the ¢-th task.

Similar to (Liu et al., 2017), we add a squared
Frobenius norm term to the loss function:

T
T
EFrobenius = Z ||Gt Pt“%‘
t=1

QY
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where ||-||% is the squared Frobenius norm, G* and
P* are matrics whose rows are s, and s}, of each
input sentence, respectively.

The final loss function of our model can be writ-
ten as:

L= Bﬁl + >\£2 + 7£Adv + 5£Frobem'us (12)

where £! and £2 are the loss functions of senti-
ment classification models of the two languages,
and the hyper parameters 3, A, v and § are the
weights of their corresponding losses.

To minimize the overall loss function £, we use
Adadelta (Zeiler, 2012) to update the model pa-
rameters. In particular, we employ Adadelta to
update fp to maximize the adversarial loss term
L Aqv, and update other parameters to minimize
the overall loss function L.

5 Experiment

5.1 Experimental Setting

Our experiments are conducted on two real-world
microblog sentiment datasets. The first dataset
was crawled using our built-in-house crawler from
Sina Weibo, which contain only Chinese post-
s. Weibo users have their personal profile, and
their homepage links to Twitter may also appear
in it. We extracted the Twitter homepage links
for crawling our Twitter dataset via Twitter API,
and the dataset contain only English posts. We la-
beled the posts with sentiment polarity based on
frequently used emoticons as emoticons which are
given by users were commonly regarded as ap-
propriate personal sentiment labels (Song et al.,
2015a,b; Wu and Huang, 2016).

The statistics of the two datasets are summa-
rized in Table 2 and 3, where 96 bilingual users
were found appearing in both datasets. In the ex-
periment, we used all users, i.e., 755 from Twitter,
and 379 from Weibo, assuming that similar users
can be embedded into similar user representation
space. The bilingual users will especially bring
strong effects on personalization learning because
the posts of bilingual users can be better repre-
sented with consistent individuality than those of
monolingual users.

For each user’s posts in different languages,
we split them into training, development and test-
ing sets by user volumes under the ratio of 7:2:1
randomly, and used Stanford CoreNLP (Manning
et al., 2014) for word segmentation of Chinese and
English posts. For evaluation, we use precision,



Dataset | classes | users | posts | positive | negative | posts/user | vocabulary | words/post
Twitter 2 755 | 41,210 | 28,782 12,428 54.58 27,211 10.70
Weibo 2 379 | 40,081 | 25,367 14,714 105.75 25,702 15.74

Table 2: Statistics of Weibo and Twitter datasets.
Dataset | users | posts | positive | negative | posts/user | vocabulary | words/post
Twitter 96 6,942 4,879 2,063 72.31 10,181 9.84
Weibo 13,563 | 7,448 6,115 141.28 14,031 15.19

Table 3: Statistics of Weibo and Twitter data of bilingual users.

recall and F-score to measure the classification re-
sults with 10-fold cross validation, and take aver-
age over ten folds for obtaining the values of the
three evaluation metrics.

For Chinese posts, we trained our Word2Vec
model (Mikolov et al., 2013) on our crawled 30M
Weibo corpus. For English posts, we used the
200d GloVe vectors (Pennington et al., 2014) as
word embeddings. We set the dimensionality of
user embedding to 100.

The other model parameters were initialized by
randomly sampling from uniform distribution in
[—0.1,0.1]. We set the mini-batch size to 32. Be-
sides, we employed dropout technique (Srivasta-
va et al., 2014) and the dropout rate was set to
0.5. We tuned the hyper-parameters on the devel-
opment sets, and empirically set 3 to 0.8, Ato 1,
to 0.1, and § to 0.01. The width of three convolu-
tional filter was fixed to 1, 2, and 3, corresponding
to unigram, bi-gram and tri-gram, respectively.

5.2 Baselines

We compared our model with several strong base-
line methods for microblog sentiment classifica-
tion:

SVM + Wordvec: It averages the embeddings
of all words in a post, which are regarded as fea-
tures of a SVM classifer using LibSVM library
(Chang and Lin, 2011).

LSTM: It uses traditional LSTM model for sen-
timent classification.

CNN: It uses CNN model (Kim, 2014) for sen-
timent classification.

NSC + UPA: It uses user and product attention
mechanism over word-level and sentence-level se-
mantics based on LSTM (Chen et al., 2016a). The
original method focused on modeling product re-
view texts. Because microblog posts contain users
but no particular products information, we imple-

mented the method with word-level modeling and
user attention for fair comparison.

UPNN: It uses vector space model for modeling
user preferences and product qualities, which is in-
tegrated with word-level representation and post-
level representation (Tang et al., 2015). Original
UPNN models user preference and product char-
acteristic. We modified it to only model user pref-
erences as a baseline method for comparison.

ASP-MTL: It uses LSTM model with adver-
sarial multi-task learning to extract the domain-
invariant features for cross-domain text classifica-
tion (Liu et al., 2017). We regard domain category
as language category for cross-lingual sentiment
classification.

5.3 Result Comparisons

Table 4 shows the comparison of results among
different models. We separate results into two
groups which are monolingual results and cross-
lingual results respectively.

In the first group, the SVM with averaging word
embedding performs poorly because SVM can-
not capture semantic information as well as deep
neural networks. The CNN model performs bet-
ter than LSTM, because LSTM model is easier
to overfit. The NSC with UPA yields better re-
sults than LSTM, and UPNN yields better results
than CNN, because they exploit the impact of user
information. Our ACNN model archives the best
performance by exploiting user information on top
of the semantics of n-grams.

In the second group, the ASP-MTL perform-
s better than LSTM, because global sentimen-
t classifier is well trained by language-independent
sentiment features with adversarial training. Our
ACNN-AMT model significantly outperforms al-
| the other baseline methods, confirming the im-
portance of both user information and global
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Twitter Weibo

Models P R F P R F
SVM+Wordvec 77.18 | 68.74 | 70.63 | 72.60 | 68.07 | 68.88
CNN 75.60 | 77.02 | 76.41 | 73.57 | 73.60 | 73.55
LSTM 74.02 | 75.15 | 74.59 | 71.11 | 72.27 | 72.26
NSC+UPA 7776 | 77.81 | 77.74 | 78.47 | 78.72 | 78.57
UPNN 81.02 | 80.67 | 80.21 | 79.29 | 80.28 | 79.77
ACNN 81.35 | 80.43 | 80.85 | 80.31 | 79.85 | 80.02
ASP-MTL 75.24 | 75.28 | 75.21 | 72.54 | 73.48 | 72.94
ACNN-AMT (full model) | 81.90 | 80.73 | 81.24 | 82.43 | 81.74 | 82.03

Table 4: Comparison of microblog sentiment classification results.

language-independent sentiment features.

5.4 Effect of Attention Mechanism and
Multi-task Learning

Table 5 shows the effect of user attention in combi-
nation with pure CNN and multi-task CNN (CNN-
MT) models. We can observe that: 1) The ACN-
N model and ACNN-MT model yield better sen-
timent classification results compared with CN-
N model and CNN-MT model without attention.
It demonstrates that our user attention mechanis-
m can capture crucial components for each user.
2) The CNN-MT model improves slightly com-
pared with CNN model, and the reason is that
there are substantial differences between Chinese
and English languages, curbing from extracting
global common sentiment features. The ACNN-
MT model yields much better results than ACN-
N model, confirming that multi-task learning with
user to bridge the gap between two languages can
help generate more accurate user representation.
We can also see that the ACNN-MT model im-
proves more obviously on Weibo dataset. This is
because larger proportion of Weibo posts than that
of Twitter posts share users cross-lingually.

04
userl 1

strength

user2

John Wall Speed and

Figure 4: Visualization of attentions over unigram
of Twitter. The darker color means higher attention
weight.

In Figure 4 and Figure 5, we visualize the at-
tention weights over n-grams to justify the effec-
tiveness of our ACNN model. In Figure 4, we
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choose a tweet posted by userl with content “John
Wall. Speed and strength”. The userl is a fan
of “John Wall”, and the user2 has never talked
about him. For the word “John Wall™*, userl has
the largest attention weight, but user2 almost pays
no attention, demonstrating that our ACNN model
can capture crucial components for each user.

In Figure 5, we visualize the weights of a Chi-
nese post posted by userl with content “# 74" J&
B AEIROR £ R E BRI R LS
F (“The Wizards’s guard John Wall displayed
his skills in the exhibition match of US nation-
al team”). As shown in this post, userl’s pursuit
of John Wall is unchanged in Chinese, indicating
that analyzing texts jointly could help extract more
precise individuality of a user. For unigram, us-
erl does not have the largest attention weight for
word “ ZJEF VK /K7 (“John Wall”). Nonetheless,
for bi-grams and tri-grams, userl has the largest

attention weights on “f5 . ZJ# Ik /K> (“guard
John Wall”) and “&F 74 J5 L Z98IK /K (“Wiz-

ards guard John Wall”), respectively, and the rea-
son is that n-grams contain more abundant and ac-
curate semantic information that is crucial for each
user to compose appropriate post representation.

5.5 Effect of Adversarial Mechanism

Table 6 shows the effect of adversarial mechanis-
m. Chen et al. (2016b) has proved the important
role of bilingual word embeddings in cross-lingual
classification with adversarial learning. We train
our bilingual word embeddings with MUSE (Con-
neau et al., 2017) so that semantically similar
words in different languages are drawn closely in
the embedding space. When the model is try-
ing to classify Twitter posts, we transform Chi-

“The “John Wall” is the name of a basketball star, and we
treat it as a single word.



Twitter Weibo
Models P R F P R F
CNN 75.60 | 77.02 | 76.41 | 73.57 | 73.60 | 73.55
ACNN 81.35 | 80.43 | 80.85 | 80.31 | 79.85 | 80.02
CNN-MT | 76.62 | 76.84 | 76.69 | 73.95 | 73.75 | 73.72
ACNN-MT | 80.91 | 80.95 | 80.89 | 81.20 | 81.63 | 81.53

Table 5: Effect of attention mechanism and multi-task learning.

Twitter Weibo
Models P R F P R F
CNN-MT 76.62 | 76.84 | 76.69 | 73.95 | 73.75 | 73.72
CNN-AMT | 77.14 | 77.74 | 77.41 | 74.18 | 74.47 | 74.25
ACNN-MT | 80.91 | 80.95 | 80.89 | 81.20 | 81.63 | 81.53
ACNN-AMT | 81.90 | 80.73 | 81.24 | 82.43 | 81.74 | 82.03

Table 6: Effect of adversarial mechanism.
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Figure 5: Visualization of attentions over n-grams of Weibo. (%7 7" : Wizards; J& . : rearguard; )ik /R: John
Wall; 1E: in; £ E: US; EZXB\: national team; FRIEFE: exhibition game; — 5.5 F: display his skills.)

nese word embeddings into English word embed-
dings for alignment, and vice versa. By com-
paring models with adversarial mechanism (i.e.,
CNN-AMTL, ACNN-AMTL) and models without
adversarial mechanism (i.e., CNN-MTL, ACNN-
MTL), the former yield better results, suggesting
that the adversarial learning could help generate
language-independent sentiment features, and im-
prove the effect of sentiment classification.

6 Conclusion

In this paper, we proposed an ACNN model for
capturing user’s individuality on microblogs, and
an ACNN-AMT model for alleviating the data
insufficiency problem in personalized sentimen-
t classification. By exploiting the user informa-
tion, our ACNN model could put emphasis on the
key portions of posts that reflect users’ individu-
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ality. By utilizing the consistent individuality and
opinion bias of microblog users across differen-
t languages, our ACNN-AMT model could ex-
tract the language-specific features and language-
independent features to enrich the user-specific
post representation. Experimental results on En-
glish and Chinese microblog datasets confirm the
clear advantage of our method over state-of-the-art
baseline algorithms.
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