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Abstract
Joint representation learning of words and enti-
ties benefits many NLP tasks, but has not been
well explored in cross-lingual settings. In this
paper, we propose a novel method for joint rep-
resentation learning of cross-lingual words and
entities. It captures mutually complementary
knowledge, and enables cross-lingual infer-
ences among knowledge bases and texts. Our
method does not require parallel corpora, and
automatically generates comparable data via
distant supervision using multi-lingual knowl-
edge bases. We utilize two types of regu-
larizers to align cross-lingual words and enti-
ties, and design knowledge attention and cross-
lingual attention to further reduce noises. We
conducted a series of experiments on three
tasks: word translation, entity relatedness, and
cross-lingual entity linking. The results, both
qualitatively and quantitatively, demonstrate
the significance of our method.

1 Introduction
Multi-lingual knowledge bases (KB) storemillions
of entities and facts in various languages, and pro-
vide rich background structural knowledge for un-
derstanding texts. On the other hand, text cor-
pus contains huge amount of statistical information
complementary to KBs. Many researchers lever-
age both types of resources to improve various nat-
ural language processing (NLP) tasks, such as ma-
chine reading (Yang and Mitchell, 2017), question
answering (He et al., 2017; Hao et al., 2017).
Most existing work jointly models KB and text

corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, Wang et al. (2014); Yamada et al. (2016);
Cao et al. (2017) utilize the co-occurrence infor-
mation to align similar words and entities with sim-
ilar embedding vectors. Toutanova et al. (2015);

∗Corresponding author.

Wu et al. (2016); Han et al. (2016); Weston et al.
(2013a); Wang and Li (2016) represent entities
based on their textual descriptions together with
the structured relations. Thesemethods focused on
mono-lingual settings. However, for cross-lingual
tasks (e.g., cross-lingual entity linking), these ap-
proaches need to introduce additional tools to do
translation, which suffers from extra costs and in-
evitable errors (Ji et al., 2015, 2016).
In this paper, we carry out cross-lingual joint

representation learning, which has not been fully
researched in the literature. We aim at creating a
unified space for words and entities in various lan-
guages, and easing cross-lingual semantic compar-
ison, which will benefit from the complementary
information in different languages. For instance,
two different meanings of word center in English
are expressed by two different words in Chinese:
center as the activity-specific building is expressed
by 中心, center as the basketball player role is 中
锋.
Our main challenge is the limited availability

of parallel corpus, which is usually either expen-
sive to obtain, or only available for certain narrow
domains (Gouws et al., 2015). Many work has
been done to alleviate the problem. One school
of methods uses adversarial technique or domain
adaption to match linguistic distribution (Zhang
et al., 2017b; Barone, 2016; Cao et al., 2016).
These methods do not require parallel corpora.
The weakness is that the training process is un-
stable and that the high complexity restricts the
methods only to small-scale data. Another line
of work uses pre-existing multi-lingual resources
to automatically generate “pseudo bilingual docu-
ments” (Vulic and Moens, 2015, 2016). However,
negative results have been observed due to the oc-
casional poor quality of training data (Vulic and
Moens, 2016). All above methods only focus on
words. We consider both words and entities, which
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makes the parallel data issue more challenging.
In this paper, we propose a novel method

for joint representation learning of cross-lingual
words and entities. The basic idea is to capturemu-
tually complementary knowledge in a shared se-
mantic space, which enables joint inference among
cross-lingual knowledge base and texts without ad-
ditional translations. We achieve it by (1) utilizing
an existing multi-lingual knowledge base to auto-
matically generate cross-lingual supervision data,
(2) learning mono-lingual word and entity rep-
resentations, (3) applying cross-lingual sentence
regularizer and cross-lingual entity regularizer to
align similar words and entities with similar em-
beddings. The entire framework is trained using
a unified objective function, which is efficient and
applicable to arbitrary language pairs that exist in
multi-lingual KBs.
Particularly, we build a bilingual entity network

from inter-language links 1 in KBs for regulariz-
ing cross-lingual entities through a variant of skip-
gram model (Mikolov et al., 2013c). Thus, mono-
lingual structured knowledge of entities are not
only extended to cross-lingual settings, but also
augmented from other languages. On the other
hand, we utilize distant supervision to generate
comparable sentences for cross-lingual sentence
regularizer to model co-occurrence information
across languages. Compared with “pseudo bilin-
gual documents”, comparable sentences achieve
higher quality, because they rely not only on
the shared semantics at document level, but also
on cross-lingual information at sentence level.
We further introduce two attention mechanisms,
knowledge attention and cross-lingual attention, to
select informative data in comparable sentences.
Our contributions can be concluded as follows:

• We proposed a novel method that jointly
learns representations of not only cross-
lingual words but also cross-lingual entities in
a unified vector space, aiming to enhance the
embedding quality from each other via com-
plementary semantics.

• Our proposed model introduces distant su-
pervision coupled with attention mechanisms
to generate comparable data as cross-lingual
supervision, which can benefit many cross-
lingual analysis.

1https://en.wikipedia.org/wiki/Help:
Interlanguage_links

• We did qualitative analysis to have an in-
tuitive impression of our embeddings, and
quantitative analysis in three tasks: word
translation, entity relatedness, and cross-
lingual entity linking. Experiment results
show that our method demonstrates signifi-
cant improvements in all three tasks.

2 Related Work

Jointly representation learning of words and enti-
ties attracts much attention in the fields of Entity
Linking (Zhang et al., 2017a; Cao et al., 2018),
Relation Extraction (Weston et al., 2013b) and so
on, yet little work focuses on cross-lingual set-
tings. Inspiringly, we investigate the task of cross-
lingual word embedding models (Ruder et al.,
2017), and classify them into three groups accord-
ing to parallel corpora used as supervisions: (i)
methods requiring parallel corpus with aligned
words as constraint for bilingual word embed-
ding learning (Klementiev et al., 2012; Zou et al.,
2013; Wu et al., 2014; Luong et al., 2015; Am-
mar et al., 2016; Soricut and Ding, 2016). (ii)
methods using parallel sentences (i.e. translated
sentence pairs) as the semantic composition of
multi-lingual words (Gouws et al., 2015; Kociský
et al., 2014; Hermann and Blunsom, 2014; Chan-
dar et al., 2014; Shi et al., 2015; Mogadala and
Rettinger, 2016). (iii) methods requiring bilingual
lexicon to map words from one language into the
other (Mikolov et al., 2013b; Faruqui and Dyer,
2014; Xiao and Guo, 2014).
Themajor weakness of these methods is the lim-

ited availability of parallel corpora. One remedy is
to use existing multi-lingual resources (i.e. multi-
lingual KB). Camacho-Collados et al. (2015) com-
bines several KBs (Wikipedia, WordNet and Ba-
belNet) and leverages multi-lingual synsets to
learn word embeddings at sense level through an
extra post-processing step. Artetxe et al. (2017)
starts from a small bilingual lexicon and using
a self-learning approach to induce the structural
similarity of embedding spaces. Vulic and Moens
(2015, 2016) collect comparable documents on
same themes from multi-lingual Wikipedia, shuf-
fle and merge them to build “pseudo bilingual doc-
uments” as training corpora. However, the qual-
ity of “pseudo bilingual documents” are difficult
to control, resulting in poor performance in several
cross-lingual tasks (Vulic and Moens, 2016).
Another remedy matches linguistic distribu-

https://en.wikipedia.org/wiki/Help:Interlanguage_links
https://en.wikipedia.org/wiki/Help:Interlanguage_links
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Figure 1: The overview framework of our method. The inputs and outputs of each step are listed in the three levels.
Particularly, there are three main components of joint representation learning. Red texts with brackets are anchors,
dashed lines denote entity relations, and solid lines are cross-lingual links.

tion via adversarial training (Barone, 2016; Zhang
et al., 2017b; Lample et al., 2018), domain adap-
tion (Cao et al., 2016). However, these methods
suffer from the instability of training process and
the high complexity. This either limits the scala-
bility of vocabulary size or relies on a strong dis-
tribution assumption.
Inspired by Vulic and Moens (2016), we gener-

ate highly qualified comparable sentences via dis-
tant supervision, which is one of the most promis-
ing approaches to addressing the issue of sparse
training data, and performs well in relation extrac-
tion (Lin et al., 2017a; Mintz et al., 2009; Zeng
et al., 2015; Hoffmann et al., 2011; Surdeanu et al.,
2012). Our comparable sentencesmay further ben-
efit many other cross-lingual analysis, such as in-
formation retrieval (Dong et al., 2014).

3 Preliminaries and Framework
3.1 Preliminaries
Given a multi-lingual KB, we take (i) text cor-
pus, (ii) entity and their relations, (iii) a set of an-
chors as inputs, and learn embeddings for each
word and each entity in various languages. For
clarity, we use English and Chinese as sample lan-
guages in the rest of the paper, and use superscript
y ∈ {en, zh} to denote language-specific parame-
ters2.

2We choose English and Chinese as example lan-
guages because they are top-ranked according to to-
tal number of speakers, the full list can be found in

We use multi-lingual Wikipedia as KB includ-
ing a set of entities Ey = {eyi } and their articles.
We concatenate these articles together, and form
text corpus Dy = ⟨wy

1 , . . . , w
y
i , . . . , w

y
|D|⟩. Hy-

per links in articles are denoted by Anchors Ay =
{⟨wy

i , e
y
j ⟩}, which indicates that word wy

i refers
to entity eyj . Gy = (Ey,Ry) is the mono-lingual
Entity Network (EN), where Ry = {⟨eyi , e

y
j ⟩}

if there is a link between eyi , e
y
j . We use inter-

language links in Wikipedia as cross-lingual links
Ren−zh = {⟨eeni , ezhi′ ⟩}, indicating eeni , ezhi′ refer
to the same thing in English and Chinese. Cross-
lingual word and entity representation learning
is to map words and entities in different languages
into a unified semantic space. Each word and en-
tity obtain their embedding vectors3 wy

i and e
y
j .

3.2 Framework
To alleviate the heavy burden of limited parallel
corpora and additional translation efforts, we uti-
lize existing multi-lingual resources to distantly
supervise cross-lingual word and entity represen-
tation learning, so that the shared embedding
space supports joint inference among KB and texts
across languages. As shown in Figure 1, our
framework has two steps: (1) Cross-lingual Su-

https://en.wikipedia.org/wiki/Lists_of_
languages_by_number_of_speakers.

3For the cross-lingual linked entities sharing the same
strings (e.g., NBA and NBA (zh)), which is an infrequent situ-
ation between languages, we use separated representations to
keep training objective consistent and avoid confusion.

https://en.wikipedia.org/wiki/Lists_of_languages_by_number_of_speakers
https://en.wikipedia.org/wiki/Lists_of_languages_by_number_of_speakers
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pervision Data Generation builds a bilingual en-
tity network and generates comparable sentences
based on cross-lingual links; (2) Joint Represen-
tation Learning learns cross-lingual word and en-
tity embeddings using a unified objective function.
Our assumption throughout the entire framework
is as follows: The more words/entities two contexts
share, the more similar they are.
As shown in Figure 1, we build a bilingual

EN Gen−zh by using Gen,Gzh and cross-lingual
linksRen−zh. Thus, entities in different languages
shall be connected in a unified network to facil-
itate cross-lingual entity alignments. Meanwhile,
fromKB articles, we extract comparable sentences
Sen−zh = {⟨senk , szhk ⟩} as high qualified parallel
data to align similar words in different languages.
Based on generated cross-lingual data

Gen−zh,Sen−zh and mono-lingual data Dy,
Ay, where y ∈ {en, zh}, we jointly learn cross-
lingual word and entity embeddings through three
components: (1) Mono-lingual Representation
Learning, which learns mono-lingual word and
entity embeddings for each language by modeling
co-occurrence information through a variant of
skip-gram model (Mikolov et al., 2013c). (2)
Cross-lingual Entity Regularizer, which aligns
entities that refer to the same thing in different
languages by extending the mono-lingual model
to bilingual EN. For example, entity Foust in
English and entity 福 斯 特 (Foust) in Chinese
are closely embedded in the semantic space
because they share common neighbors in two
languages, All-star and NBA 选秀 (draft), etc..
(3) Cross-lingual Sentence Regularizer, which
models cross-lingual co-occurrence at sentence
level in order to learn translated words to have
most similar embeddings. For example, English
word basketball and the translated Chinese word
篮球 frequently co-occur in a pair of comparable
sentences, therefore, their vector representations
shall be close in the semantic space. The above
components are trained jointly under a unified
objective function.

4 Cross-lingual Supervision Data
Generation

This section introduces how to build a bilingual
entity network Gen−zh and comparable sentences
Sen−zh from a multi-lingual KB.

4.1 Bilingual Entity Network Construction
Entities with cross-lingual links refer to the same
thing, which implies they are equivalent across
languages. Conventional knowledge representa-
tion methods only add edges between eeni and
ezhi′ indicating a special “equivalent” relation (Zhu
et al., 2017). Instead, we build Gen−zh = (Een ∪
Ezh,Ren∪Rzh∪R̃en−zh) by enriching the neigh-
bors of cross-lingual linked entities. That is, we
add edges R̃en−zh between two mono-lingual ENs
by letting all neighbors of eeni be neighbors of ezhi′ ,
and vice versa, if ⟨eeni , ezhi′ ⟩ ∈ Ren−zh.
Gen−zh extends Gen and Gzh to bilingual set-

tings in a natural way. It not only keeps a con-
sistent objective in mono-lingual ENs—entities,
no matter in which language, will be embedded
closely if share common neighbors—but also en-
hances each other with more neighbors in the for-
eign language.
Following the method in Zhu et al. (2017), there

will be no edge between Chinese entity 福斯特
(Foust) and English entity Pistons, which implies
a wrong fact that 福斯特 (Foust) does not belong
to Pistons. Our method enriches the missing rela-
tion between entities 福斯特 (Foust) and 活塞队
(Pistons) in incomplete Chinese KB through cor-
responding English common neighbors, Allstar,
NBA, etc., as illustrated in Figure 1.

4.2 Comparable Sentences Generation
To supervise the cross-lingual representation
learning of words, we automatically generate com-
parable sentences as cross-lingual training data.
Comparable sentences are not translated paired
sentences, but sentences with the same topic in dif-
ferent languages. As shown in the middle layer
(Figure 1), the pair of sentences are comparable
sentences: (1) “Lawrence Michael Foust was an
American basketball player who spent 12 seasons
in NBA”, (2) “拉里·福斯特 (Lawrence Foust) 是
(was)美国 (American) NBA联盟 (association)的
(of) 前 (former) 职业 (professional) 篮球 (basket-
ball) 运动员 (player)”.
Inspired by the distant supervision technique

in relation extraction, we assume that sentence
senk in Wikipedia articles of entity eeni explicitly
or implicitly describes eeni (Yamada et al., 2017),
and that senk shall express a relation between eeni
and eenj if another entity eenj is in senk . Mean-
while, we find a comparable sentence szhk′ in an-
other language which satisfies szhk′ containing ezhj′
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in Wikipedia articles of Chinese entity ezhi′ , where
⟨eeni , ezhi′ ⟩, ⟨eenj , ezhj′ ⟩ ∈ Ren−zh. As shown in Fig-
ure 1, the sentences in the second level are compa-
rable due to the similar theme of the relation be-
tween entity Foust and NBA. To find this type of
sentences, we search the anchors in the English
aritcle and Chinese article of cross-lingual entity
Foust, respectively, and extract the sentences in-
cluding another crosslingual entity NBA. Compa-
rable sentences can be regarded as cross-lingual
contexts.
Unfortunately, comparable sentences suffer

from two issues caused by distant supervision:
Wrong labelling. Take English as sample, there
may be several sentences senk,l|Ll=1 containing the
same entity eenj in the article of eeni . A straightfor-
ward solution is to concatenate them into a longer
sentence senk , but this increases the chance to in-
clude unrelated sentences.
Unbalanced information. Sometimes the pair
of sentences convey unbalanced information, e.g.,
the English sentence in the middle layer (Figure 1)
contains Foust spent 12 seasons in NBA while the
comparable Chinese sentence not.
To address the issues, we propose knowledge at-

tention and cross-lingual attention to filter out un-
related information at sentence level, and at word
level respectively.

5 Joint Representation Learning

As shown in Figure 2, there are three components
in learning cross-lingual word and entity represen-
tations, which are trained jointly. In this section,
we will describe them in detail.

5.1 Mono-lingual Representation Learning
Following Yamada et al. (2016); Cao et al. (2017),
we learn mono-lingual word/entity embeddings
based on corpus Dy, anchors Ay and entity net-
work Gy. Capturing the cooccurrence information
among words and entities, these embeddings serve
as the foundation and will be further extended to
bilingual settings using the proposed cross-lingual
regularizers, which will be detailed in the next sec-
tion. Monolingually, we utilize a variant of Skip-
gram model (Mikolov et al., 2013c) to predict the
contexts given current word/entity:

Lm =
∑

y∈{en,zh}

∑
xy
i ∈{Dy ,Ay ,Gy}

logP (C(xyi )|x
y
i )

where xyi is either a word or an entity, and C(xyi )
denotes: (i) contextual words in a pre-defined win-
dow of xyi if x

y
i ∈ Dy, (ii) neighbor entities that

linked to xyi if x
y
i ∈ Gy, (iii) contextual words of

wy
j if x

y
i is entity e

y
i in an anchor ⟨w

y
j , e

y
i ⟩ ∈ Ay.

5.2 Cross-lingual Entity Regularizer
The bilingual EN Gen−zh merges entities in dif-
ferent languages into a unified network, resulting
in the possibility of using the same objective as
in mono-lingual ENs. Thus, we naturally extend
mono-lingual function to cross-lingual settings:

Le =
∑

eyi ∈{Gen−zh}

logP (C′(eyi )|e
y
i )

where C′(eyi ) denotes cross-lingual contexts—
neighbor entities in different languages that linked
to eyi . Thus, by jointly learning mono-lingual rep-
resentation with cross-lingual entity regularizer,
words and entities share more common contexts,
and will have similar embeddings. As shown in
Figure 1, English entityNBA co-occurs with words
basketball and player in texts, so they are embed-
ded closely in the semantic space. Meanwhile,
cross-lingual linked entities NBA and NBA (zh)
have similar representations due to the most com-
mon neighbor entities, e.g., Foust.

5.3 Cross-lingual Sentence Regularizer
Comparable sentences provide cross-lingual co-
occurrence of words, thus, we can use them to
learn similar embeddings for the words that fre-
quently co-occur by minimizing the Euclidean dis-
tance as follows:

Ls =
∑

⟨senk ,szh
k′ ⟩∈S

en−zh

||senk − szhk′ ||2

where senk , szhk′ are sentence embeddings. Take En-
glish as sample language, we define it as the aver-
age sum of word vectors weighted by the combi-
nation of two types of attentions:

senk =
L∑
l=1

ψ(eenm , s
en
k,l)

∑
wen

i ∈senk,l

ψ′(wen
i , w

zh
j )wen

i

where senk,l|Ll=1 are sentences containing the
same entity (as mentioned in Section 4.2), and
ψ(eenm , s

en
k,l) is knowledge attention that aims
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QRW UHODWHG WR SDJH HQWLWLHV� 7KXV� ZH DVVLJQ
VPDOOHU ZHLJKW WR VXFK VHQWHQFHV YLD VRIW�DWWHQWLRQ
FRPSXWHG E\ PHDVXULQJ VLPLODULW\�

ψ(ei, sk,l) ∝ sim(ei,
∑

wm∈sk,l

wm) ���

ZKHUH ψ(ei, sk,l) LV NQRZOHGJH DWWHQWLRQ RI WKH lWK
VXE�VHQWHQFH IRU sk� DQG ei LV WKH FRUUHVSRQGLQJ
SDJH HQWLW\� 1RWH WKDW ψ(ei, sk,l) = 1 LI WKHUH LV
RQO\ RQH VXE�VHQWHQFH |sk| = 1�

Cross-lingual Attention

&URVV�OLQJXDO DWWHQWLRQ IRFXVHV RQ SRWHQWLDO LQ�
IRUPDWLRQ IURP FRPSDUDEOH VHQWHQFHV WKHPVHOYHV�
7KLV LV� WR VRPH H[WHQW� VLPLODU ZLWK VHOI�DWWHQWLRQ
PHFKDQLVP� ZKLFK REWDLQV OHDUQLQJ JXLGDQFH IURP
VHQWHQFH LWVHOI� EXW LQ FURVV�OLQJXDO VHWWLQJV� 7KH
LQWXLWLRQ LV WR ÀQG SRVVLEOH ZRUG DOLJQPHQWV DFURVV
ODQJXDJHV E\ SLFNLQJ XS WKH PD[LPXP VLPLODULW\�

ψ′(we
m, wz

n) ∝ PD[
we

m∈sek,wz
n∈szk

sim(we
m, wz

n) ���

7KXV� RQO\ WKH FRPPRQ LQIRUPDWLRQ EHWZHHQ
FRPSDUDEOH VHQWHQFHV DUH PDLQWDLQHG� )RU H[DP�
SOH �)LJXUH ��� ZRUGV American� basketball� player
DUH VHOHFWHG GXH WR WKHLU FRUUHVSRQGLQJ WUDQVODWHG
&KLQHVH ZRUGV美国�篮球�运动员� ZKLOH 12 sea-
sons LQ sek RU前 (former) LQ szk DUH GLVFDUGHG�
)LQDOO\� WKH VHQWHQFH HPEHGGLQJ LV WKH DYHUDJH

VXP RI ZRUG YHFWRUV ZHLJKWHG E\ WKH FRPELQDWLRQ
RI WZR W\SHV RI DWWHQWLRQV�

sek =
∑

sek,l∈s
e
k

ψ(eei , s
e
k,l)

∑

we
m∈sek,l

ψ′(we
m, wz

n)we
m

���

5.4 Training

2XU SURSRVHG PHWKRG NHHSV D FRQVLVWHQW DVVXPS�
WLRQ WKDW ZRUG�HQWLW\ VKDULQJ PRUH FRQWH[WV KDV
VLPLODU UHSUHVHQWDWLRQV� 7KXV� ZH GHÀQH WKH RYHU�
DOO REMHFWLYH IXQFWLRQ DV WKH OLQHDU FRPELQDWLRQ�

L = Lm + Le + γLs ���

ZKHUH γ LV D K\SHU�SDUDPHWHU WR WXQH WKH HIIHFW
RI FURVV�OLQJXDO VHQWHQFH UHJXODUL]HU� DQG VHW WR
� LQ H[SHULPHQWV� :H XVH QHJDWLYH VDPSOLQJ DV
LQ �0LNRORY HW DO�� ����D� IRU HIÀFLHQF\� DQG RS�
WLPL]H LW WKURXJK $GD*UDG 6*'�

6 Experiments

7R YHULI\ GLIIHUHQW DVSHFWV RI RXU PHWKRGV� ZH XVH
VHSDUDWH WDVNV� ZRUG WUDQVODWLRQ DQG HQWLW\ UHODW�
HGQHVV� DJDLQHVW FURVV�OLQJXDO VHQWHQFH UHJXODUL]HU
DQG FURVV�OLQJXDO HQWLW\ UHJXODUL]HU� 7DNLQJ FURVV�
OLQJXDO HQWLW\ OLQNLQJ DV D FDVH VWXG\� ZH WHVWLI\
MRLQW LQIHUHQFH DELOLW\ EHWZHHQ ZRUGV DQG HQWLWLHV
DFURVV ODQJXDJHV EDVHG RQ RXU HPEHGGLQJV�

6.1 Experiment Settings
:H FKRRVH :LNLSHGLD� WKH $SULO ���� GXPS� DV
WKH PXOWL�OLQJXDO NQRZOHGJH EDVH DQG VL[ SRSXODU
ODQJXDJHV IRU HYDOXDWLRQ� :H SUHSURFHVV WKHP E\
ORZHUFDVH� ÀOWHULQJ RXW V\PEROV DQG ORZ IUHTXHQF\
ZRUGV DQG HQWLWLHV �OHVV WKDQ ��� DQG WRNHQL]LQJ
&KLQHVH FRUSXV XVLQJ -LHED� SDFNDJH DQG -DSDQHVH
FRUSXV ZLWK PHFDE�� 7KH VWDWLVWLFV LV VKRZQ LQ 7D�
EOH ���

7DEOH �� 0XOWL�OLQJXDO .% 6WDWLVWLFV�
:RUG (QWLW\

YRFDE WRNHQ YRFDE WRNHQ
(Q �P ���E �P ���E
=K ����P ����E ����P ����E
(V ���P ����E ���P ����E
-D ����P ����E ����P ����E
,W ����P ���E �P ���E
7U ����P ����E ���P ����E

)RU FURVV�OLQJXDO VHWWLQJV� ZH FKRRVH ÀYH ODQ�
JXDJH SDLUV WR FRPSDUH ZLWK VWDWH�RI�WKH�DUW PHWK�
RGV� ZKRVH VWDWLVWLFV LV VKRZQ LQ 7DEOH �� )ROORZ�
LQJ PRVW ZRUN� ZH DGRSW (QJOLVK DV WKH SLYRW ODQ�
JXDJH GXH WR LWV GRPLQDQW UROH� EXW DOVR WHVW =K�-D
IRU RWKHU FDVHV�

7DEOH �� &URVV�OLQJXDO 'DWD 6WDWLVWLFV�
&URVV�OLQJ &RPSDUDEOH %L�(1
XDO /LQNV 6HQWHQFHV E R

(Q�(V ����P ���P ���P ���E
(Q�=K ���P �P ���P ���E
=K�-D ���P �P ����P ����E
(Q�,W ����P ���P �P ���E
(Q�7U ����P ����P ���P ���E

:H VHW WUDLQLQJ HSRFK DV �� ZKLFK FRVWV QHDUO\ ��
KRXUV RQ WKH VHUYHU ZLWK �� FRUH &38 DQG ���*%
PHPRU\� 7KH HPEHGGLQJ GLPHQVLRQ LV VHW DV ���
DQG FRQWH[W ZLQGRZ VL]H DV �� )RU HDFK SRVLWLYH
H[DPSOH� ZH VDPSOH � QHJDWLYH H[DPSOHV��

�KWWSV���JLWKXE�FRP�I[VM\�MLHED
�KWWS���WDNX����JLWKXE�LR�PHFDE�
�)RU EUHYLW\� ZH DGRSW WZR�OHWWHU DEEUHYLDWLRQ (Q� =K� (V�

-D� ,W DQG 7U IRU (QJOLVK� &KLQHVH� 6SDQLVK� -DSDQHVH� ,WDOLDQ
DQG 7XUNLVK� UHVSHFWLYHO\� P IRU PLOOLRQ DQG E IRU ELOOLRQ�

�)RU WKH SXUSRVH RI DQRQ\PLW\� WKH FRGH DQG HPEHGGLQJV

5

400

401

402

403

404

405

406

407

408

409

410

411

412

413

414

415

416

417

418

419

420

421

422

423

424

425

426

427

428

429

430

431

432

433

434

435

436

437

438

439

440

441

442

443

444

445

446

447

448

449

450

451

452

453

454

455

456

457

458

459

460

461

462

463

464

465

466

467

468

469

470

471

472

473

474

475

476

477

478

479

480

481

482

483

484

485

486

487

488

489

490

491

492

493

494

495

496

497

498

499

ACL 2018 Submission ***. Confidential Review Copy. DO NOT DISTRIBUTE.

A straightforward solution is to concatenate them
into a longer sentence senk , but this increases the
chance to include unrelated sentences.
Unbalanced information. Sometimes the pair of
sentences convey different information, e.g., the
English sentence in layer 2 (Figure 1) contains
Foust spent 12 seasons in NBA while the compa-
rable Chinese sentence not.
To address the issues, we propose knowledge at-

tention and cross-lingual attention to filter out un-
related information at sentence level and at word
level, respectively. [[这里感觉改动较大]]

5 Joint Representation Learning

5.1 Mono-lingual Representation Learning
Following (Yamada et al., 2016; Cao et al., 2017),
we learn mono-lingual word/entity embeddings
based on corpus Dy, anchors Ay and entity net-
work Gy. We utilize a variant of Skip-gram
model (Mikolov et al., 2013c) to predict the con-
texts given current word/entity:

Lm =
∑

y∈{en,zh}

∑

xy
i ∈{Dy ,Ay ,Gy}

logP (C(xyi )|x
y
i )

(1)
where xyi is either a word or an entity, and C(xyi )
denotes: (i) contextual words in a pre-defined win-
dow of xyi if x

y
i ∈ Dy, (ii) neighbor entities that

linked to xyi if x
y
i ∈ Gy, (iii) contextual words of

wy
j if x

y
i is entity e

y
i in an anchor ⟨w

y
j , e

y
i ⟩ ∈ Ay.

5.2 Cross-lingual Entity Regularizer
The bilingual EN Gen−zh merges entities in dif-
ferent languages into a unified network, resulting
in the possibility of using the same objective as
in mono-lingual ENs. Thus, we naturally extend
mono-lingual function to cross-lingual settings:

Le =
∑

eyi ∈{Gen−zh}

logP (C′(eyi )|e
y
i ) (2)

where C′(eyi ) denotes cross-lingual contexts—
neighbor entities in different languages that linked
to eyi . Thus, by jointly learning mono-lingual rep-
resentation with cross-lingual entity regularizer,
words and entities share more common contexts,
and will have similar embeddings. As shown in
Figure 1, English entityNBA co-occurs with words
basketball and player in texts, so they are embed-
ded close in the semantic space. Meanwhile, cross-
lingual linked entitiesNBA andNBA (zh) have sim-
ilar representations due to themost common neigh-
bor entities, e.g., Foust.

5.3 Cross-lingual Sentence Regularizer
Comparable sentences provide cross-lingual co-
occurrence of words, thus, we learn similar em-
beddings for the words that frequently co-occur to-
gether by minimizing the Euclidean distance:

Ls =
∑

⟨senk ,szh
k′ ⟩∈S

en−zh

||senk − szhk′ ||2 (3)

where senk , szhk′ are sentence embeddings. Take En-
glish as sample language, we define it as the aver-
age sum of word vectors weighted by the combi-
nation of two types of attentions:

senk =
∑

l∈L
ψ(eenm , senk,l)

∑

wen
i ∈senk,l

ψ′(wen
i , wzh

j )wen
i

(4)
where {senk,l|l ∈ L} is a set of sentences con-
taining the same entity (as mentioned in Sec-
tion 4.2), and ψ(eenm , senk,l) is knowledge attention
that aims at filter out wrong labelling sentences,
and ψ′(wen

i , wzh
j ) is cross-lingual attention to deal

with the unbalanced information through possible
aligned words.

Knowledge Attention

Suppose that sentences {senk,l|l ∈ L} contain the
same entities in articles of entity eym, the wrong la-
belling errors increase because some of them are
almost irrelevant to eym. Knowledge attention aims
at filtering out wrong labelled sentences through
smaller weights and related sentences with higher
weights. Thus, we define it proportional to the sim-
ilarity between syk,l and e

y
m:

ψ(eym, syk,l) ∝ sim(eym,
∑

wy
i ∈s

y
k,l

wy
i ) (5)

where sim is similarity measurement, and we
use cosine similarity in the rest of the pa-
per. We normalize knowledge attention such that∑L

l ψ(e
y
m, syk,l) = 1.

Cross-lingual Attention

Inspired by self-attention mechanism (Lin et al.,
2017b), we motivate cross-lingual attention focus-
ing on potential information from comparable sen-
tences themselves. The intuition is to find possible
alignedwords between languages, and filter out the
words without alignments. We define it according
to the maximum similarity:

Mono-lingual Representation Learning

Zh
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Abstract

Jointly learning word and entity represen-
tations benefits many NLP tasks, while has
not been well explored in cross-lingual set-
tings. In this paper, we propose a novel
method that integrates cross-lingual word
and entity representation learning to enable
joint inference among knowledge base and
text across languages, capturing mutually
complementary knowledge. Instead of re-
liance on parallel data, we automatically
generate cross-lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-lingual
attention to select the most informative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.

1 Introduction

Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage both types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).

Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
e , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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study, the results on benchmark dataset
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lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
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processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).

Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
eNBA , w , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
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tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
eNBA , w , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
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Most existing work jointly models KB and text
corpus to enhance each other by learning word and
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example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
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tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
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iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
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lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
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tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
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various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
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ity between entities and corresponding mentioned
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meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
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QRW UHODWHG WR SDJH HQWLWLHV� 7KXV� ZH DVVLJQ
VPDOOHU ZHLJKW WR VXFK VHQWHQFHV YLD VRIW�DWWHQWLRQ
FRPSXWHG E\ PHDVXULQJ VLPLODULW\�

ψ(ei, sk,l) ∝ sim(ei,
∑

wm∈sk,l

wm) ���

ZKHUH ψ(ei, sk,l) LV NQRZOHGJH DWWHQWLRQ RI WKH lWK
VXE�VHQWHQFH IRU sk� DQG ei LV WKH FRUUHVSRQGLQJ
SDJH HQWLW\� 1RWH WKDW ψ(ei, sk,l) = 1 LI WKHUH LV
RQO\ RQH VXE�VHQWHQFH |sk| = 1�

Cross-lingual Attention

&URVV�OLQJXDO DWWHQWLRQ IRFXVHV RQ SRWHQWLDO LQ�
IRUPDWLRQ IURP FRPSDUDEOH VHQWHQFHV WKHPVHOYHV�
7KLV LV� WR VRPH H[WHQW� VLPLODU ZLWK VHOI�DWWHQWLRQ
PHFKDQLVP� ZKLFK REWDLQV OHDUQLQJ JXLGDQFH IURP
VHQWHQFH LWVHOI� EXW LQ FURVV�OLQJXDO VHWWLQJV� 7KH
LQWXLWLRQ LV WR ÀQG SRVVLEOH ZRUG DOLJQPHQWV DFURVV
ODQJXDJHV E\ SLFNLQJ XS WKH PD[LPXP VLPLODULW\�

ψ′(we
m, wz

n) ∝ PD[
we

m∈sek,wz
n∈szk

sim(we
m, wz

n) ���

7KXV� RQO\ WKH FRPPRQ LQIRUPDWLRQ EHWZHHQ
FRPSDUDEOH VHQWHQFHV DUH PDLQWDLQHG� )RU H[DP�
SOH �)LJXUH ��� ZRUGV American� basketball� player
DUH VHOHFWHG GXH WR WKHLU FRUUHVSRQGLQJ WUDQVODWHG
&KLQHVH ZRUGV美国�篮球�运动员� ZKLOH 12 sea-
sons LQ sek RU前 (former) LQ szk DUH GLVFDUGHG�
)LQDOO\� WKH VHQWHQFH HPEHGGLQJ LV WKH DYHUDJH

VXP RI ZRUG YHFWRUV ZHLJKWHG E\ WKH FRPELQDWLRQ
RI WZR W\SHV RI DWWHQWLRQV�

sek =
∑

sek,l∈s
e
k

ψ(eei , s
e
k,l)

∑

we
m∈sek,l

ψ′(we
m, wz

n)we
m

���

5.4 Training

2XU SURSRVHG PHWKRG NHHSV D FRQVLVWHQW DVVXPS�
WLRQ WKDW ZRUG�HQWLW\ VKDULQJ PRUH FRQWH[WV KDV
VLPLODU UHSUHVHQWDWLRQV� 7KXV� ZH GHÀQH WKH RYHU�
DOO REMHFWLYH IXQFWLRQ DV WKH OLQHDU FRPELQDWLRQ�

L = Lm + Le + γLs ���

ZKHUH γ LV D K\SHU�SDUDPHWHU WR WXQH WKH HIIHFW
RI FURVV�OLQJXDO VHQWHQFH UHJXODUL]HU� DQG VHW WR
� LQ H[SHULPHQWV� :H XVH QHJDWLYH VDPSOLQJ DV
LQ �0LNRORY HW DO�� ����D� IRU HIÀFLHQF\� DQG RS�
WLPL]H LW WKURXJK $GD*UDG 6*'�

6 Experiments

7R YHULI\ GLIIHUHQW DVSHFWV RI RXU PHWKRGV� ZH XVH
VHSDUDWH WDVNV� ZRUG WUDQVODWLRQ DQG HQWLW\ UHODW�
HGQHVV� DJDLQHVW FURVV�OLQJXDO VHQWHQFH UHJXODUL]HU
DQG FURVV�OLQJXDO HQWLW\ UHJXODUL]HU� 7DNLQJ FURVV�
OLQJXDO HQWLW\ OLQNLQJ DV D FDVH VWXG\� ZH WHVWLI\
MRLQW LQIHUHQFH DELOLW\ EHWZHHQ ZRUGV DQG HQWLWLHV
DFURVV ODQJXDJHV EDVHG RQ RXU HPEHGGLQJV�

6.1 Experiment Settings
:H FKRRVH :LNLSHGLD� WKH $SULO ���� GXPS� DV
WKH PXOWL�OLQJXDO NQRZOHGJH EDVH DQG VL[ SRSXODU
ODQJXDJHV IRU HYDOXDWLRQ� :H SUHSURFHVV WKHP E\
ORZHUFDVH� ÀOWHULQJ RXW V\PEROV DQG ORZ IUHTXHQF\
ZRUGV DQG HQWLWLHV �OHVV WKDQ ��� DQG WRNHQL]LQJ
&KLQHVH FRUSXV XVLQJ -LHED� SDFNDJH DQG -DSDQHVH
FRUSXV ZLWK PHFDE�� 7KH VWDWLVWLFV LV VKRZQ LQ 7D�
EOH ���

7DEOH �� 0XOWL�OLQJXDO .% 6WDWLVWLFV�
:RUG (QWLW\

YRFDE WRNHQ YRFDE WRNHQ
(Q �P ���E �P ���E
=K ����P ����E ����P ����E
(V ���P ����E ���P ����E
-D ����P ����E ����P ����E
,W ����P ���E �P ���E
7U ����P ����E ���P ����E

)RU FURVV�OLQJXDO VHWWLQJV� ZH FKRRVH ÀYH ODQ�
JXDJH SDLUV WR FRPSDUH ZLWK VWDWH�RI�WKH�DUW PHWK�
RGV� ZKRVH VWDWLVWLFV LV VKRZQ LQ 7DEOH �� )ROORZ�
LQJ PRVW ZRUN� ZH DGRSW (QJOLVK DV WKH SLYRW ODQ�
JXDJH GXH WR LWV GRPLQDQW UROH� EXW DOVR WHVW =K�-D
IRU RWKHU FDVHV�

7DEOH �� &URVV�OLQJXDO 'DWD 6WDWLVWLFV�
&URVV�OLQJ &RPSDUDEOH %L�(1
XDO /LQNV 6HQWHQFHV E R

(Q�(V ����P ���P ���P ���E
(Q�=K ���P �P ���P ���E
=K�-D ���P �P ����P ����E
(Q�,W ����P ���P �P ���E
(Q�7U ����P ����P ���P ���E

:H VHW WUDLQLQJ HSRFK DV �� ZKLFK FRVWV QHDUO\ ��
KRXUV RQ WKH VHUYHU ZLWK �� FRUH &38 DQG ���*%
PHPRU\� 7KH HPEHGGLQJ GLPHQVLRQ LV VHW DV ���
DQG FRQWH[W ZLQGRZ VL]H DV �� )RU HDFK SRVLWLYH
H[DPSOH� ZH VDPSOH � QHJDWLYH H[DPSOHV��

�KWWSV���JLWKXE�FRP�I[VM\�MLHED
�KWWS���WDNX����JLWKXE�LR�PHFDE�
�)RU EUHYLW\� ZH DGRSW WZR�OHWWHU DEEUHYLDWLRQ (Q� =K� (V�
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A straightforward solution is to concatenate them
into a longer sentence senk , but this increases the
chance to include unrelated sentences.
Unbalanced information. Sometimes the pair of
sentences convey different information, e.g., the
English sentence in layer 2 (Figure 1) contains
Foust spent 12 seasons in NBA while the compa-
rable Chinese sentence not.
To address the issues, we propose knowledge at-

tention and cross-lingual attention to filter out un-
related information at sentence level and at word
level, respectively. [[这里感觉改动较大]]

5 Joint Representation Learning

5.1 Mono-lingual Representation Learning
Following (Yamada et al., 2016; Cao et al., 2017),
we learn mono-lingual word/entity embeddings
based on corpus Dy, anchors Ay and entity net-
work Gy. We utilize a variant of Skip-gram
model (Mikolov et al., 2013c) to predict the con-
texts given current word/entity:

Lm =
∑

y∈{en,zh}

∑

xy
i ∈{Dy ,Ay ,Gy}

logP (C(xyi )|x
y
i )

(1)
where xyi is either a word or an entity, and C(xyi )
denotes: (i) contextual words in a pre-defined win-
dow of xyi if x

y
i ∈ Dy, (ii) neighbor entities that

linked to xyi if x
y
i ∈ Gy, (iii) contextual words of

wy
j if x

y
i is entity e

y
i in an anchor ⟨w

y
j , e

y
i ⟩ ∈ Ay.

5.2 Cross-lingual Entity Regularizer
The bilingual EN Gen−zh merges entities in dif-
ferent languages into a unified network, resulting
in the possibility of using the same objective as
in mono-lingual ENs. Thus, we naturally extend
mono-lingual function to cross-lingual settings:

Le =
∑

eyi ∈{Gen−zh}

logP (C′(eyi )|e
y
i ) (2)

where C′(eyi ) denotes cross-lingual contexts—
neighbor entities in different languages that linked
to eyi . Thus, by jointly learning mono-lingual rep-
resentation with cross-lingual entity regularizer,
words and entities share more common contexts,
and will have similar embeddings. As shown in
Figure 1, English entityNBA co-occurs with words
basketball and player in texts, so they are embed-
ded close in the semantic space. Meanwhile, cross-
lingual linked entitiesNBA andNBA (zh) have sim-
ilar representations due to themost common neigh-
bor entities, e.g., Foust.

5.3 Cross-lingual Sentence Regularizer
Comparable sentences provide cross-lingual co-
occurrence of words, thus, we learn similar em-
beddings for the words that frequently co-occur to-
gether by minimizing the Euclidean distance:

Ls =
∑

⟨senk ,szh
k′ ⟩∈S

en−zh

||senk − szhk′ ||2 (3)

where senk , szhk′ are sentence embeddings. Take En-
glish as sample language, we define it as the aver-
age sum of word vectors weighted by the combi-
nation of two types of attentions:

senk =
∑

l∈L
ψ(eenm , senk,l)

∑

wen
i ∈senk,l

ψ′(wen
i , wzh

j )wen
i

(4)
where {senk,l|l ∈ L} is a set of sentences con-
taining the same entity (as mentioned in Sec-
tion 4.2), and ψ(eenm , senk,l) is knowledge attention
that aims at filter out wrong labelling sentences,
and ψ′(wen

i , wzh
j ) is cross-lingual attention to deal

with the unbalanced information through possible
aligned words.

Knowledge Attention

Suppose that sentences {senk,l|l ∈ L} contain the
same entities in articles of entity eym, the wrong la-
belling errors increase because some of them are
almost irrelevant to eym. Knowledge attention aims
at filtering out wrong labelled sentences through
smaller weights and related sentences with higher
weights. Thus, we define it proportional to the sim-
ilarity between syk,l and e

y
m:

ψ(eym, syk,l) ∝ sim(eym,
∑

wy
i ∈s

y
k,l

wy
i ) (5)

where sim is similarity measurement, and we
use cosine similarity in the rest of the pa-
per. We normalize knowledge attention such that∑L

l ψ(e
y
m, syk,l) = 1.

Cross-lingual Attention

Inspired by self-attention mechanism (Lin et al.,
2017b), we motivate cross-lingual attention focus-
ing on potential information from comparable sen-
tences themselves. The intuition is to find possible
alignedwords between languages, and filter out the
words without alignments. We define it according
to the maximum similarity:

4
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NBA

Lawrence Foust

All-star

[[Lawrence Michael Foust]] was
an American basketball player

who spent 12 seasons in [[NBA]]

NBA (zh)

·
[[ · ]] [[NBA]]
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AM i?2 KmHiBHBM;m�H b2iiBM;b- i?Bb Bbbm2 Q7 �K#B;mBiv
#2+QK2b KQ`2 b2p2`2X

*`Qbb@HBM;m�H qQ`/ �HB;MK2Mi � H�`;2 MmK#2` Q7
K2i?Q/b 7Q+mb QM mbBM; T�`�HH2H +Q`Tmb UBX2X �HB;M2/
rQ`/b- b2Mi2M+2bV �b +`Qbb@HBM;m�H bmT2`pBbBQM bB;M�Hb
iQ �HB;M bBKBH�` rQ`/b BM #Qi? H�M;m�;2b (RĜ9- dĜ
N)X >Qr2p2`- i?2 T�`�HH2H +Q`Tmb Bb 2tT2MbBp2 iQ Q#@
i�BM �M/ mbm�HHv Bb QMHv �p�BH�#H2 7Q` +2`i�BM M�`@
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/2M Q7 Q#i�BMBM; T�`�HH2H +Q`Tmb- (RR- Rk) b?m|2 UBX2X
`�M/QKHv Q` H2M;i?@`�iBQV 2�+? T�B` Q7 +QKT�`�#H2
/Q+mK2Mib i?�i b?�`2 � +QKKQM i?2K2 BM /Bz2`2Mi
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?�`/2` �+`Qbb H�M;m�;2b U2X;X AM/2T2M/2M+2 .�v pbX
独立日 Q`美国独立日VX 6Q` +`Qbb@HBM;m�H �HB;MK2Mib-
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+Q`TmbX

AM i?Bb T�T2`- r2 T`QTQb2 � MQp2H #BHBM;m�H KmHiB@
T`QiQivT2 K2MiBQM 2K#2//BM; KQ/2H i?�i DQBMiHv H2�`Mb

rQ`/- K2MiBQM �M/ 2MiBiv 2K#2//BM;b �+`Qbb H�M;m�;2bX
6QHHQrBM;

K2MiBQM b2Mb2
+QMi2ti

k J1h>P.
kXR *`Qbb@HBM;m�H qQ`/

_2T`2b2Mi�iBQM G2�`MBM;

Sen Szh een ezh URV

KQMQHBM;m�H rQ`/fK2MiBQM 2K#2//BM; H2�`MBM;

L =
∑

xi ∈D

∑

xo ∈C(xi )
HQ; P(xo |xi) UkV

+`Qbb@HBM;m�H rQ`/ �HB;MK2Mi

L =
∑

(ei ,ej )∈Ec
| |C(ei) − C(e j)| |2 UjV

r?2`2 Ec +QMi�BMb 2MiBiv T�B`b +QMM2+i2/ #v � +`Qbb@
HBM;m�H HBMFX

kXk *`Qbb@HBM;m�H 1MiBiv
_2T`2b2Mi�iBQM G2�`MBM;

L =
∑

ei ∈E
HQ; P(N (ei)|ei) +

∑

(ei ,ej )∈Ec
HQ; P(N (e j)|ei)

U9V
r?2`2 N (ei) /2MQi2b i?2 M2B;?#Q` 2MiBiB2b QM i?2

FMQrH2/;2 M2irQ`FX

kXj *`Qbb@HBM;m�H �HB;MK2Mi
L =

∑

(ei ,mi )∈A
HQ; P(ei |mi ,C(ei)) +

∑

(ei ,ej )∈Ec
HQ; P(e j |mi ,C(ei))
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r2HH BM `2H�iBQM 2ti`�+iBQM (N- R8- R3- ky- kj- j9)X AMbi2�/ Q7
`2HvBM; �MMQi�i2/ i2ti- Bi 2KTHQvb FMQrH2/;2 #�b2b �b bQm`+2
Q7 bmT2`pBbBQM #v �HB;MBM; i?2 ;Bp2M FMQrH2/;2 #�b2 iQ i2ti
7QHHQrBM; i?2 �bbmKTiBQM, ǳA7 irQ 2MiBiB2b T�`iB+BT�i2 BM �
`2H�iBQM- �HH b2Mi2M+2b i?�i K2MiBQM i?2b2 irQ 2MiBiB2b 2tT`2bb
i?�i `2H�iBQMǴ (ky)X

hQ ;2M2`�i2 ?B;?2` [m�HBiv +QKT�`�#H2 /�i� �miQK�iB+�HHv-
r2 T`QTQb2 iQ BM+Q`TQ`�i2 /Bbi�Mi bmT2`pBbBQM i2+?MB[m2 BMiQ
+`Qbb@HBM;m�H `2T`2b2Mi�iBQM H2�`MBM;X aBKBH�`Hv- r2 �bbmK2
i?�i,

A7 irQ +QKT�`�#H2 /Q+mK2Mib K2MiBQM2/ � T�B`
Q7 +`Qbb@HBM;m�H HBMF2/ 2MiBiB2b- i?2 b2Mi2M+2b +QM@
i�BMBM; i?2K 2tT`2bb i?2 b�K2 �bT2+i Q7 i?2 +QK@
KQM i?2K2X

h?Bb ivT2 Q7 b2Mi2M+2b �`2 MQi Kmim�HHv i`�MbH�i2/- #mi
i?2v Q#pBQmbHv ?�p2 bBKBH�` b2K�MiB+b- M�K2Hv +QKT�`�#H2
b2Mi2M+2bX 6B;m`2 k b?Qrb bQK2 +QKT�`�#H2 b2Mi2M+2 T�B`
+QHQ`2/ BM ;`22M �M/ i?2 `2/ `2+i�M;H2b +QMM2+i2/ #v /�b?2/
HBM2b �`2 +`Qbb@HBM;m�H 2MiBiB2b- 2X;X i?2 b2Mi2M+2 T�B` ǳ>2
TH�v2/ ?Bb 2MiB`2 ky@v2�` +�`22` rBi? i?2 GQb �M;2H2b G�F2`b
Q7 L"�Ǵ �M/ ǳ UBMV U?2V U7Q`V UGQb �M;2@
H2b G�F2`bV UrQ`FV UǶbV ky Uky@v2�`V U+�`22`V

UHB72VǴ- r?2`2 i?2 2M;HBb? 2MiBiv ǳGQb �M;2H2b G�F2`bǴ
�M/ *?BM2b2 2MiBiv ǳ Ǵ ?�p2 +`Qbb@HBM;m�H HBMFX

*QKT�`�#H2 b2Mi2M+2b K�v +QMi�BM Km+? MQBb2 �M/ 2p2M
#2 BM+Q``2+iHv 2ti`�+i2/X q2 rBHH /Bb+mbb Bi BM i?2 M2ti b2+@
iBQM- �M/ BMi`Q/m+2 irQ ivT2b Q7 �ii2MiBQM K2+?�MBbK QM
i?2K 7Q` +`Qbb@HBM;m�H bmT2`pBbBQMX

j J1h>P.
jXR 6`�K2rQ`F
jXk AMi2;`�iBM; JQMQ@HBM;m�H qQ`/b �M/ 1MiBiB2b
jXj 6`QK JQMQ@HBM;m�H iQ JmHiB@HBM;m�H

jXjXR *`Qbb@HBM;m�H 1MiBiv �HB;MK2MiX
jXjXk *QKT�`�#H2 a2Mi2M+2b :2M2`�iBQMX

Ls = | |Sen − Szh | |2 URV

jXjXj JQMQ@HBM;m�H �ii2MiBQMX
jXjX9 *`Qbb@HBM;m�H �ii2MiBQMX

jX9 h`�BMBM;
KQMQHBM;m�H rQ`/fK2MiBQM 2K#2//BM; H2�`MBM;

L =
∑

xi ∈D

∑

xo ∈C(xi )
HQ; P(xo |xi ) UkV

+`Qbb@HBM;m�H rQ`/ �HB;MK2Mi

L =
∑

(ei ,ej )∈Ec
| |C(ei ) − C(ej )| |2 UjV

r?2`2 Ec +QMi�BMb 2MiBiv T�B`b +QMM2+i2/ #v � +`Qbb@HBM;m�H
HBMFX

L =
∑

ei ∈E
HQ; P(N (ei )|ei ) +

∑

(ei ,ej )∈Ec
HQ; P(N (ej )|ei ) U9V

r?2`2 N (ei ) /2MQi2b i?2 M2B;?#Q` 2MiBiB2b QM i?2 FMQrH@
2/;2 M2irQ`FX

L =
∑

(ei ,mi )∈A
HQ; P(ei |mi ,C(ei )) +

∑

(ei ,ej )∈Ec
HQ; P(ej |mi ,C(ei ))

U8V

=
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BM irQ TQBMib, UBV F22TBM; � +QMbBbi2Mi Q#@
D2+iBp2 �b KQMQ@HBM;m�H rQ`/ QTiBKBx�iBQMě
i?2 rQ`/b b?�`BM; KQ`2 +QMi2tim�H rQ`/b ?�p2
bBKBH�` 2K#2//BM;b- `�i?2` i?�M i?2 rQ`/b
?�p2 � bT2+B�H ivT2 Q7 2[m�HBiv `2H�iBQMb Ui?2
b�K2 �b 2MiBiB2b BM am#a2+iBQM jXkVc UBBV �H@
H2pB�iBM; i?2 #m`/2M Q7 T�`�HH2H rQ`/b bBM+2
r2 �+im�HHv /QMǶi FMQr r?B+? rQ`/b �`2 2t@
�+iHv K�i+?2/ �+`Qbb H�M;m�;2b BM +QKT�`�@
#H2 b2Mi2M+2bX h?mb- r2 �TT`QtBK�i2Hv QTiB@
KBx2 1[m�iBQM k #v UBV }tBM; i?2 +QMi2ti rBM@
/Qr i?2 b�K2 �b Bib b2Mi2M+2 H2M;i?, skm ≈
wki +

∑
C(wki) �M/ UBBV mT/�iBM; i?2 2MiB`2

b2Mi2M+2 T�B` BM QM2 bi2T,

Ls =
∑

<skm,slm>∈Sk,l

||bFK − bHK||2 UjV

r?2`2 bFK Bb i?2 b2Mi2M+2 2K#2//BM;- r?B+?
rBHH #2 BMi`Q/m+2/ BM i?2 M2ti bm#b2+iBQMX �H@
i?Qm;? 7`QK /Bz2`2Mi T2`bT2+iBp2- r2 Q#i�BM �
bBKBH�` �bbmKTiBQM rBi? U"2M;BQ �M/ *Q``�/Q-
kyR8V, h?2 KQ`2 7`2[m2MiHv irQ rQ`/b Q++m` BM
T�`�HH2Hf+QKT�`�#H2 b2Mi2M+2 T�B`b- i?2 +HQb2`
i?2B` `2T`2b2Mi�iBQM rBHH #2X

*QKT�`2/ iQ T�`�HH2H b2Mi2M+2b- Qm` +QKT�@
`�#H2 b2Mi2M+2b �HH2pB�i2 i?2 T�`�HH2H #m`/2M #v
mbBM; T`2@2tBbiBM; +`Qbb@HBM;m�H `2bQm`+2b- #mi
�HbQ BMi`Q/m+2 Km+? MQBb2- Q` 2p2M BM+Q``2+iHv
;2M2`�i2/X L2ti- r2 BMi`Q/m+2 irQ ivT2b Q7
�ii2MiBQM K2+?�MBbKb iQ �//`2bb i?Bb Bbbm2X

EMQrH2/;2 �ii2MiBQM

EMQrH2/;2 �ii2MiBQM Bb BMi`Q/m+2/ iQ �pQB/
i?2 BM+Q``2+iHv H�#2HH2/ +QKT�`�#H2 b2Mi2M+2bX
AM am#b2+iBQM jXk- r2 bBKTHv +QM+�i2M�i2 b2p@
2`�H b2Mi2M+2b BM i?2 2MiBiv ekm T�;2 �`iB+H2b-
#mi bQK2 b2Mi2M+2b �`2 MQi `2H�i2/ iQ ekmX
h?mb- r2 }Hi2` Qmi bm+? b2Mi2M+2b pB� bQ7i@
�ii2MiBQM +QKTmi2/ #v K2�bm`BM; bBKBH�`Biv
rBi?BM i?2 ki? H�M;m�;2,

αn
km ∝ sim(2FK,

∑

wki∈snkm

rFB) U9V

r?2`2 αn
km Bb i?2 FMQrH2/;2 �ii2MiBQM Q7 i?2

ni? b2Mi2M+2 7Q` skmX LQi2 i?�i B7 i?2`2 Bb QMHv
QM2 b2Mi2M+2 ;2M2`�i2/ 7`QK ekm �`iB+H2b- αn

km
2[m�Hb iQ QM2X

*`Qbb@HBM;m�H �ii2MiBQM

*`Qbb@HBM;m�H �ii2MiBQM 7Q+mb2b QM TQi2MiB�H
BM7Q`K�iBQM 7`QK i?2 +QKT�`�#H2 b2Mi2M+2b

i?2Kb2Hp2bX h?Bb Bb iQ bQK2 2ti2Mi bBKBH�` rBi?
b2H7@�ii2MiBQM K2+?�MBbK- r?B+? Q#i�BM H2�`M@
BM; ;mB/�M+2 7`QK i?2 b2Mi2M+2 Bib2H7- #mi BM
+`Qbb@HBM;m�H b2iiBM;bX h?2 BMimBiBQM Bb iQ }M/
� TQbbB#H2 rQ`/ �HB;MK2Mi �+`Qbb H�M;m�;2b #v
TB+FBM; mT i?2 K�tBKmK bBKBH�`Biv,

αki,lj ∝ �`; K�t
wki∈skm,wlj∈slm

sim(wki, wlj) U8V

6BM�HHv- i?2 b2Mi2M+2 2K#2//BM; Bb i?2 �p2`@
�;2 bmK Q7 rQ`/ p2+iQ`b r2B;?i2/ #v i?2 +QK@
#BM�iBQM Q7 irQ ivT2b Q7 �ii2MiBQMb,

bFK =
∑

snkm∈skm

αn
km

∑

wki∈snkm

αki,ljrFB UeV

jX8 h`�BMBM;
Pmi T`QTQb2/ K2i?Q/ F22Tb � +QMbBbi2Mi �b@
bmKTiBQM i?�i rQ`/f2MiBiv b?�`BM; KQ`2 +QM@
i2tib ?�b bBKBH�` `2T`2b2Mi�iBQMbX h?mb- r2
/2}M2 i?2 Qp2`�HH Q#D2+iBp2 7mM+iBQM �b i?2 HBM@
2�` +QK#BM�iBQM,

L = Lc + γLs UdV

r?2`2 γ Bb � ?vT2`@T�`�K2i2` iQ imM2 i?2 27@
72+i Q7 +`Qbb@HBM;m�H `2;mH�`Bx2`- �M/ Bi +�M #2
QTiBKBx2/ i?`Qm;? �/�:`�/ a:. 2{+B2MiHvX

9 1tT2`BK2Mib
Pm` K�BM +QMi`B#miBQMb HB2 BM i?`22 T�`ib, URV
+QKT�`�#H2 b2Mi2M+2b 7Q` +`Qbb@HBM;m�H rQ`/
`2T`2b2Mi�iBQM H2�`MBM;c UkV i?2 M2r KmHiB@EL
iQ �m;K2Mi i?2 KQMQ@EL 7Q` H2�`MBM; bi`m+@
im`2/ FMQrH2/;2c UjV i?2 mMB}2/ 7`�K2rQ`F
i?�i 2M�#H2b +`Qbb@HBM;m�H i2ti �M/ FMQrH@
2/;2 #�b2 BM72`2M+2X h?2`27Q`2- r2 p2`B7v Qm`
K2i?Q/ QM i�bFb Q7 rQ`/ i`�MbH�iBQM- 2MiBiv `2@
H�i2/M2bb �M/ +`Qbb@HBM;m�H 2MiBiv HBMFBM; 7`QK
i?2 �#Qp2 i?`22 �bT2+ib- `2bT2+iBp2HvX

9XR 1tT2`BK2Mi a2iiBM;b
q2 +?QQb2 qBFBT2/B�- i?2 �T`BH kyRd /mKT- �b
i?2 KmHiB@HBM;m�H FMQrH2/;2 #�b2 �M/ bBt TQT@
mH�` H�M;m�;2b 7Q` 2p�Hm�iBQM- r?Qb2 bi�iBbiB+b
Bb b?QrM BM h�#H2 RX 6Q` #`2pBiv- r2 �/QTi
irQ@H2ii2` �##`2pB�iBQM iQ /2MQi2 H�M;m�;2bjX

j1M- w?- 1b- C�- Ai �M/ h` �`2 b?Q`i 7Q` 1M;HBb?-
*?BM2b2- aT�MBb?- C�T�M2b2- Ai�HB�M �M/ hm`FBb?- `2@
bT2+iBp2HvX
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+QMi`�/B+iBQM rBi? i?2 7�+i i?�i EQ#2 "`v�Mi
Bb i?2 bQM Q7 CQ2 "`v�Mi- MQ K�ii2` BM r?B+?
H�M;m�;2X

h?2`27Q`2- r2 #mBH/ KmHiB@EL #v K�FBM;
+`Qbb@HBM;m�H HBMF2/ 2MiBiB2b BM?2`Bi �HH i?2 `2@
H�iBQMb 7`QK 2�+? Qi?2`- bQ i?�i i?2v rBHH #2
2K#2//2/ +HQb2bi /m2 iQ i?2 KQbi +QKKQM
M2B;?#Q`bX *QM+`2i2Hv- r2 K2`;2 KQMQ@ELb
#v �//BM; 2/;2b 7`QK �HH M2B;?#Q`b Q7 2MiBiv
eki iQ elj B7 < eki, elj >∈ Rc UH�v2` 9VX

*QKT�`�#H2 a2Mi2M+2b

q2 miBHBx2 /Bbi�Mi bmT2`pBbBQM iQ ;2M2`�i2
+QKT�`�#H2 b2Mi2M+2b 7`QK qBFBT2/B� �`iB+H2bX
�b b?QrM BM 6B;m`2 k- i?2 irQ �`iB+H2b �`2
7`QK +`Qbb@HBM;m�H HBMF2/ 2MiBiB2b een,Kobe �M/
ezh,Kobe UH�v2` R� kVX q2 2ti`�+i i?Qb2 b2M@
i2M+2b BM+Hm/BM; �MQi?2` +`Qbb@HBM;m�H HBMF2/
2MiBiB2b een,Joe �M/ ezh,Joe UH�v2` jV �b +QKT�@
`�#H2 b2Mi2M+2bX

h?2 BMimBiBQM Bb i?�i r2 +QMbB/2` 2�+? b2M@
i2M+2 BM � qBFBT2/B� �`iB+H2 ?�b � Tb2m/Q
K2MiBQM Q7 i?2 T�;2 2MiBiv Ui�HFBM; bQK2i?BM;
�#Qmi i?2 2MiBivV Uu�K�/� 2i �HX- kyRdVX h?mb-
B7 � b2Mi2M+2 �HbQ K2MiBQMb �MQi?2` 2MiBiv- Bi
BKTHB+BiHv 2tT`2bb2b i?2B` `2H�iBQMX h?2`27Q`2-
r2 2ti2M/ i?2 �bbmKTiBQM BM `2H�iBQM 2ti`�+@
iBQM K2MiBQM2/ BM a2+iBQM k iQ KmHiB@HBM;m�H
b2iiBM;b, A7 irQ 2MiBiB2b T�`iB+BT�i2 BM � `2@
H�iBQM- �M/ #Qi? Q7 i?2K ?�p2 +`Qbb@HBM;m�H
HBMFb- �HH b2Mi2M+2b i?�i K2MiBQMb i?2b2 irQ
2MiBiB2b UTb2m/Q Q` MQiV �`2 +QKT�`�#H2 #v
2tT`2bbBM; i?�i `2H�iBQMXX 6Q` 2t�KTH2- i?2
+QKT�`�#H2 b2Mi2M+2b BM H�v2` j #Qi? 2tT`2bb
i?2 7�i?2`@bQM `2H�iBQMb?BT #2ir22M i?2 +`Qbb@
HBM;m�H HBMF2/ 2MiBiB2b < een,Kobe, ezh,Kobe >
�M/ < een,Joe, ezh,Joe >X

� +`Qbb@HBM;m�H HBMF2/ 2MiBiv K�v Q++m` b2p@
2`�H iBK2b BM � qBFBT2/B� �`iB+H2- �M/ r2 +QM@
+�i2M�i2 i?2K BMiQ � HQM;2` b2Mi2M+2- #mi i?Bb
rBHH #`BM; Km+? MQBb2- 2bT2+B�HHv bQK2 Q7 i?2
b2Mi2M+2b �`2 BM+Q``2+iHv 2ti`�+i2/X h?2`2@
7Q`2- r2 /2bB;M irQ ivT2b Q7 �ii2MiBQM iQ b2H2+i
i?2 KQbi BM7Q`K�iBp2 rQ`/b �M/ /2�H rBi? i?2
r`QM; H�#2HHBM; T`Q#H2K BM a2+iBQM jX9X

jXj JQMQ@HBM;m�H _2T`2b2Mi�iBQM
G2�`MBM; � JQ/2HBM; �HB;M2/
1MiBiB2b

�b K2MiBQM2/ �#Qp2- i?2 KmHiB@EL #`B/;2b
i?2 H�M;m�;2 ;�T 7QHHQrBM; i?2 b�K2 i`�BMBM;

Q#D2+iBp2 �b KQMQ@ELX 6QHHQrBM; i?2 KQMQ@
HBM;m�H rQ`F Uu�K�/� 2i �HX- kyRec *�Q 2i �HX-
kyRdV- r2 2ti2M/ i?2 aFBT@;`�K KQ/2H iQ
KQMQ@HBM;m�H rQ`/b �M/ +`Qbb@HBM;m�H 2MiBiB2b
r?BH2 F22T � +QMbBbi2Mi QTiBKBx�iBQM 7mM+iBQMX
Ai mb2b i?2 +m``2Mi rQ`/f2MiBiv iQ T`2/B+i Bib
+QMi2tim�H rQ`/bf2MiBiB2b ;Bp2M i?2 +Q?2`2M+2
BM7Q`K�iBQM BM i2ti +Q`Tmb D- �M+?Q`bA �M/
KmHiB@EL KN #v K�tBKBxBM; i?2 �p2`�;2 HQ;@
T`Q#�#BHBiv,

Lc =
∑

xi∈{D,A,KN}

HQ;P (C(xi)|xi) URV

r?2`2 xi Bb 2Bi?2` � rQ`/ Q` �M 2MiBiv-
�M/ C(xi) /2MQi2b i?2 +QMi2tib rBi?BM � T`2@
/2}M2/ rBM/QrX LQi2 i?�i C(xi) /Bz2`b � HBi@
iH2 �HQM; rBi? xi, URV +QMi2tim�H rQ`/b r?2M
xi ∈ Dc UkV M2B;?#Q` 2MiBiB2b i?�i HBMF2/ rBi?
2MiBiv xi ∈ KN c UjV +QMi2tim�H rQ`/b Q7 rQ`/
K2MiBQM wj BM �M �M+?Q` r?2M xi /2MQi2b i?2
2MiBiv BM �M+?Q` < wj , ei >∈ AX

h?mb- rQ`/b �M/ 2MiBiB2b i?�i 7`2[m2MiHv
Q++m` iQ;2i?2` b?�`2 KQ`2 +QKKQM +QMi2tib-
�M/ ?�p2 bBKBH�` 2K#2//BM;bX �b b?QrM
BM 6B;m`2 k- een,Joe Q++m`b rBi? wen,player-
wen,NBA iQ;2i?2` �M/ i?2v b?�`2 i?2 +QKKQM
+QMi2ti rQ`/b- bQ i?2v �`2 +HQb2 BM i?2 b2@
K�MiB+ bT�+2X aBKBH�`Hv- 2MiBiB2b b?�`BM; KQ`2
M2B;?#Q` 2MiBiB2b i2M/ iQ #2 +HQb2- 2X;X- /m2 iQ
i?2 b�K2 M2B;?#Q` 2MiBiv een,LosAngelesLakers-
2MiBiB2b een,Joe- een,Kobe �M/ ezh,Kobe ?�p2 bBK@
BH�` `2T`2b2Mi�iBQMbX

jX9 *`Qbb@HBM;m�H a2Mi2M+2 _2;mH�`Bx2`
*QKT�`�#H2 b2Mi2M+2b �`2 `2;�`/2/ �b +`Qbb@
HBM;m�H +QMi2tib Q7 2�+? Qi?2` �++Q`/BM; iQ
am#a2+iBQM jXkX AMbi2�/ Q7 T`2/B+iBQM KQ/2H-
r2 T`272` iQ KBMBKBx2 i?2 1m+HB/2�M /Bbi�M+2
#2ir22M i?2 i�`;2i rQ`/ wki �M/ Bib +`Qbb@
HBM;m�H +QMi2tim�H rQ`/b Cl(wki) BM i?2 +QK@
T�`�#H2 b2Mi2M+2b,

Ls =
∑

<skm,slm∈Sk,l

∑

wki∈skm

||wki −
∑

Cl(wki)||2

UkV
r?2`2 < skm, slm >∈ Sk,l Bb i?2 mi? b2M@

i2M+2 T�B` BM i?2 ki? �M/ li? H�M;m�;2b- `2@
bT2+iBp2HvX lMHBF2 +QMp2MiBQM�H H2tB+QM #�b2/
K2i?Q/b- r?B+? KBMBKBx2 i?2 /Bbi�M+2 Q7 T�`@
�HH2H rQ`/b- i?2 `2�bQM Q7 bm+? `2;mH�`Bx2` HB2b

Cross-lingual
 supervision

Data Generation

and was an 8-time [[All-star]] … [[ ]] …

NBA

Lawrence Foust

NBA

player

American
NBA

All-star
eLawrence

wbasketballwplayer
… …

1

000

001

002

003

004

005

006

007

008

009

010

011

012

013

014

015

016

017

018

019

020

021

022

023

024

025

026

027

028

029

030

031

032

033

034

035

036

037

038

039

040

041

042

043

044

045

046

047

048

049

050

051

052

053

054

055

056

057

058

059

060

061

062

063

064

065

066

067

068

069

070

071

072

073

074

075

076

077

078

079

080

081

082

083

084

085

086

087

088

089

090

091

092

093

094

095

096

097

098

099

ACL 2018 Submission ***. Confidential Review Copy. DO NOT DISTRIBUTE.

Joint Representation Learning of Cross-lingual Words and Entities via
Attentive Distant Supervision

Anonymous ACL submission

Abstract

Jointly learning word and entity represen-
tations benefits many NLP tasks, while has
not been well explored in cross-lingual set-
tings. In this paper, we propose a novel
method that integrates cross-lingual word
and entity representation learning to enable
joint inference among knowledge base and
text across languages, capturing mutually
complementary knowledge. Instead of re-
liance on parallel data, we automatically
generate cross-lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-lingual
attention to select the most informative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.

1 Introduction

Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage both types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).

Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
e , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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iments, separate tasks of word translation
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fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.
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example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
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ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
e , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
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ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.
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lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
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KBs. Therefore, researchers leverage both types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).

Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
e , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.
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guages, provide rich structured knowledge for un-
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traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).

Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
e , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
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traction (Weston et al., 2013; Lin et al., 2017), and
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lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
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lation mechanism, which is usually expensive and
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meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
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text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
eNBA , w , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
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guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
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fectiveness of our method with an average
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textual descriptions together with the structured re-
lations. However, these methods only focus on
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been done in cross-lingual scenarios.
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word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
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various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
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Figure 1: The framework of our method. The inputs and outputs of each step are listed in the right
side, and in the left side there are three main components of joint representation learning. Red texts
with brackets are anchors, dashed lines between entities denote relations, and solid lines are cross-lingual
links.

mon neighbors have similar embeddings, no mat-
ter in which language, e.g., English entity Foust
and Chinese entity 福斯特 (Foust) are embed-
ded close in semantic space due to the common
neighborsNBA,All-star andNBA选秀 (draft), etc.
(3) Cross-lingual Sentence Regularizer aims to
learn mutually translated words with similar em-
beddings by pushing their cross-lingual contexts
(i.e. comparable sentences) together. For exam-
ple, English word basketball and the translated
Chinese word 篮球 frequently co-occur in com-
parable sentences, and are close in the semantic
space.
All word/entity embeddings are trained jointly

under a unified optimization objective. Next, we
will introduce how to generate bi-lingual EN and
comparable sentences as well as the three compo-
nents for joint representation learning in turn.

3.3 Cross-lingual Supervision Data
Generation

This section introduces how to extract more cross-
lingual clues from multi-lingual KB in the form of
bi-lingual EN and comparable sentences.

Bi-lingual Entity Network Construction

Conventional knowledge representation meth-
ods normally regard cross-lingual links as a spe-
cial equivalence type of relation between two en-
tities (Zhu et al., 2017). However, we argue that
this may mislead to an inconsistent training ob-

jective since a cross-lingual link actually contains
multiple relations. For example (Figure 1), there
will be no direct relation betweenChinese entity福
斯特 (Foust) and English entity Piston by merely
adding the equivalence relation between Foust and
福斯特, which is in contradiction with the fact that
Foust belongs to Piston, no matter in which lan-
guage.
Therefore, we build bi-lingual entity network by

making cross-lingual linked entities that inherit all
relations from each other. Concretely, we enhance
mono-EN by adding edges from all neighbors of
entity eei to ezj if < eei , e

z
j >∈ Re−z (layer 2).

e

Comparable Sentences Generation

We utilize distant supervision to generate com-
parable sentences from Wikipedia articles. As
shown in Figure 1, from the page articles of cross-
lingual linked entities eeKobe and e

z
Kobe, we extract

those sentences including another cross-lingual
linked entities eeJoe and ezJoe as comparable sen-
tences Se−z = {< sek, s

z
k >}.

The intuition is that we consider each sentence
in a Wikipedia article has a pseudo mention of
the page entity (talking something about the en-
tity) (Yamada et al., 2017). Thus, if a sentence also
mentions another entity, it implicitly expresses
their relation. Therefore, we make a similar as-
sumption as in relation extraction: If two enti-
ties participate in a relation, and both of them
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lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
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Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
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guages due to the complementary knowledge. For
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attention to select the most informative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.
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same language or not. On the other hand, cross-
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guages due to the complementary knowledge. For
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A straightforward solution is to concatenate them
into a longer sentence senk , but this increases the
chance to include unrelated sentences.
Unbalanced information. Sometimes the pair of
sentences convey different information, e.g., the
English sentence in layer 2 (Figure 1) contains
Foust spent 12 seasons in NBA while the compa-
rable Chinese sentence not.
To address the issues, we propose knowledge at-

tention and cross-lingual attention to filter out un-
related information at sentence level and at word
level, respectively. [[这里感觉改动较大]]

5 Joint Representation Learning

5.1 Mono-lingual Representation Learning
Following (Yamada et al., 2016; Cao et al., 2017),
we learn mono-lingual word/entity embeddings
based on corpus Dy, anchors Ay and entity net-
work Gy. We utilize a variant of Skip-gram
model (Mikolov et al., 2013c) to predict the con-
texts given current word/entity:

Lm =
∑

y∈{en,zh}

∑

xy
i ∈{Dy ,Ay ,Gy}

logP (C(xyi )|x
y
i )

(1)
where xyi is either a word or an entity, and C(xyi )
denotes: (i) contextual words in a pre-defined win-
dow of xyi if x

y
i ∈ Dy, (ii) neighbor entities that

linked to xyi if x
y
i ∈ Gy, (iii) contextual words of

wy
j if x

y
i is entity e

y
i in an anchor ⟨w

y
j , e

y
i ⟩ ∈ Ay.

5.2 Cross-lingual Entity Regularizer
The bilingual EN Gen−zh merges entities in dif-
ferent languages into a unified network, resulting
in the possibility of using the same objective as
in mono-lingual ENs. Thus, we naturally extend
mono-lingual function to cross-lingual settings:

Le =
∑

eyi ∈{Gen−zh}

logP (C′(eyi )|e
y
i ) (2)

where C′(eyi ) denotes cross-lingual contexts—
neighbor entities in different languages that linked
to eyi . Thus, by jointly learning mono-lingual rep-
resentation with cross-lingual entity regularizer,
words and entities share more common contexts,
and will have similar embeddings. As shown in
Figure 1, English entityNBA co-occurs with words
basketball and player in texts, so they are embed-
ded close in the semantic space. Meanwhile, cross-
lingual linked entitiesNBA andNBA (zh) have sim-
ilar representations due to themost common neigh-
bor entities, e.g., Foust.

5.3 Cross-lingual Sentence Regularizer
Comparable sentences provide cross-lingual co-
occurrence of words, thus, we learn similar em-
beddings for the words that frequently co-occur to-
gether by minimizing the Euclidean distance:

Ls =
∑

⟨senk ,szh
k′ ⟩∈S

en−zh

||senk − szhk′ ||2 (3)

where senk , szhk′ are sentence embeddings. Take En-
glish as sample language, we define it as the aver-
age sum of word vectors weighted by the combi-
nation of two types of attentions:

senk =
∑

l∈L
ψ(eenm , senk,l)

∑

wen
i ∈senk,l

ψ′(wen
i , wzh

j )wen
i

(4)
where {senk,l|l ∈ L} is a set of sentences con-
taining the same entity (as mentioned in Sec-
tion 4.2), and ψ(eenm , senk,l) is knowledge attention
that aims at filter out wrong labelling sentences,
and ψ′(wen

i , wzh
j ) is cross-lingual attention to deal

with the unbalanced information through possible
aligned words.

Knowledge Attention

Suppose that sentences {senk,l|l ∈ L} contain the
same entities in articles of entity eym, the wrong la-
belling errors increase because some of them are
almost irrelevant to eym. Knowledge attention aims
at filtering out wrong labelled sentences through
smaller weights and related sentences with higher
weights. Thus, we define it proportional to the sim-
ilarity between syk,l and e

y
m:

ψ(eym, syk,l) ∝ sim(eym,
∑

wy
i ∈s

y
k,l

wy
i ) (5)

where sim is similarity measurement, and we
use cosine similarity in the rest of the pa-
per. We normalize knowledge attention such that∑L

l ψ(e
y
m, syk,l) = 1.

Cross-lingual Attention

Inspired by self-attention mechanism (Lin et al.,
2017b), we motivate cross-lingual attention focus-
ing on potential information from comparable sen-
tences themselves. The intuition is to find possible
alignedwords between languages, and filter out the
words without alignments. We define it according
to the maximum similarity:
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NBA

Lawrence Foust

All-star

[[Lawrence Michael Foust]] was
an American basketball player

who spent 12 seasons in [[NBA]]

NBA (zh)

·
[[ · ]] [[NBA]]

1950 [[NBA ]] 1 5
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rQ`/- K2MiBQM �M/ 2MiBiv 2K#2//BM;b �+`Qbb H�M;m�;2bX
6QHHQrBM;

K2MiBQM b2Mb2
+QMi2ti

k J1h>P.
kXR *`Qbb@HBM;m�H qQ`/

_2T`2b2Mi�iBQM G2�`MBM;

Sen Szh een ezh URV

KQMQHBM;m�H rQ`/fK2MiBQM 2K#2//BM; H2�`MBM;

L =
∑

xi ∈D

∑

xo ∈C(xi )
HQ; P(xo |xi) UkV

+`Qbb@HBM;m�H rQ`/ �HB;MK2Mi

L =
∑

(ei ,ej )∈Ec
| |C(ei) − C(e j)| |2 UjV

r?2`2 Ec +QMi�BMb 2MiBiv T�B`b +QMM2+i2/ #v � +`Qbb@
HBM;m�H HBMFX

kXk *`Qbb@HBM;m�H 1MiBiv
_2T`2b2Mi�iBQM G2�`MBM;

L =
∑

ei ∈E
HQ; P(N (ei)|ei) +

∑

(ei ,ej )∈Ec
HQ; P(N (e j)|ei)

U9V
r?2`2 N (ei) /2MQi2b i?2 M2B;?#Q` 2MiBiB2b QM i?2

FMQrH2/;2 M2irQ`FX

kXj *`Qbb@HBM;m�H �HB;MK2Mi
L =

∑

(ei ,mi )∈A
HQ; P(ei |mi ,C(ei)) +

∑

(ei ,ej )∈Ec
HQ; P(e j |mi ,C(ei))

U8V

RRd
RR3
RRN
Rky
RkR
Rkk
Rkj
Rk9
Rk8
Rke
Rkd
Rk3
RkN
Rjy
RjR
Rjk
Rjj
Rj9
Rj8
Rje
Rjd
Rj3
RjN
R9y
R9R
R9k
R9j
R99
R98
R9e
R9d
R93
R9N
R8y
R8R
R8k
R8j
R89
R88
R8e
R8d
R83
R8N
Rey
ReR
Rek
Rej
Re9
Re8
Ree
Red
Re3
ReN
Rdy
RdR
Rdk
Rdj
Rd9

qqq kyR3- �T`BH kj@kd- kyR3- GvQM- 6`�M+2 �MQMX

Rd8
Rde
Rdd
Rd3
RdN
R3y
R3R
R3k
R3j
R39
R38
R3e
R3d
R33
R3N
RNy
RNR
RNk
RNj
RN9
RN8
RNe
RNd
RN3
RNN
kyy
kyR
kyk
kyj
ky9
ky8
kye
kyd
ky3
kyN
kRy
kRR
kRk
kRj
kR9
kR8
kRe
kRd
kR3
kRN
kky
kkR
kkk
kkj
kk9
kk8
kke
kkd
kk3
kkN
kjy
kjR
kjk

irQ /Bz2`2Mi 2MiBiB2b- "�MF �M/ "�MF U;2Q;`�T?vVX
AM i?2 KmHiBHBM;m�H b2iiBM;b- i?Bb Bbbm2 Q7 �K#B;mBiv
#2+QK2b KQ`2 b2p2`2X

*`Qbb@HBM;m�H qQ`/ �HB;MK2Mi � H�`;2 MmK#2` Q7
K2i?Q/b 7Q+mb QM mbBM; T�`�HH2H +Q`Tmb UBX2X �HB;M2/
rQ`/b- b2Mi2M+2bV �b +`Qbb@HBM;m�H bmT2`pBbBQM bB;M�Hb
iQ �HB;M bBKBH�` rQ`/b BM #Qi? H�M;m�;2b (RĜ9- dĜ
N)X >Qr2p2`- i?2 T�`�HH2H +Q`Tmb Bb 2tT2MbBp2 iQ Q#@
i�BM �M/ mbm�HHv Bb QMHv �p�BH�#H2 7Q` +2`i�BM M�`@
`Qr /QK�BMb r?B+? BMi`Q/m+2b � bi`QM; /QK�BM #B�b
BMiQ i?2 H2�`MBM; T`Q+2bb (R)X hQ �HH2pB�i2 i?2 #m`@
/2M Q7 Q#i�BMBM; T�`�HH2H +Q`Tmb- (RR- Rk) b?m|2 UBX2X
`�M/QKHv Q` H2M;i?@`�iBQV 2�+? T�B` Q7 +QKT�`�#H2
/Q+mK2Mib i?�i b?�`2 � +QKKQM i?2K2 BM /Bz2`2Mi
H�M;m�;2b iQ +QMbi`m+i Tb2m/Q #BHBM;m�H /Q+mK2Mib
/B`2+iHv 7Q` #BHBM;m�H rQ`/ `2T`2b2Mi�iBQM H2�`MBM;X
>Qr2p2`- i?2 b?m|2 bi`�i2;v Bb ?�`/ iQ +QMi`QH i?2
[m�HBiv Q7 Tb2m/Q #BHBM;m�H /Q+mK2Mib- r?B+? bmz2`b
7`QK � bm#@QTiBKBx�iBQM Bbbm2 /m2 iQ �++B/2Mi�HHv ǳ#�/
b?m|2bǴX

hQ �//`2bb i?2b2 +?�HH2M;2b- r2 T`QTQb2 iQ H2�`M
KmHiBTH2 2K#2//BM; p2+iQ`b 7Q` 2�+? 2MiBiv K2MiBQM-
M�K2Hv K2MiBQM b2Mb2- iQ /2�H rBi? i?2 �K#B;mBiv #2@
ir22M K2MiBQMb �M/ 2MiBiB2b U2X;X AM/2T2M/2M+2 .�v
pbX i?2 }HK 2MiBiv Q` i?2 ?QHB/�v 2MiBivV- �M/ 2p2M
?�`/2` �+`Qbb H�M;m�;2b U2X;X AM/2T2M/2M+2 .�v pbX
独立日 Q`美国独立日VX 6Q` +`Qbb@HBM;m�H �HB;MK2Mib-
r2 }`bi BMi`Q/m+2 +`Qbb@HBM;m�H ?vT2`HBMFb 2tBbiBM; BM
KmHiBHBM;m�H EMQrH2/;2 "�b2 U2X;X qBFBT2B/�V �b bm@
T2`pBbBQM- �M/ BMi2;`�i2 i?`22 /Bz2`2Mi ivT2b Q7 �HB;M@
K2Mib, rQ`/b- 2MiBiB2b �M/ #Qi?- BMiQ � mMB}2/ Q#D2+@
iBp2X h?2 #�bB+ B/2� Bb i?2 2MiBiB2b HBMF2/ �+`Qbb H�M@
;m�;2b b?QmH/ ?�p2 bBKBH�` `2T`2b2Mi�iBQMb- �M/ bQ
/Q i?2B` M2B;?#Q` 2MiBiB2b �M/ +QMi2ti rQ`/b BM i2ti
+Q`TmbX

AM i?Bb T�T2`- r2 T`QTQb2 � MQp2H #BHBM;m�H KmHiB@
T`QiQivT2 K2MiBQM 2K#2//BM; KQ/2H i?�i DQBMiHv H2�`Mb

rQ`/- K2MiBQM �M/ 2MiBiv 2K#2//BM;b �+`Qbb H�M;m�;2bX
6QHHQrBM;

K2MiBQM b2Mb2
+QMi2ti

k J1h>P.
kXR *`Qbb@HBM;m�H qQ`/

_2T`2b2Mi�iBQM G2�`MBM;

Sen Szh een ezh URV

KQMQHBM;m�H rQ`/fK2MiBQM 2K#2//BM; H2�`MBM;

L =
∑

xi ∈D

∑

xo ∈C(xi )
HQ; P(xo |xi) UkV

+`Qbb@HBM;m�H rQ`/ �HB;MK2Mi

L =
∑

(ei ,ej )∈Ec
| |C(ei) − C(e j)| |2 UjV

r?2`2 Ec +QMi�BMb 2MiBiv T�B`b +QMM2+i2/ #v � +`Qbb@
HBM;m�H HBMFX

kXk *`Qbb@HBM;m�H 1MiBiv
_2T`2b2Mi�iBQM G2�`MBM;

L =
∑

ei ∈E
HQ; P(N (ei)|ei) +

∑

(ei ,ej )∈Ec
HQ; P(N (e j)|ei)

U9V
r?2`2 N (ei) /2MQi2b i?2 M2B;?#Q` 2MiBiB2b QM i?2

FMQrH2/;2 M2irQ`FX

kXj *`Qbb@HBM;m�H �HB;MK2Mi
L =

∑

(ei ,mi )∈A
HQ; P(ei |mi ,C(ei)) +

∑

(ei ,ej )∈Ec
HQ; P(e j |mi ,C(ei))

U8V

was

Lawrence
NBA

NBA (zh)

basketball

Semantic Space

Representation
Learning

Cross-lingual
Sentence Regularizer

Cross-lingual
Entity Regularizer

[[ · ]] [[NBA]]

All-star

[[Lawrence Michael Foust]] was an American basketball 
player who spent 12 seasons in [[NBA]]

·

NBA
NBA (zh)

Comparable Sentences

Bi-lingual EN

att
att

att

… …

kjj
kj9
kj8
kje
kjd
kj3
kjN
k9y
k9R
k9k
k9j
k99
k98
k9e
k9d
k93
k9N
k8y
k8R
k8k
k8j
k89
k88
k8e
k8d
k83
k8N
key
keR
kek
kej
ke9
ke8
kee
ked
ke3
keN
kdy
kdR
kdk
kdj
kd9
kd8
kde
kdd
kd3
kdN
k3y
k3R
k3k
k3j
k39
k38
k3e
k3d
k33
k3N
kNy

AMi2;`�iBM; JmHiBHBM;m�H EMQrH2/;2 "�b2 �M/ h2ti pB� �ii2MiBp2 .Bbi�Mi amT2`pBbBQM qqq kyR3- �T`BH kj@kd- kyR3- GvQM- 6`�M+2

kNR
kNk
kNj
kN9
kN8
kNe
kNd
kN3
kNN
jyy
jyR
jyk
jyj
jy9
jy8
jye
jyd
jy3
jyN
jRy
jRR
jRk
jRj
jR9
jR8
jRe
jRd
jR3
jRN
jky
jkR
jkk
jkj
jk9
jk8
jke
jkd
jk3
jkN
jjy
jjR
jjk
jjj
jj9
jj8
jje
jjd
jj3
jjN
j9y
j9R
j9k
j9j
j99
j98
j9e
j9d
j93

6B;m`2 k, qBFBT2/B� S�;2b Q7 *`Qbb@HBM;m�H GBMF2/ 1M;HBb? 1MiBiv �M/ *?BM2b2 1MiBiv �#Qmi ǳEQ#2 "`v�MiǴX

r2HH BM `2H�iBQM 2ti`�+iBQM (N- R8- R3- ky- kj- j9)X AMbi2�/ Q7
`2HvBM; �MMQi�i2/ i2ti- Bi 2KTHQvb FMQrH2/;2 #�b2b �b bQm`+2
Q7 bmT2`pBbBQM #v �HB;MBM; i?2 ;Bp2M FMQrH2/;2 #�b2 iQ i2ti
7QHHQrBM; i?2 �bbmKTiBQM, ǳA7 irQ 2MiBiB2b T�`iB+BT�i2 BM �
`2H�iBQM- �HH b2Mi2M+2b i?�i K2MiBQM i?2b2 irQ 2MiBiB2b 2tT`2bb
i?�i `2H�iBQMǴ (ky)X

hQ ;2M2`�i2 ?B;?2` [m�HBiv +QKT�`�#H2 /�i� �miQK�iB+�HHv-
r2 T`QTQb2 iQ BM+Q`TQ`�i2 /Bbi�Mi bmT2`pBbBQM i2+?MB[m2 BMiQ
+`Qbb@HBM;m�H `2T`2b2Mi�iBQM H2�`MBM;X aBKBH�`Hv- r2 �bbmK2
i?�i,

A7 irQ +QKT�`�#H2 /Q+mK2Mib K2MiBQM2/ � T�B`
Q7 +`Qbb@HBM;m�H HBMF2/ 2MiBiB2b- i?2 b2Mi2M+2b +QM@
i�BMBM; i?2K 2tT`2bb i?2 b�K2 �bT2+i Q7 i?2 +QK@
KQM i?2K2X

h?Bb ivT2 Q7 b2Mi2M+2b �`2 MQi Kmim�HHv i`�MbH�i2/- #mi
i?2v Q#pBQmbHv ?�p2 bBKBH�` b2K�MiB+b- M�K2Hv +QKT�`�#H2
b2Mi2M+2bX 6B;m`2 k b?Qrb bQK2 +QKT�`�#H2 b2Mi2M+2 T�B`
+QHQ`2/ BM ;`22M �M/ i?2 `2/ `2+i�M;H2b +QMM2+i2/ #v /�b?2/
HBM2b �`2 +`Qbb@HBM;m�H 2MiBiB2b- 2X;X i?2 b2Mi2M+2 T�B` ǳ>2
TH�v2/ ?Bb 2MiB`2 ky@v2�` +�`22` rBi? i?2 GQb �M;2H2b G�F2`b
Q7 L"�Ǵ �M/ ǳ UBMV U?2V U7Q`V UGQb �M;2@
H2b G�F2`bV UrQ`FV UǶbV ky Uky@v2�`V U+�`22`V

UHB72VǴ- r?2`2 i?2 2M;HBb? 2MiBiv ǳGQb �M;2H2b G�F2`bǴ
�M/ *?BM2b2 2MiBiv ǳ Ǵ ?�p2 +`Qbb@HBM;m�H HBMFX

*QKT�`�#H2 b2Mi2M+2b K�v +QMi�BM Km+? MQBb2 �M/ 2p2M
#2 BM+Q``2+iHv 2ti`�+i2/X q2 rBHH /Bb+mbb Bi BM i?2 M2ti b2+@
iBQM- �M/ BMi`Q/m+2 irQ ivT2b Q7 �ii2MiBQM K2+?�MBbK QM
i?2K 7Q` +`Qbb@HBM;m�H bmT2`pBbBQMX

j J1h>P.
jXR 6`�K2rQ`F
jXk AMi2;`�iBM; JQMQ@HBM;m�H qQ`/b �M/ 1MiBiB2b
jXj 6`QK JQMQ@HBM;m�H iQ JmHiB@HBM;m�H

jXjXR *`Qbb@HBM;m�H 1MiBiv �HB;MK2MiX
jXjXk *QKT�`�#H2 a2Mi2M+2b :2M2`�iBQMX

Ls = | |Sen − Szh | |2 URV

jXjXj JQMQ@HBM;m�H �ii2MiBQMX
jXjX9 *`Qbb@HBM;m�H �ii2MiBQMX

jX9 h`�BMBM;
KQMQHBM;m�H rQ`/fK2MiBQM 2K#2//BM; H2�`MBM;

L =
∑

xi ∈D

∑

xo ∈C(xi )
HQ; P(xo |xi ) UkV

+`Qbb@HBM;m�H rQ`/ �HB;MK2Mi

L =
∑

(ei ,ej )∈Ec
| |C(ei ) − C(ej )| |2 UjV

r?2`2 Ec +QMi�BMb 2MiBiv T�B`b +QMM2+i2/ #v � +`Qbb@HBM;m�H
HBMFX

L =
∑

ei ∈E
HQ; P(N (ei )|ei ) +

∑

(ei ,ej )∈Ec
HQ; P(N (ej )|ei ) U9V

r?2`2 N (ei ) /2MQi2b i?2 M2B;?#Q` 2MiBiB2b QM i?2 FMQrH@
2/;2 M2irQ`FX

L =
∑

(ei ,mi )∈A
HQ; P(ei |mi ,C(ei )) +

∑

(ei ,ej )∈Ec
HQ; P(ej |mi ,C(ei ))

U8V

=

e
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BM irQ TQBMib, UBV F22TBM; � +QMbBbi2Mi Q#@
D2+iBp2 �b KQMQ@HBM;m�H rQ`/ QTiBKBx�iBQMě
i?2 rQ`/b b?�`BM; KQ`2 +QMi2tim�H rQ`/b ?�p2
bBKBH�` 2K#2//BM;b- `�i?2` i?�M i?2 rQ`/b
?�p2 � bT2+B�H ivT2 Q7 2[m�HBiv `2H�iBQMb Ui?2
b�K2 �b 2MiBiB2b BM am#a2+iBQM jXkVc UBBV �H@
H2pB�iBM; i?2 #m`/2M Q7 T�`�HH2H rQ`/b bBM+2
r2 �+im�HHv /QMǶi FMQr r?B+? rQ`/b �`2 2t@
�+iHv K�i+?2/ �+`Qbb H�M;m�;2b BM +QKT�`�@
#H2 b2Mi2M+2bX h?mb- r2 �TT`QtBK�i2Hv QTiB@
KBx2 1[m�iBQM k #v UBV }tBM; i?2 +QMi2ti rBM@
/Qr i?2 b�K2 �b Bib b2Mi2M+2 H2M;i?, skm ≈
wki +

∑
C(wki) �M/ UBBV mT/�iBM; i?2 2MiB`2

b2Mi2M+2 T�B` BM QM2 bi2T,

Ls =
∑

<skm,slm>∈Sk,l

||bFK − bHK||2 UjV

r?2`2 bFK Bb i?2 b2Mi2M+2 2K#2//BM;- r?B+?
rBHH #2 BMi`Q/m+2/ BM i?2 M2ti bm#b2+iBQMX �H@
i?Qm;? 7`QK /Bz2`2Mi T2`bT2+iBp2- r2 Q#i�BM �
bBKBH�` �bbmKTiBQM rBi? U"2M;BQ �M/ *Q``�/Q-
kyR8V, h?2 KQ`2 7`2[m2MiHv irQ rQ`/b Q++m` BM
T�`�HH2Hf+QKT�`�#H2 b2Mi2M+2 T�B`b- i?2 +HQb2`
i?2B` `2T`2b2Mi�iBQM rBHH #2X

*QKT�`2/ iQ T�`�HH2H b2Mi2M+2b- Qm` +QKT�@
`�#H2 b2Mi2M+2b �HH2pB�i2 i?2 T�`�HH2H #m`/2M #v
mbBM; T`2@2tBbiBM; +`Qbb@HBM;m�H `2bQm`+2b- #mi
�HbQ BMi`Q/m+2 Km+? MQBb2- Q` 2p2M BM+Q``2+iHv
;2M2`�i2/X L2ti- r2 BMi`Q/m+2 irQ ivT2b Q7
�ii2MiBQM K2+?�MBbKb iQ �//`2bb i?Bb Bbbm2X

EMQrH2/;2 �ii2MiBQM

EMQrH2/;2 �ii2MiBQM Bb BMi`Q/m+2/ iQ �pQB/
i?2 BM+Q``2+iHv H�#2HH2/ +QKT�`�#H2 b2Mi2M+2bX
AM am#b2+iBQM jXk- r2 bBKTHv +QM+�i2M�i2 b2p@
2`�H b2Mi2M+2b BM i?2 2MiBiv ekm T�;2 �`iB+H2b-
#mi bQK2 b2Mi2M+2b �`2 MQi `2H�i2/ iQ ekmX
h?mb- r2 }Hi2` Qmi bm+? b2Mi2M+2b pB� bQ7i@
�ii2MiBQM +QKTmi2/ #v K2�bm`BM; bBKBH�`Biv
rBi?BM i?2 ki? H�M;m�;2,

αn
km ∝ sim(2FK,

∑

wki∈snkm

rFB) U9V

r?2`2 αn
km Bb i?2 FMQrH2/;2 �ii2MiBQM Q7 i?2

ni? b2Mi2M+2 7Q` skmX LQi2 i?�i B7 i?2`2 Bb QMHv
QM2 b2Mi2M+2 ;2M2`�i2/ 7`QK ekm �`iB+H2b- αn

km
2[m�Hb iQ QM2X

*`Qbb@HBM;m�H �ii2MiBQM

*`Qbb@HBM;m�H �ii2MiBQM 7Q+mb2b QM TQi2MiB�H
BM7Q`K�iBQM 7`QK i?2 +QKT�`�#H2 b2Mi2M+2b

i?2Kb2Hp2bX h?Bb Bb iQ bQK2 2ti2Mi bBKBH�` rBi?
b2H7@�ii2MiBQM K2+?�MBbK- r?B+? Q#i�BM H2�`M@
BM; ;mB/�M+2 7`QK i?2 b2Mi2M+2 Bib2H7- #mi BM
+`Qbb@HBM;m�H b2iiBM;bX h?2 BMimBiBQM Bb iQ }M/
� TQbbB#H2 rQ`/ �HB;MK2Mi �+`Qbb H�M;m�;2b #v
TB+FBM; mT i?2 K�tBKmK bBKBH�`Biv,

αki,lj ∝ �`; K�t
wki∈skm,wlj∈slm

sim(wki, wlj) U8V

6BM�HHv- i?2 b2Mi2M+2 2K#2//BM; Bb i?2 �p2`@
�;2 bmK Q7 rQ`/ p2+iQ`b r2B;?i2/ #v i?2 +QK@
#BM�iBQM Q7 irQ ivT2b Q7 �ii2MiBQMb,

bFK =
∑

snkm∈skm

αn
km

∑

wki∈snkm

αki,ljrFB UeV

jX8 h`�BMBM;
Pmi T`QTQb2/ K2i?Q/ F22Tb � +QMbBbi2Mi �b@
bmKTiBQM i?�i rQ`/f2MiBiv b?�`BM; KQ`2 +QM@
i2tib ?�b bBKBH�` `2T`2b2Mi�iBQMbX h?mb- r2
/2}M2 i?2 Qp2`�HH Q#D2+iBp2 7mM+iBQM �b i?2 HBM@
2�` +QK#BM�iBQM,

L = Lc + γLs UdV

r?2`2 γ Bb � ?vT2`@T�`�K2i2` iQ imM2 i?2 27@
72+i Q7 +`Qbb@HBM;m�H `2;mH�`Bx2`- �M/ Bi +�M #2
QTiBKBx2/ i?`Qm;? �/�:`�/ a:. 2{+B2MiHvX

9 1tT2`BK2Mib
Pm` K�BM +QMi`B#miBQMb HB2 BM i?`22 T�`ib, URV
+QKT�`�#H2 b2Mi2M+2b 7Q` +`Qbb@HBM;m�H rQ`/
`2T`2b2Mi�iBQM H2�`MBM;c UkV i?2 M2r KmHiB@EL
iQ �m;K2Mi i?2 KQMQ@EL 7Q` H2�`MBM; bi`m+@
im`2/ FMQrH2/;2c UjV i?2 mMB}2/ 7`�K2rQ`F
i?�i 2M�#H2b +`Qbb@HBM;m�H i2ti �M/ FMQrH@
2/;2 #�b2 BM72`2M+2X h?2`27Q`2- r2 p2`B7v Qm`
K2i?Q/ QM i�bFb Q7 rQ`/ i`�MbH�iBQM- 2MiBiv `2@
H�i2/M2bb �M/ +`Qbb@HBM;m�H 2MiBiv HBMFBM; 7`QK
i?2 �#Qp2 i?`22 �bT2+ib- `2bT2+iBp2HvX

9XR 1tT2`BK2Mi a2iiBM;b
q2 +?QQb2 qBFBT2/B�- i?2 �T`BH kyRd /mKT- �b
i?2 KmHiB@HBM;m�H FMQrH2/;2 #�b2 �M/ bBt TQT@
mH�` H�M;m�;2b 7Q` 2p�Hm�iBQM- r?Qb2 bi�iBbiB+b
Bb b?QrM BM h�#H2 RX 6Q` #`2pBiv- r2 �/QTi
irQ@H2ii2` �##`2pB�iBQM iQ /2MQi2 H�M;m�;2bjX

j1M- w?- 1b- C�- Ai �M/ h` �`2 b?Q`i 7Q` 1M;HBb?-
*?BM2b2- aT�MBb?- C�T�M2b2- Ai�HB�M �M/ hm`FBb?- `2@
bT2+iBp2HvX
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+QMi`�/B+iBQM rBi? i?2 7�+i i?�i EQ#2 "`v�Mi
Bb i?2 bQM Q7 CQ2 "`v�Mi- MQ K�ii2` BM r?B+?
H�M;m�;2X

h?2`27Q`2- r2 #mBH/ KmHiB@EL #v K�FBM;
+`Qbb@HBM;m�H HBMF2/ 2MiBiB2b BM?2`Bi �HH i?2 `2@
H�iBQMb 7`QK 2�+? Qi?2`- bQ i?�i i?2v rBHH #2
2K#2//2/ +HQb2bi /m2 iQ i?2 KQbi +QKKQM
M2B;?#Q`bX *QM+`2i2Hv- r2 K2`;2 KQMQ@ELb
#v �//BM; 2/;2b 7`QK �HH M2B;?#Q`b Q7 2MiBiv
eki iQ elj B7 < eki, elj >∈ Rc UH�v2` 9VX

*QKT�`�#H2 a2Mi2M+2b

q2 miBHBx2 /Bbi�Mi bmT2`pBbBQM iQ ;2M2`�i2
+QKT�`�#H2 b2Mi2M+2b 7`QK qBFBT2/B� �`iB+H2bX
�b b?QrM BM 6B;m`2 k- i?2 irQ �`iB+H2b �`2
7`QK +`Qbb@HBM;m�H HBMF2/ 2MiBiB2b een,Kobe �M/
ezh,Kobe UH�v2` R� kVX q2 2ti`�+i i?Qb2 b2M@
i2M+2b BM+Hm/BM; �MQi?2` +`Qbb@HBM;m�H HBMF2/
2MiBiB2b een,Joe �M/ ezh,Joe UH�v2` jV �b +QKT�@
`�#H2 b2Mi2M+2bX

h?2 BMimBiBQM Bb i?�i r2 +QMbB/2` 2�+? b2M@
i2M+2 BM � qBFBT2/B� �`iB+H2 ?�b � Tb2m/Q
K2MiBQM Q7 i?2 T�;2 2MiBiv Ui�HFBM; bQK2i?BM;
�#Qmi i?2 2MiBivV Uu�K�/� 2i �HX- kyRdVX h?mb-
B7 � b2Mi2M+2 �HbQ K2MiBQMb �MQi?2` 2MiBiv- Bi
BKTHB+BiHv 2tT`2bb2b i?2B` `2H�iBQMX h?2`27Q`2-
r2 2ti2M/ i?2 �bbmKTiBQM BM `2H�iBQM 2ti`�+@
iBQM K2MiBQM2/ BM a2+iBQM k iQ KmHiB@HBM;m�H
b2iiBM;b, A7 irQ 2MiBiB2b T�`iB+BT�i2 BM � `2@
H�iBQM- �M/ #Qi? Q7 i?2K ?�p2 +`Qbb@HBM;m�H
HBMFb- �HH b2Mi2M+2b i?�i K2MiBQMb i?2b2 irQ
2MiBiB2b UTb2m/Q Q` MQiV �`2 +QKT�`�#H2 #v
2tT`2bbBM; i?�i `2H�iBQMXX 6Q` 2t�KTH2- i?2
+QKT�`�#H2 b2Mi2M+2b BM H�v2` j #Qi? 2tT`2bb
i?2 7�i?2`@bQM `2H�iBQMb?BT #2ir22M i?2 +`Qbb@
HBM;m�H HBMF2/ 2MiBiB2b < een,Kobe, ezh,Kobe >
�M/ < een,Joe, ezh,Joe >X

� +`Qbb@HBM;m�H HBMF2/ 2MiBiv K�v Q++m` b2p@
2`�H iBK2b BM � qBFBT2/B� �`iB+H2- �M/ r2 +QM@
+�i2M�i2 i?2K BMiQ � HQM;2` b2Mi2M+2- #mi i?Bb
rBHH #`BM; Km+? MQBb2- 2bT2+B�HHv bQK2 Q7 i?2
b2Mi2M+2b �`2 BM+Q``2+iHv 2ti`�+i2/X h?2`2@
7Q`2- r2 /2bB;M irQ ivT2b Q7 �ii2MiBQM iQ b2H2+i
i?2 KQbi BM7Q`K�iBp2 rQ`/b �M/ /2�H rBi? i?2
r`QM; H�#2HHBM; T`Q#H2K BM a2+iBQM jX9X

jXj JQMQ@HBM;m�H _2T`2b2Mi�iBQM
G2�`MBM; � JQ/2HBM; �HB;M2/
1MiBiB2b

�b K2MiBQM2/ �#Qp2- i?2 KmHiB@EL #`B/;2b
i?2 H�M;m�;2 ;�T 7QHHQrBM; i?2 b�K2 i`�BMBM;

Q#D2+iBp2 �b KQMQ@ELX 6QHHQrBM; i?2 KQMQ@
HBM;m�H rQ`F Uu�K�/� 2i �HX- kyRec *�Q 2i �HX-
kyRdV- r2 2ti2M/ i?2 aFBT@;`�K KQ/2H iQ
KQMQ@HBM;m�H rQ`/b �M/ +`Qbb@HBM;m�H 2MiBiB2b
r?BH2 F22T � +QMbBbi2Mi QTiBKBx�iBQM 7mM+iBQMX
Ai mb2b i?2 +m``2Mi rQ`/f2MiBiv iQ T`2/B+i Bib
+QMi2tim�H rQ`/bf2MiBiB2b ;Bp2M i?2 +Q?2`2M+2
BM7Q`K�iBQM BM i2ti +Q`Tmb D- �M+?Q`bA �M/
KmHiB@EL KN #v K�tBKBxBM; i?2 �p2`�;2 HQ;@
T`Q#�#BHBiv,

Lc =
∑

xi∈{D,A,KN}

HQ;P (C(xi)|xi) URV

r?2`2 xi Bb 2Bi?2` � rQ`/ Q` �M 2MiBiv-
�M/ C(xi) /2MQi2b i?2 +QMi2tib rBi?BM � T`2@
/2}M2/ rBM/QrX LQi2 i?�i C(xi) /Bz2`b � HBi@
iH2 �HQM; rBi? xi, URV +QMi2tim�H rQ`/b r?2M
xi ∈ Dc UkV M2B;?#Q` 2MiBiB2b i?�i HBMF2/ rBi?
2MiBiv xi ∈ KN c UjV +QMi2tim�H rQ`/b Q7 rQ`/
K2MiBQM wj BM �M �M+?Q` r?2M xi /2MQi2b i?2
2MiBiv BM �M+?Q` < wj , ei >∈ AX

h?mb- rQ`/b �M/ 2MiBiB2b i?�i 7`2[m2MiHv
Q++m` iQ;2i?2` b?�`2 KQ`2 +QKKQM +QMi2tib-
�M/ ?�p2 bBKBH�` 2K#2//BM;bX �b b?QrM
BM 6B;m`2 k- een,Joe Q++m`b rBi? wen,player-
wen,NBA iQ;2i?2` �M/ i?2v b?�`2 i?2 +QKKQM
+QMi2ti rQ`/b- bQ i?2v �`2 +HQb2 BM i?2 b2@
K�MiB+ bT�+2X aBKBH�`Hv- 2MiBiB2b b?�`BM; KQ`2
M2B;?#Q` 2MiBiB2b i2M/ iQ #2 +HQb2- 2X;X- /m2 iQ
i?2 b�K2 M2B;?#Q` 2MiBiv een,LosAngelesLakers-
2MiBiB2b een,Joe- een,Kobe �M/ ezh,Kobe ?�p2 bBK@
BH�` `2T`2b2Mi�iBQMbX

jX9 *`Qbb@HBM;m�H a2Mi2M+2 _2;mH�`Bx2`
*QKT�`�#H2 b2Mi2M+2b �`2 `2;�`/2/ �b +`Qbb@
HBM;m�H +QMi2tib Q7 2�+? Qi?2` �++Q`/BM; iQ
am#a2+iBQM jXkX AMbi2�/ Q7 T`2/B+iBQM KQ/2H-
r2 T`272` iQ KBMBKBx2 i?2 1m+HB/2�M /Bbi�M+2
#2ir22M i?2 i�`;2i rQ`/ wki �M/ Bib +`Qbb@
HBM;m�H +QMi2tim�H rQ`/b Cl(wki) BM i?2 +QK@
T�`�#H2 b2Mi2M+2b,

Ls =
∑

<skm,slm∈Sk,l

∑

wki∈skm

||wki −
∑

Cl(wki)||2

UkV
r?2`2 < skm, slm >∈ Sk,l Bb i?2 mi? b2M@

i2M+2 T�B` BM i?2 ki? �M/ li? H�M;m�;2b- `2@
bT2+iBp2HvX lMHBF2 +QMp2MiBQM�H H2tB+QM #�b2/
K2i?Q/b- r?B+? KBMBKBx2 i?2 /Bbi�M+2 Q7 T�`@
�HH2H rQ`/b- i?2 `2�bQM Q7 bm+? `2;mH�`Bx2` HB2b
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Abstract

Jointly learning word and entity represen-
tations benefits many NLP tasks, while has
not been well explored in cross-lingual set-
tings. In this paper, we propose a novel
method that integrates cross-lingual word
and entity representation learning to enable
joint inference among knowledge base and
text across languages, capturing mutually
complementary knowledge. Instead of re-
liance on parallel data, we automatically
generate cross-lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-lingual
attention to select the most informative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.

1 Introduction

Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage both types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).

Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
e , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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tations benefits many NLP tasks, while has
not been well explored in cross-lingual set-
tings. In this paper, we propose a novel
method that integrates cross-lingual word
and entity representation learning to enable
joint inference among knowledge base and
text across languages, capturing mutually
complementary knowledge. Instead of re-
liance on parallel data, we automatically
generate cross-lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-lingual
attention to select the most informative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.

1 Introduction

Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage both types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).

Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
e , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
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tations benefits many NLP tasks, while has
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tings. In this paper, we propose a novel
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text across languages, capturing mutually
complementary knowledge. Instead of re-
liance on parallel data, we automatically
generate cross-lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-lingual
attention to select the most informative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.

1 Introduction

Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage both types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).

Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
e , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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tations benefits many NLP tasks, while has
not been well explored in cross-lingual set-
tings. In this paper, we propose a novel
method that integrates cross-lingual word
and entity representation learning to enable
joint inference among knowledge base and
text across languages, capturing mutually
complementary knowledge. Instead of re-
liance on parallel data, we automatically
generate cross-lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-lingual
attention to select the most informative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.

1 Introduction

Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage both types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).

Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
e , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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study, the results on benchmark dataset
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1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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Figure 1: The framework of our method. The inputs and outputs of each step are listed in the right
side, and in the left side there are three main components of joint representation learning. Red texts
with brackets are anchors, dashed lines between entities denote relations, and solid lines are cross-lingual
links.

mon neighbors have similar embeddings, no mat-
ter in which language, e.g., English entity Foust
and Chinese entity 福斯特 (Foust) are embed-
ded close in semantic space due to the common
neighborsNBA,All-star andNBA选秀 (draft), etc.
(3) Cross-lingual Sentence Regularizer aims to
learn mutually translated words with similar em-
beddings by pushing their cross-lingual contexts
(i.e. comparable sentences) together. For exam-
ple, English word basketball and the translated
Chinese word 篮球 frequently co-occur in com-
parable sentences, and are close in the semantic
space.
All word/entity embeddings are trained jointly

under a unified optimization objective. Next, we
will introduce how to generate bi-lingual EN and
comparable sentences as well as the three compo-
nents for joint representation learning in turn.

3.3 Cross-lingual Supervision Data
Generation

This section introduces how to extract more cross-
lingual clues from multi-lingual KB in the form of
bi-lingual EN and comparable sentences.

Bi-lingual Entity Network Construction

Conventional knowledge representation meth-
ods normally regard cross-lingual links as a spe-
cial equivalence type of relation between two en-
tities (Zhu et al., 2017). However, we argue that
this may mislead to an inconsistent training ob-

jective since a cross-lingual link actually contains
multiple relations. For example (Figure 1), there
will be no direct relation betweenChinese entity福
斯特 (Foust) and English entity Piston by merely
adding the equivalence relation between Foust and
福斯特, which is in contradiction with the fact that
Foust belongs to Piston, no matter in which lan-
guage.
Therefore, we build bi-lingual entity network by

making cross-lingual linked entities that inherit all
relations from each other. Concretely, we enhance
mono-EN by adding edges from all neighbors of
entity eei to ezj if < eei , e

z
j >∈ Re−z (layer 2).

e

Comparable Sentences Generation

We utilize distant supervision to generate com-
parable sentences from Wikipedia articles. As
shown in Figure 1, from the page articles of cross-
lingual linked entities eeKobe and e

z
Kobe, we extract

those sentences including another cross-lingual
linked entities eeJoe and ezJoe as comparable sen-
tences Se−z = {< sek, s

z
k >}.

The intuition is that we consider each sentence
in a Wikipedia article has a pseudo mention of
the page entity (talking something about the en-
tity) (Yamada et al., 2017). Thus, if a sentence also
mentions another entity, it implicitly expresses
their relation. Therefore, we make a similar as-
sumption as in relation extraction: If two enti-
ties participate in a relation, and both of them
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j J1h>P.
jXR 6`�K2rQ`F
jXk AMi2;`�iBM; JQMQ@HBM;m�H qQ`/b �M/ 1MiBiB2b
jXj 6`QK JQMQ@HBM;m�H iQ JmHiB@HBM;m�H

jXjXR *`Qbb@HBM;m�H 1MiBiv �HB;MK2MiX
jXjXk *QKT�`�#H2 a2Mi2M+2b :2M2`�iBQMX

Ls = | |Sen − Szh | |2 URV

jXjXj JQMQ@HBM;m�H �ii2MiBQMX
jXjX9 *`Qbb@HBM;m�H �ii2MiBQMX

jX9 h`�BMBM;
KQMQHBM;m�H rQ`/fK2MiBQM 2K#2//BM; H2�`MBM;

L =
∑

xi ∈D

∑

xo ∈C(xi )
HQ; P(xo |xi ) UkV

+`Qbb@HBM;m�H rQ`/ �HB;MK2Mi

L =
∑

(ei ,ej )∈Ec
| |C(ei ) − C(ej )| |2 UjV

r?2`2 Ec +QMi�BMb 2MiBiv T�B`b +QMM2+i2/ #v � +`Qbb@HBM;m�H
HBMFX

L =
∑

ei ∈E
HQ; P(N (ei )|ei ) +

∑

(ei ,ej )∈Ec
HQ; P(N (ej )|ei ) U9V

r?2`2 N (ei ) /2MQi2b i?2 M2B;?#Q` 2MiBiB2b QM i?2 FMQrH@
2/;2 M2irQ`FX

L =
∑

(ei ,mi )∈A
HQ; P(ei |mi ,C(ei )) +

∑

(ei ,ej )∈Ec
HQ; P(ej |mi ,C(ei ))

U8V

=

e
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BM irQ TQBMib, UBV F22TBM; � +QMbBbi2Mi Q#@
D2+iBp2 �b KQMQ@HBM;m�H rQ`/ QTiBKBx�iBQMě
i?2 rQ`/b b?�`BM; KQ`2 +QMi2tim�H rQ`/b ?�p2
bBKBH�` 2K#2//BM;b- `�i?2` i?�M i?2 rQ`/b
?�p2 � bT2+B�H ivT2 Q7 2[m�HBiv `2H�iBQMb Ui?2
b�K2 �b 2MiBiB2b BM am#a2+iBQM jXkVc UBBV �H@
H2pB�iBM; i?2 #m`/2M Q7 T�`�HH2H rQ`/b bBM+2
r2 �+im�HHv /QMǶi FMQr r?B+? rQ`/b �`2 2t@
�+iHv K�i+?2/ �+`Qbb H�M;m�;2b BM +QKT�`�@
#H2 b2Mi2M+2bX h?mb- r2 �TT`QtBK�i2Hv QTiB@
KBx2 1[m�iBQM k #v UBV }tBM; i?2 +QMi2ti rBM@
/Qr i?2 b�K2 �b Bib b2Mi2M+2 H2M;i?, skm ≈
wki +

∑
C(wki) �M/ UBBV mT/�iBM; i?2 2MiB`2

b2Mi2M+2 T�B` BM QM2 bi2T,

Ls =
∑

<skm,slm>∈Sk,l

||bFK − bHK||2 UjV

r?2`2 bFK Bb i?2 b2Mi2M+2 2K#2//BM;- r?B+?
rBHH #2 BMi`Q/m+2/ BM i?2 M2ti bm#b2+iBQMX �H@
i?Qm;? 7`QK /Bz2`2Mi T2`bT2+iBp2- r2 Q#i�BM �
bBKBH�` �bbmKTiBQM rBi? U"2M;BQ �M/ *Q``�/Q-
kyR8V, h?2 KQ`2 7`2[m2MiHv irQ rQ`/b Q++m` BM
T�`�HH2Hf+QKT�`�#H2 b2Mi2M+2 T�B`b- i?2 +HQb2`
i?2B` `2T`2b2Mi�iBQM rBHH #2X

*QKT�`2/ iQ T�`�HH2H b2Mi2M+2b- Qm` +QKT�@
`�#H2 b2Mi2M+2b �HH2pB�i2 i?2 T�`�HH2H #m`/2M #v
mbBM; T`2@2tBbiBM; +`Qbb@HBM;m�H `2bQm`+2b- #mi
�HbQ BMi`Q/m+2 Km+? MQBb2- Q` 2p2M BM+Q``2+iHv
;2M2`�i2/X L2ti- r2 BMi`Q/m+2 irQ ivT2b Q7
�ii2MiBQM K2+?�MBbKb iQ �//`2bb i?Bb Bbbm2X

EMQrH2/;2 �ii2MiBQM

EMQrH2/;2 �ii2MiBQM Bb BMi`Q/m+2/ iQ �pQB/
i?2 BM+Q``2+iHv H�#2HH2/ +QKT�`�#H2 b2Mi2M+2bX
AM am#b2+iBQM jXk- r2 bBKTHv +QM+�i2M�i2 b2p@
2`�H b2Mi2M+2b BM i?2 2MiBiv ekm T�;2 �`iB+H2b-
#mi bQK2 b2Mi2M+2b �`2 MQi `2H�i2/ iQ ekmX
h?mb- r2 }Hi2` Qmi bm+? b2Mi2M+2b pB� bQ7i@
�ii2MiBQM +QKTmi2/ #v K2�bm`BM; bBKBH�`Biv
rBi?BM i?2 ki? H�M;m�;2,

αn
km ∝ sim(2FK,

∑

wki∈snkm

rFB) U9V

r?2`2 αn
km Bb i?2 FMQrH2/;2 �ii2MiBQM Q7 i?2

ni? b2Mi2M+2 7Q` skmX LQi2 i?�i B7 i?2`2 Bb QMHv
QM2 b2Mi2M+2 ;2M2`�i2/ 7`QK ekm �`iB+H2b- αn

km
2[m�Hb iQ QM2X

*`Qbb@HBM;m�H �ii2MiBQM

*`Qbb@HBM;m�H �ii2MiBQM 7Q+mb2b QM TQi2MiB�H
BM7Q`K�iBQM 7`QK i?2 +QKT�`�#H2 b2Mi2M+2b

i?2Kb2Hp2bX h?Bb Bb iQ bQK2 2ti2Mi bBKBH�` rBi?
b2H7@�ii2MiBQM K2+?�MBbK- r?B+? Q#i�BM H2�`M@
BM; ;mB/�M+2 7`QK i?2 b2Mi2M+2 Bib2H7- #mi BM
+`Qbb@HBM;m�H b2iiBM;bX h?2 BMimBiBQM Bb iQ }M/
� TQbbB#H2 rQ`/ �HB;MK2Mi �+`Qbb H�M;m�;2b #v
TB+FBM; mT i?2 K�tBKmK bBKBH�`Biv,

αki,lj ∝ �`; K�t
wki∈skm,wlj∈slm

sim(wki, wlj) U8V

6BM�HHv- i?2 b2Mi2M+2 2K#2//BM; Bb i?2 �p2`@
�;2 bmK Q7 rQ`/ p2+iQ`b r2B;?i2/ #v i?2 +QK@
#BM�iBQM Q7 irQ ivT2b Q7 �ii2MiBQMb,

bFK =
∑

snkm∈skm

αn
km

∑

wki∈snkm

αki,ljrFB UeV

jX8 h`�BMBM;
Pmi T`QTQb2/ K2i?Q/ F22Tb � +QMbBbi2Mi �b@
bmKTiBQM i?�i rQ`/f2MiBiv b?�`BM; KQ`2 +QM@
i2tib ?�b bBKBH�` `2T`2b2Mi�iBQMbX h?mb- r2
/2}M2 i?2 Qp2`�HH Q#D2+iBp2 7mM+iBQM �b i?2 HBM@
2�` +QK#BM�iBQM,

L = Lc + γLs UdV

r?2`2 γ Bb � ?vT2`@T�`�K2i2` iQ imM2 i?2 27@
72+i Q7 +`Qbb@HBM;m�H `2;mH�`Bx2`- �M/ Bi +�M #2
QTiBKBx2/ i?`Qm;? �/�:`�/ a:. 2{+B2MiHvX

9 1tT2`BK2Mib
Pm` K�BM +QMi`B#miBQMb HB2 BM i?`22 T�`ib, URV
+QKT�`�#H2 b2Mi2M+2b 7Q` +`Qbb@HBM;m�H rQ`/
`2T`2b2Mi�iBQM H2�`MBM;c UkV i?2 M2r KmHiB@EL
iQ �m;K2Mi i?2 KQMQ@EL 7Q` H2�`MBM; bi`m+@
im`2/ FMQrH2/;2c UjV i?2 mMB}2/ 7`�K2rQ`F
i?�i 2M�#H2b +`Qbb@HBM;m�H i2ti �M/ FMQrH@
2/;2 #�b2 BM72`2M+2X h?2`27Q`2- r2 p2`B7v Qm`
K2i?Q/ QM i�bFb Q7 rQ`/ i`�MbH�iBQM- 2MiBiv `2@
H�i2/M2bb �M/ +`Qbb@HBM;m�H 2MiBiv HBMFBM; 7`QK
i?2 �#Qp2 i?`22 �bT2+ib- `2bT2+iBp2HvX

9XR 1tT2`BK2Mi a2iiBM;b
q2 +?QQb2 qBFBT2/B�- i?2 �T`BH kyRd /mKT- �b
i?2 KmHiB@HBM;m�H FMQrH2/;2 #�b2 �M/ bBt TQT@
mH�` H�M;m�;2b 7Q` 2p�Hm�iBQM- r?Qb2 bi�iBbiB+b
Bb b?QrM BM h�#H2 RX 6Q` #`2pBiv- r2 �/QTi
irQ@H2ii2` �##`2pB�iBQM iQ /2MQi2 H�M;m�;2bjX

j1M- w?- 1b- C�- Ai �M/ h` �`2 b?Q`i 7Q` 1M;HBb?-
*?BM2b2- aT�MBb?- C�T�M2b2- Ai�HB�M �M/ hm`FBb?- `2@
bT2+iBp2HvX
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+QMi`�/B+iBQM rBi? i?2 7�+i i?�i EQ#2 "`v�Mi
Bb i?2 bQM Q7 CQ2 "`v�Mi- MQ K�ii2` BM r?B+?
H�M;m�;2X

h?2`27Q`2- r2 #mBH/ KmHiB@EL #v K�FBM;
+`Qbb@HBM;m�H HBMF2/ 2MiBiB2b BM?2`Bi �HH i?2 `2@
H�iBQMb 7`QK 2�+? Qi?2`- bQ i?�i i?2v rBHH #2
2K#2//2/ +HQb2bi /m2 iQ i?2 KQbi +QKKQM
M2B;?#Q`bX *QM+`2i2Hv- r2 K2`;2 KQMQ@ELb
#v �//BM; 2/;2b 7`QK �HH M2B;?#Q`b Q7 2MiBiv
eki iQ elj B7 < eki, elj >∈ Rc UH�v2` 9VX

*QKT�`�#H2 a2Mi2M+2b

q2 miBHBx2 /Bbi�Mi bmT2`pBbBQM iQ ;2M2`�i2
+QKT�`�#H2 b2Mi2M+2b 7`QK qBFBT2/B� �`iB+H2bX
�b b?QrM BM 6B;m`2 k- i?2 irQ �`iB+H2b �`2
7`QK +`Qbb@HBM;m�H HBMF2/ 2MiBiB2b een,Kobe �M/
ezh,Kobe UH�v2` R� kVX q2 2ti`�+i i?Qb2 b2M@
i2M+2b BM+Hm/BM; �MQi?2` +`Qbb@HBM;m�H HBMF2/
2MiBiB2b een,Joe �M/ ezh,Joe UH�v2` jV �b +QKT�@
`�#H2 b2Mi2M+2bX

h?2 BMimBiBQM Bb i?�i r2 +QMbB/2` 2�+? b2M@
i2M+2 BM � qBFBT2/B� �`iB+H2 ?�b � Tb2m/Q
K2MiBQM Q7 i?2 T�;2 2MiBiv Ui�HFBM; bQK2i?BM;
�#Qmi i?2 2MiBivV Uu�K�/� 2i �HX- kyRdVX h?mb-
B7 � b2Mi2M+2 �HbQ K2MiBQMb �MQi?2` 2MiBiv- Bi
BKTHB+BiHv 2tT`2bb2b i?2B` `2H�iBQMX h?2`27Q`2-
r2 2ti2M/ i?2 �bbmKTiBQM BM `2H�iBQM 2ti`�+@
iBQM K2MiBQM2/ BM a2+iBQM k iQ KmHiB@HBM;m�H
b2iiBM;b, A7 irQ 2MiBiB2b T�`iB+BT�i2 BM � `2@
H�iBQM- �M/ #Qi? Q7 i?2K ?�p2 +`Qbb@HBM;m�H
HBMFb- �HH b2Mi2M+2b i?�i K2MiBQMb i?2b2 irQ
2MiBiB2b UTb2m/Q Q` MQiV �`2 +QKT�`�#H2 #v
2tT`2bbBM; i?�i `2H�iBQMXX 6Q` 2t�KTH2- i?2
+QKT�`�#H2 b2Mi2M+2b BM H�v2` j #Qi? 2tT`2bb
i?2 7�i?2`@bQM `2H�iBQMb?BT #2ir22M i?2 +`Qbb@
HBM;m�H HBMF2/ 2MiBiB2b < een,Kobe, ezh,Kobe >
�M/ < een,Joe, ezh,Joe >X

� +`Qbb@HBM;m�H HBMF2/ 2MiBiv K�v Q++m` b2p@
2`�H iBK2b BM � qBFBT2/B� �`iB+H2- �M/ r2 +QM@
+�i2M�i2 i?2K BMiQ � HQM;2` b2Mi2M+2- #mi i?Bb
rBHH #`BM; Km+? MQBb2- 2bT2+B�HHv bQK2 Q7 i?2
b2Mi2M+2b �`2 BM+Q``2+iHv 2ti`�+i2/X h?2`2@
7Q`2- r2 /2bB;M irQ ivT2b Q7 �ii2MiBQM iQ b2H2+i
i?2 KQbi BM7Q`K�iBp2 rQ`/b �M/ /2�H rBi? i?2
r`QM; H�#2HHBM; T`Q#H2K BM a2+iBQM jX9X

jXj JQMQ@HBM;m�H _2T`2b2Mi�iBQM
G2�`MBM; � JQ/2HBM; �HB;M2/
1MiBiB2b

�b K2MiBQM2/ �#Qp2- i?2 KmHiB@EL #`B/;2b
i?2 H�M;m�;2 ;�T 7QHHQrBM; i?2 b�K2 i`�BMBM;

Q#D2+iBp2 �b KQMQ@ELX 6QHHQrBM; i?2 KQMQ@
HBM;m�H rQ`F Uu�K�/� 2i �HX- kyRec *�Q 2i �HX-
kyRdV- r2 2ti2M/ i?2 aFBT@;`�K KQ/2H iQ
KQMQ@HBM;m�H rQ`/b �M/ +`Qbb@HBM;m�H 2MiBiB2b
r?BH2 F22T � +QMbBbi2Mi QTiBKBx�iBQM 7mM+iBQMX
Ai mb2b i?2 +m``2Mi rQ`/f2MiBiv iQ T`2/B+i Bib
+QMi2tim�H rQ`/bf2MiBiB2b ;Bp2M i?2 +Q?2`2M+2
BM7Q`K�iBQM BM i2ti +Q`Tmb D- �M+?Q`bA �M/
KmHiB@EL KN #v K�tBKBxBM; i?2 �p2`�;2 HQ;@
T`Q#�#BHBiv,

Lc =
∑

xi∈{D,A,KN}

HQ;P (C(xi)|xi) URV

r?2`2 xi Bb 2Bi?2` � rQ`/ Q` �M 2MiBiv-
�M/ C(xi) /2MQi2b i?2 +QMi2tib rBi?BM � T`2@
/2}M2/ rBM/QrX LQi2 i?�i C(xi) /Bz2`b � HBi@
iH2 �HQM; rBi? xi, URV +QMi2tim�H rQ`/b r?2M
xi ∈ Dc UkV M2B;?#Q` 2MiBiB2b i?�i HBMF2/ rBi?
2MiBiv xi ∈ KN c UjV +QMi2tim�H rQ`/b Q7 rQ`/
K2MiBQM wj BM �M �M+?Q` r?2M xi /2MQi2b i?2
2MiBiv BM �M+?Q` < wj , ei >∈ AX

h?mb- rQ`/b �M/ 2MiBiB2b i?�i 7`2[m2MiHv
Q++m` iQ;2i?2` b?�`2 KQ`2 +QKKQM +QMi2tib-
�M/ ?�p2 bBKBH�` 2K#2//BM;bX �b b?QrM
BM 6B;m`2 k- een,Joe Q++m`b rBi? wen,player-
wen,NBA iQ;2i?2` �M/ i?2v b?�`2 i?2 +QKKQM
+QMi2ti rQ`/b- bQ i?2v �`2 +HQb2 BM i?2 b2@
K�MiB+ bT�+2X aBKBH�`Hv- 2MiBiB2b b?�`BM; KQ`2
M2B;?#Q` 2MiBiB2b i2M/ iQ #2 +HQb2- 2X;X- /m2 iQ
i?2 b�K2 M2B;?#Q` 2MiBiv een,LosAngelesLakers-
2MiBiB2b een,Joe- een,Kobe �M/ ezh,Kobe ?�p2 bBK@
BH�` `2T`2b2Mi�iBQMbX

jX9 *`Qbb@HBM;m�H a2Mi2M+2 _2;mH�`Bx2`
*QKT�`�#H2 b2Mi2M+2b �`2 `2;�`/2/ �b +`Qbb@
HBM;m�H +QMi2tib Q7 2�+? Qi?2` �++Q`/BM; iQ
am#a2+iBQM jXkX AMbi2�/ Q7 T`2/B+iBQM KQ/2H-
r2 T`272` iQ KBMBKBx2 i?2 1m+HB/2�M /Bbi�M+2
#2ir22M i?2 i�`;2i rQ`/ wki �M/ Bib +`Qbb@
HBM;m�H +QMi2tim�H rQ`/b Cl(wki) BM i?2 +QK@
T�`�#H2 b2Mi2M+2b,

Ls =
∑

<skm,slm∈Sk,l

∑

wki∈skm

||wki −
∑

Cl(wki)||2

UkV
r?2`2 < skm, slm >∈ Sk,l Bb i?2 mi? b2M@

i2M+2 T�B` BM i?2 ki? �M/ li? H�M;m�;2b- `2@
bT2+iBp2HvX lMHBF2 +QMp2MiBQM�H H2tB+QM #�b2/
K2i?Q/b- r?B+? KBMBKBx2 i?2 /Bbi�M+2 Q7 T�`@
�HH2H rQ`/b- i?2 `2�bQM Q7 bm+? `2;mH�`Bx2` HB2b
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Abstract

Jointly learning word and entity represen-
tations benefits many NLP tasks, while has
not been well explored in cross-lingual set-
tings. In this paper, we propose a novel
method that integrates cross-lingual word
and entity representation learning to enable
joint inference among knowledge base and
text across languages, capturing mutually
complementary knowledge. Instead of re-
liance on parallel data, we automatically
generate cross-lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-lingual
attention to select the most informative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.

1 Introduction

Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage both types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).

Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
e , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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tations benefits many NLP tasks, while has
not been well explored in cross-lingual set-
tings. In this paper, we propose a novel
method that integrates cross-lingual word
and entity representation learning to enable
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complementary knowledge. Instead of re-
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generate cross-lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-lingual
attention to select the most informative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.
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lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
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tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
e , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
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tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
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2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
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In this paper, we propose to learn cross-lingual
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tic space, to enable joint inference among KB and
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may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
e , w ,w
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various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-
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liance on parallel data, we automatically
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edge bases. We also propose two types
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attention to select the most informative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.
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lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage both types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).

Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
e , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
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tic space, to enable joint inference among KB and
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may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
e , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
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attention to select the most informative
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fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
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study, the results on benchmark dataset
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corpus to enhance each other by learning word and
entity representations in a unified vector space. For
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Cao et al., 2017) utilize the coherence informa-
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ilar embedding vectors. Another approach in (Han
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2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual
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tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
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tasks, such as cross-lingual entity linking, in which
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ity between entities and corresponding mentioned
words in different languages.
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various languages share some common semantic
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differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
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words and filter out noise, which will fur-
ther improve the performance. In exper-
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fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
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derstanding natural language beyond texts. Mean-
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entity linking (Tsai and Roth, 2016; Yamada et al.,
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corpus to enhance each other by learning word and
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Cao et al., 2017) utilize the coherence informa-
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ilar embedding vectors. Another approach in (Han
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textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
eNBA , w , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
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and entity representation learning to enable
joint inference among knowledge base and
text across languages, capturing mutually
complementary knowledge. Instead of re-
liance on parallel data, we automatically
generate cross-lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-lingual
attention to select the most informative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.

1 Introduction

Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage both types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).

Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
eNBA , w , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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lar embedding vectors, no matter they are in the
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lingual embeddings will benefit from different lan-
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text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
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various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
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Figure 1: The framework of our method. The inputs and outputs of each step are listed in the right
side, and in the left side there are three main components of joint representation learning. Red texts
with brackets are anchors, dashed lines between entities denote relations, and solid lines are cross-lingual
links.

mon neighbors have similar embeddings, no mat-
ter in which language, e.g., English entity Foust
and Chinese entity 福斯特 (Foust) are embed-
ded close in semantic space due to the common
neighborsNBA,All-star andNBA选秀 (draft), etc.
(3) Cross-lingual Sentence Regularizer aims to
learn mutually translated words with similar em-
beddings by pushing their cross-lingual contexts
(i.e. comparable sentences) together. For exam-
ple, English word basketball and the translated
Chinese word 篮球 frequently co-occur in com-
parable sentences, and are close in the semantic
space.
All word/entity embeddings are trained jointly

under a unified optimization objective. Next, we
will introduce how to generate bi-lingual EN and
comparable sentences as well as the three compo-
nents for joint representation learning in turn.

3.3 Cross-lingual Supervision Data
Generation

This section introduces how to extract more cross-
lingual clues from multi-lingual KB in the form of
bi-lingual EN and comparable sentences.

Bi-lingual Entity Network Construction

Conventional knowledge representation meth-
ods normally regard cross-lingual links as a spe-
cial equivalence type of relation between two en-
tities (Zhu et al., 2017). However, we argue that
this may mislead to an inconsistent training ob-

jective since a cross-lingual link actually contains
multiple relations. For example (Figure 1), there
will be no direct relation betweenChinese entity福
斯特 (Foust) and English entity Piston by merely
adding the equivalence relation between Foust and
福斯特, which is in contradiction with the fact that
Foust belongs to Piston, no matter in which lan-
guage.
Therefore, we build bi-lingual entity network by

making cross-lingual linked entities that inherit all
relations from each other. Concretely, we enhance
mono-EN by adding edges from all neighbors of
entity eei to ezj if < eei , e

z
j >∈ Re−z (layer 2).

e

Comparable Sentences Generation

We utilize distant supervision to generate com-
parable sentences from Wikipedia articles. As
shown in Figure 1, from the page articles of cross-
lingual linked entities eeKobe and e

z
Kobe, we extract

those sentences including another cross-lingual
linked entities eeJoe and ezJoe as comparable sen-
tences Se−z = {< sek, s

z
k >}.

The intuition is that we consider each sentence
in a Wikipedia article has a pseudo mention of
the page entity (talking something about the en-
tity) (Yamada et al., 2017). Thus, if a sentence also
mentions another entity, it implicitly expresses
their relation. Therefore, we make a similar as-
sumption as in relation extraction: If two enti-
ties participate in a relation, and both of them1
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tations benefits many NLP tasks, while has
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tings. In this paper, we propose a novel
method that integrates cross-lingual word
and entity representation learning to enable
joint inference among knowledge base and
text across languages, capturing mutually
complementary knowledge. Instead of re-
liance on parallel data, we automatically
generate cross-lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-lingual
attention to select the most informative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.

1 Introduction

Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage both types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).

Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
e , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
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lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
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word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
e , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
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lations. However, these methods only focus on
mono-lingual settings, and few researches have
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tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
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The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
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NBA

Lawrence Foust

All-star

[[Lawrence Michael Foust]] was
an American basketball player

who spent 12 seasons in [[NBA]]

NBA (zh)

·
[[ · ]] [[NBA]]

1950 [[NBA ]] 1 5

English KB Chinese KB
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irQ /Bz2`2Mi 2MiBiB2b- "�MF �M/ "�MF U;2Q;`�T?vVX
AM i?2 KmHiBHBM;m�H b2iiBM;b- i?Bb Bbbm2 Q7 �K#B;mBiv
#2+QK2b KQ`2 b2p2`2X

*`Qbb@HBM;m�H qQ`/ �HB;MK2Mi � H�`;2 MmK#2` Q7
K2i?Q/b 7Q+mb QM mbBM; T�`�HH2H +Q`Tmb UBX2X �HB;M2/
rQ`/b- b2Mi2M+2bV �b +`Qbb@HBM;m�H bmT2`pBbBQM bB;M�Hb
iQ �HB;M bBKBH�` rQ`/b BM #Qi? H�M;m�;2b (RĜ9- dĜ
N)X >Qr2p2`- i?2 T�`�HH2H +Q`Tmb Bb 2tT2MbBp2 iQ Q#@
i�BM �M/ mbm�HHv Bb QMHv �p�BH�#H2 7Q` +2`i�BM M�`@
`Qr /QK�BMb r?B+? BMi`Q/m+2b � bi`QM; /QK�BM #B�b
BMiQ i?2 H2�`MBM; T`Q+2bb (R)X hQ �HH2pB�i2 i?2 #m`@
/2M Q7 Q#i�BMBM; T�`�HH2H +Q`Tmb- (RR- Rk) b?m|2 UBX2X
`�M/QKHv Q` H2M;i?@`�iBQV 2�+? T�B` Q7 +QKT�`�#H2
/Q+mK2Mib i?�i b?�`2 � +QKKQM i?2K2 BM /Bz2`2Mi
H�M;m�;2b iQ +QMbi`m+i Tb2m/Q #BHBM;m�H /Q+mK2Mib
/B`2+iHv 7Q` #BHBM;m�H rQ`/ `2T`2b2Mi�iBQM H2�`MBM;X
>Qr2p2`- i?2 b?m|2 bi`�i2;v Bb ?�`/ iQ +QMi`QH i?2
[m�HBiv Q7 Tb2m/Q #BHBM;m�H /Q+mK2Mib- r?B+? bmz2`b
7`QK � bm#@QTiBKBx�iBQM Bbbm2 /m2 iQ �++B/2Mi�HHv ǳ#�/
b?m|2bǴX

hQ �//`2bb i?2b2 +?�HH2M;2b- r2 T`QTQb2 iQ H2�`M
KmHiBTH2 2K#2//BM; p2+iQ`b 7Q` 2�+? 2MiBiv K2MiBQM-
M�K2Hv K2MiBQM b2Mb2- iQ /2�H rBi? i?2 �K#B;mBiv #2@
ir22M K2MiBQMb �M/ 2MiBiB2b U2X;X AM/2T2M/2M+2 .�v
pbX i?2 }HK 2MiBiv Q` i?2 ?QHB/�v 2MiBivV- �M/ 2p2M
?�`/2` �+`Qbb H�M;m�;2b U2X;X AM/2T2M/2M+2 .�v pbX
独立日 Q`美国独立日VX 6Q` +`Qbb@HBM;m�H �HB;MK2Mib-
r2 }`bi BMi`Q/m+2 +`Qbb@HBM;m�H ?vT2`HBMFb 2tBbiBM; BM
KmHiBHBM;m�H EMQrH2/;2 "�b2 U2X;X qBFBT2B/�V �b bm@
T2`pBbBQM- �M/ BMi2;`�i2 i?`22 /Bz2`2Mi ivT2b Q7 �HB;M@
K2Mib, rQ`/b- 2MiBiB2b �M/ #Qi?- BMiQ � mMB}2/ Q#D2+@
iBp2X h?2 #�bB+ B/2� Bb i?2 2MiBiB2b HBMF2/ �+`Qbb H�M@
;m�;2b b?QmH/ ?�p2 bBKBH�` `2T`2b2Mi�iBQMb- �M/ bQ
/Q i?2B` M2B;?#Q` 2MiBiB2b �M/ +QMi2ti rQ`/b BM i2ti
+Q`TmbX

AM i?Bb T�T2`- r2 T`QTQb2 � MQp2H #BHBM;m�H KmHiB@
T`QiQivT2 K2MiBQM 2K#2//BM; KQ/2H i?�i DQBMiHv H2�`Mb

rQ`/- K2MiBQM �M/ 2MiBiv 2K#2//BM;b �+`Qbb H�M;m�;2bX
6QHHQrBM;

K2MiBQM b2Mb2
+QMi2ti

k J1h>P.
kXR *`Qbb@HBM;m�H qQ`/

_2T`2b2Mi�iBQM G2�`MBM;

Sen Szh een ezh URV

KQMQHBM;m�H rQ`/fK2MiBQM 2K#2//BM; H2�`MBM;

L =
∑

xi ∈D

∑

xo ∈C(xi )
HQ; P(xo |xi) UkV

+`Qbb@HBM;m�H rQ`/ �HB;MK2Mi

L =
∑

(ei ,ej )∈Ec
| |C(ei) − C(e j)| |2 UjV

r?2`2 Ec +QMi�BMb 2MiBiv T�B`b +QMM2+i2/ #v � +`Qbb@
HBM;m�H HBMFX

kXk *`Qbb@HBM;m�H 1MiBiv
_2T`2b2Mi�iBQM G2�`MBM;

L =
∑

ei ∈E
HQ; P(N (ei)|ei) +

∑

(ei ,ej )∈Ec
HQ; P(N (e j)|ei)

U9V
r?2`2 N (ei) /2MQi2b i?2 M2B;?#Q` 2MiBiB2b QM i?2

FMQrH2/;2 M2irQ`FX

kXj *`Qbb@HBM;m�H �HB;MK2Mi
L =

∑

(ei ,mi )∈A
HQ; P(ei |mi ,C(ei)) +

∑

(ei ,ej )∈Ec
HQ; P(e j |mi ,C(ei))
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irQ /Bz2`2Mi 2MiBiB2b- "�MF �M/ "�MF U;2Q;`�T?vVX
AM i?2 KmHiBHBM;m�H b2iiBM;b- i?Bb Bbbm2 Q7 �K#B;mBiv
#2+QK2b KQ`2 b2p2`2X

*`Qbb@HBM;m�H qQ`/ �HB;MK2Mi � H�`;2 MmK#2` Q7
K2i?Q/b 7Q+mb QM mbBM; T�`�HH2H +Q`Tmb UBX2X �HB;M2/
rQ`/b- b2Mi2M+2bV �b +`Qbb@HBM;m�H bmT2`pBbBQM bB;M�Hb
iQ �HB;M bBKBH�` rQ`/b BM #Qi? H�M;m�;2b (RĜ9- dĜ
N)X >Qr2p2`- i?2 T�`�HH2H +Q`Tmb Bb 2tT2MbBp2 iQ Q#@
i�BM �M/ mbm�HHv Bb QMHv �p�BH�#H2 7Q` +2`i�BM M�`@
`Qr /QK�BMb r?B+? BMi`Q/m+2b � bi`QM; /QK�BM #B�b
BMiQ i?2 H2�`MBM; T`Q+2bb (R)X hQ �HH2pB�i2 i?2 #m`@
/2M Q7 Q#i�BMBM; T�`�HH2H +Q`Tmb- (RR- Rk) b?m|2 UBX2X
`�M/QKHv Q` H2M;i?@`�iBQV 2�+? T�B` Q7 +QKT�`�#H2
/Q+mK2Mib i?�i b?�`2 � +QKKQM i?2K2 BM /Bz2`2Mi
H�M;m�;2b iQ +QMbi`m+i Tb2m/Q #BHBM;m�H /Q+mK2Mib
/B`2+iHv 7Q` #BHBM;m�H rQ`/ `2T`2b2Mi�iBQM H2�`MBM;X
>Qr2p2`- i?2 b?m|2 bi`�i2;v Bb ?�`/ iQ +QMi`QH i?2
[m�HBiv Q7 Tb2m/Q #BHBM;m�H /Q+mK2Mib- r?B+? bmz2`b
7`QK � bm#@QTiBKBx�iBQM Bbbm2 /m2 iQ �++B/2Mi�HHv ǳ#�/
b?m|2bǴX

hQ �//`2bb i?2b2 +?�HH2M;2b- r2 T`QTQb2 iQ H2�`M
KmHiBTH2 2K#2//BM; p2+iQ`b 7Q` 2�+? 2MiBiv K2MiBQM-
M�K2Hv K2MiBQM b2Mb2- iQ /2�H rBi? i?2 �K#B;mBiv #2@
ir22M K2MiBQMb �M/ 2MiBiB2b U2X;X AM/2T2M/2M+2 .�v
pbX i?2 }HK 2MiBiv Q` i?2 ?QHB/�v 2MiBivV- �M/ 2p2M
?�`/2` �+`Qbb H�M;m�;2b U2X;X AM/2T2M/2M+2 .�v pbX
独立日 Q`美国独立日VX 6Q` +`Qbb@HBM;m�H �HB;MK2Mib-
r2 }`bi BMi`Q/m+2 +`Qbb@HBM;m�H ?vT2`HBMFb 2tBbiBM; BM
KmHiBHBM;m�H EMQrH2/;2 "�b2 U2X;X qBFBT2B/�V �b bm@
T2`pBbBQM- �M/ BMi2;`�i2 i?`22 /Bz2`2Mi ivT2b Q7 �HB;M@
K2Mib, rQ`/b- 2MiBiB2b �M/ #Qi?- BMiQ � mMB}2/ Q#D2+@
iBp2X h?2 #�bB+ B/2� Bb i?2 2MiBiB2b HBMF2/ �+`Qbb H�M@
;m�;2b b?QmH/ ?�p2 bBKBH�` `2T`2b2Mi�iBQMb- �M/ bQ
/Q i?2B` M2B;?#Q` 2MiBiB2b �M/ +QMi2ti rQ`/b BM i2ti
+Q`TmbX

AM i?Bb T�T2`- r2 T`QTQb2 � MQp2H #BHBM;m�H KmHiB@
T`QiQivT2 K2MiBQM 2K#2//BM; KQ/2H i?�i DQBMiHv H2�`Mb

rQ`/- K2MiBQM �M/ 2MiBiv 2K#2//BM;b �+`Qbb H�M;m�;2bX
6QHHQrBM;

K2MiBQM b2Mb2
+QMi2ti

k J1h>P.
kXR *`Qbb@HBM;m�H qQ`/

_2T`2b2Mi�iBQM G2�`MBM;

Sen Szh een ezh URV

KQMQHBM;m�H rQ`/fK2MiBQM 2K#2//BM; H2�`MBM;

L =
∑

xi ∈D

∑

xo ∈C(xi )
HQ; P(xo |xi) UkV

+`Qbb@HBM;m�H rQ`/ �HB;MK2Mi

L =
∑

(ei ,ej )∈Ec
| |C(ei) − C(e j)| |2 UjV

r?2`2 Ec +QMi�BMb 2MiBiv T�B`b +QMM2+i2/ #v � +`Qbb@
HBM;m�H HBMFX

kXk *`Qbb@HBM;m�H 1MiBiv
_2T`2b2Mi�iBQM G2�`MBM;

L =
∑

ei ∈E
HQ; P(N (ei)|ei) +

∑

(ei ,ej )∈Ec
HQ; P(N (e j)|ei)

U9V
r?2`2 N (ei) /2MQi2b i?2 M2B;?#Q` 2MiBiB2b QM i?2

FMQrH2/;2 M2irQ`FX

kXj *`Qbb@HBM;m�H �HB;MK2Mi
L =

∑

(ei ,mi )∈A
HQ; P(ei |mi ,C(ei)) +

∑

(ei ,ej )∈Ec
HQ; P(e j |mi ,C(ei))
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[[Lawrence Michael Foust]] was an American basketball 
player who spent 12 seasons in [[NBA]]
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Bi-lingual EN
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6B;m`2 k, qBFBT2/B� S�;2b Q7 *`Qbb@HBM;m�H GBMF2/ 1M;HBb? 1MiBiv �M/ *?BM2b2 1MiBiv �#Qmi ǳEQ#2 "`v�MiǴX

r2HH BM `2H�iBQM 2ti`�+iBQM (N- R8- R3- ky- kj- j9)X AMbi2�/ Q7
`2HvBM; �MMQi�i2/ i2ti- Bi 2KTHQvb FMQrH2/;2 #�b2b �b bQm`+2
Q7 bmT2`pBbBQM #v �HB;MBM; i?2 ;Bp2M FMQrH2/;2 #�b2 iQ i2ti
7QHHQrBM; i?2 �bbmKTiBQM, ǳA7 irQ 2MiBiB2b T�`iB+BT�i2 BM �
`2H�iBQM- �HH b2Mi2M+2b i?�i K2MiBQM i?2b2 irQ 2MiBiB2b 2tT`2bb
i?�i `2H�iBQMǴ (ky)X

hQ ;2M2`�i2 ?B;?2` [m�HBiv +QKT�`�#H2 /�i� �miQK�iB+�HHv-
r2 T`QTQb2 iQ BM+Q`TQ`�i2 /Bbi�Mi bmT2`pBbBQM i2+?MB[m2 BMiQ
+`Qbb@HBM;m�H `2T`2b2Mi�iBQM H2�`MBM;X aBKBH�`Hv- r2 �bbmK2
i?�i,

A7 irQ +QKT�`�#H2 /Q+mK2Mib K2MiBQM2/ � T�B`
Q7 +`Qbb@HBM;m�H HBMF2/ 2MiBiB2b- i?2 b2Mi2M+2b +QM@
i�BMBM; i?2K 2tT`2bb i?2 b�K2 �bT2+i Q7 i?2 +QK@
KQM i?2K2X

h?Bb ivT2 Q7 b2Mi2M+2b �`2 MQi Kmim�HHv i`�MbH�i2/- #mi
i?2v Q#pBQmbHv ?�p2 bBKBH�` b2K�MiB+b- M�K2Hv +QKT�`�#H2
b2Mi2M+2bX 6B;m`2 k b?Qrb bQK2 +QKT�`�#H2 b2Mi2M+2 T�B`
+QHQ`2/ BM ;`22M �M/ i?2 `2/ `2+i�M;H2b +QMM2+i2/ #v /�b?2/
HBM2b �`2 +`Qbb@HBM;m�H 2MiBiB2b- 2X;X i?2 b2Mi2M+2 T�B` ǳ>2
TH�v2/ ?Bb 2MiB`2 ky@v2�` +�`22` rBi? i?2 GQb �M;2H2b G�F2`b
Q7 L"�Ǵ �M/ ǳ UBMV U?2V U7Q`V UGQb �M;2@
H2b G�F2`bV UrQ`FV UǶbV ky Uky@v2�`V U+�`22`V

UHB72VǴ- r?2`2 i?2 2M;HBb? 2MiBiv ǳGQb �M;2H2b G�F2`bǴ
�M/ *?BM2b2 2MiBiv ǳ Ǵ ?�p2 +`Qbb@HBM;m�H HBMFX

*QKT�`�#H2 b2Mi2M+2b K�v +QMi�BM Km+? MQBb2 �M/ 2p2M
#2 BM+Q``2+iHv 2ti`�+i2/X q2 rBHH /Bb+mbb Bi BM i?2 M2ti b2+@
iBQM- �M/ BMi`Q/m+2 irQ ivT2b Q7 �ii2MiBQM K2+?�MBbK QM
i?2K 7Q` +`Qbb@HBM;m�H bmT2`pBbBQMX

j J1h>P.
jXR 6`�K2rQ`F
jXk AMi2;`�iBM; JQMQ@HBM;m�H qQ`/b �M/ 1MiBiB2b
jXj 6`QK JQMQ@HBM;m�H iQ JmHiB@HBM;m�H

jXjXR *`Qbb@HBM;m�H 1MiBiv �HB;MK2MiX
jXjXk *QKT�`�#H2 a2Mi2M+2b :2M2`�iBQMX

Ls = | |Sen − Szh | |2 URV

jXjXj JQMQ@HBM;m�H �ii2MiBQMX
jXjX9 *`Qbb@HBM;m�H �ii2MiBQMX

jX9 h`�BMBM;
KQMQHBM;m�H rQ`/fK2MiBQM 2K#2//BM; H2�`MBM;

L =
∑

xi ∈D

∑

xo ∈C(xi )
HQ; P(xo |xi ) UkV

+`Qbb@HBM;m�H rQ`/ �HB;MK2Mi

L =
∑

(ei ,ej )∈Ec
| |C(ei ) − C(ej )| |2 UjV

r?2`2 Ec +QMi�BMb 2MiBiv T�B`b +QMM2+i2/ #v � +`Qbb@HBM;m�H
HBMFX

L =
∑

ei ∈E
HQ; P(N (ei )|ei ) +

∑

(ei ,ej )∈Ec
HQ; P(N (ej )|ei ) U9V

r?2`2 N (ei ) /2MQi2b i?2 M2B;?#Q` 2MiBiB2b QM i?2 FMQrH@
2/;2 M2irQ`FX

L =
∑

(ei ,mi )∈A
HQ; P(ei |mi ,C(ei )) +

∑

(ei ,ej )∈Ec
HQ; P(ej |mi ,C(ei ))

U8V
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BM irQ TQBMib, UBV F22TBM; � +QMbBbi2Mi Q#@
D2+iBp2 �b KQMQ@HBM;m�H rQ`/ QTiBKBx�iBQMě
i?2 rQ`/b b?�`BM; KQ`2 +QMi2tim�H rQ`/b ?�p2
bBKBH�` 2K#2//BM;b- `�i?2` i?�M i?2 rQ`/b
?�p2 � bT2+B�H ivT2 Q7 2[m�HBiv `2H�iBQMb Ui?2
b�K2 �b 2MiBiB2b BM am#a2+iBQM jXkVc UBBV �H@
H2pB�iBM; i?2 #m`/2M Q7 T�`�HH2H rQ`/b bBM+2
r2 �+im�HHv /QMǶi FMQr r?B+? rQ`/b �`2 2t@
�+iHv K�i+?2/ �+`Qbb H�M;m�;2b BM +QKT�`�@
#H2 b2Mi2M+2bX h?mb- r2 �TT`QtBK�i2Hv QTiB@
KBx2 1[m�iBQM k #v UBV }tBM; i?2 +QMi2ti rBM@
/Qr i?2 b�K2 �b Bib b2Mi2M+2 H2M;i?, skm ≈
wki +

∑
C(wki) �M/ UBBV mT/�iBM; i?2 2MiB`2

b2Mi2M+2 T�B` BM QM2 bi2T,

Ls =
∑

<skm,slm>∈Sk,l

||bFK − bHK||2 UjV

r?2`2 bFK Bb i?2 b2Mi2M+2 2K#2//BM;- r?B+?
rBHH #2 BMi`Q/m+2/ BM i?2 M2ti bm#b2+iBQMX �H@
i?Qm;? 7`QK /Bz2`2Mi T2`bT2+iBp2- r2 Q#i�BM �
bBKBH�` �bbmKTiBQM rBi? U"2M;BQ �M/ *Q``�/Q-
kyR8V, h?2 KQ`2 7`2[m2MiHv irQ rQ`/b Q++m` BM
T�`�HH2Hf+QKT�`�#H2 b2Mi2M+2 T�B`b- i?2 +HQb2`
i?2B` `2T`2b2Mi�iBQM rBHH #2X

*QKT�`2/ iQ T�`�HH2H b2Mi2M+2b- Qm` +QKT�@
`�#H2 b2Mi2M+2b �HH2pB�i2 i?2 T�`�HH2H #m`/2M #v
mbBM; T`2@2tBbiBM; +`Qbb@HBM;m�H `2bQm`+2b- #mi
�HbQ BMi`Q/m+2 Km+? MQBb2- Q` 2p2M BM+Q``2+iHv
;2M2`�i2/X L2ti- r2 BMi`Q/m+2 irQ ivT2b Q7
�ii2MiBQM K2+?�MBbKb iQ �//`2bb i?Bb Bbbm2X

EMQrH2/;2 �ii2MiBQM

EMQrH2/;2 �ii2MiBQM Bb BMi`Q/m+2/ iQ �pQB/
i?2 BM+Q``2+iHv H�#2HH2/ +QKT�`�#H2 b2Mi2M+2bX
AM am#b2+iBQM jXk- r2 bBKTHv +QM+�i2M�i2 b2p@
2`�H b2Mi2M+2b BM i?2 2MiBiv ekm T�;2 �`iB+H2b-
#mi bQK2 b2Mi2M+2b �`2 MQi `2H�i2/ iQ ekmX
h?mb- r2 }Hi2` Qmi bm+? b2Mi2M+2b pB� bQ7i@
�ii2MiBQM +QKTmi2/ #v K2�bm`BM; bBKBH�`Biv
rBi?BM i?2 ki? H�M;m�;2,

αn
km ∝ sim(2FK,

∑

wki∈snkm

rFB) U9V

r?2`2 αn
km Bb i?2 FMQrH2/;2 �ii2MiBQM Q7 i?2

ni? b2Mi2M+2 7Q` skmX LQi2 i?�i B7 i?2`2 Bb QMHv
QM2 b2Mi2M+2 ;2M2`�i2/ 7`QK ekm �`iB+H2b- αn

km
2[m�Hb iQ QM2X

*`Qbb@HBM;m�H �ii2MiBQM

*`Qbb@HBM;m�H �ii2MiBQM 7Q+mb2b QM TQi2MiB�H
BM7Q`K�iBQM 7`QK i?2 +QKT�`�#H2 b2Mi2M+2b

i?2Kb2Hp2bX h?Bb Bb iQ bQK2 2ti2Mi bBKBH�` rBi?
b2H7@�ii2MiBQM K2+?�MBbK- r?B+? Q#i�BM H2�`M@
BM; ;mB/�M+2 7`QK i?2 b2Mi2M+2 Bib2H7- #mi BM
+`Qbb@HBM;m�H b2iiBM;bX h?2 BMimBiBQM Bb iQ }M/
� TQbbB#H2 rQ`/ �HB;MK2Mi �+`Qbb H�M;m�;2b #v
TB+FBM; mT i?2 K�tBKmK bBKBH�`Biv,

αki,lj ∝ �`; K�t
wki∈skm,wlj∈slm

sim(wki, wlj) U8V

6BM�HHv- i?2 b2Mi2M+2 2K#2//BM; Bb i?2 �p2`@
�;2 bmK Q7 rQ`/ p2+iQ`b r2B;?i2/ #v i?2 +QK@
#BM�iBQM Q7 irQ ivT2b Q7 �ii2MiBQMb,

bFK =
∑

snkm∈skm

αn
km

∑

wki∈snkm

αki,ljrFB UeV

jX8 h`�BMBM;
Pmi T`QTQb2/ K2i?Q/ F22Tb � +QMbBbi2Mi �b@
bmKTiBQM i?�i rQ`/f2MiBiv b?�`BM; KQ`2 +QM@
i2tib ?�b bBKBH�` `2T`2b2Mi�iBQMbX h?mb- r2
/2}M2 i?2 Qp2`�HH Q#D2+iBp2 7mM+iBQM �b i?2 HBM@
2�` +QK#BM�iBQM,

L = Lc + γLs UdV

r?2`2 γ Bb � ?vT2`@T�`�K2i2` iQ imM2 i?2 27@
72+i Q7 +`Qbb@HBM;m�H `2;mH�`Bx2`- �M/ Bi +�M #2
QTiBKBx2/ i?`Qm;? �/�:`�/ a:. 2{+B2MiHvX

9 1tT2`BK2Mib
Pm` K�BM +QMi`B#miBQMb HB2 BM i?`22 T�`ib, URV
+QKT�`�#H2 b2Mi2M+2b 7Q` +`Qbb@HBM;m�H rQ`/
`2T`2b2Mi�iBQM H2�`MBM;c UkV i?2 M2r KmHiB@EL
iQ �m;K2Mi i?2 KQMQ@EL 7Q` H2�`MBM; bi`m+@
im`2/ FMQrH2/;2c UjV i?2 mMB}2/ 7`�K2rQ`F
i?�i 2M�#H2b +`Qbb@HBM;m�H i2ti �M/ FMQrH@
2/;2 #�b2 BM72`2M+2X h?2`27Q`2- r2 p2`B7v Qm`
K2i?Q/ QM i�bFb Q7 rQ`/ i`�MbH�iBQM- 2MiBiv `2@
H�i2/M2bb �M/ +`Qbb@HBM;m�H 2MiBiv HBMFBM; 7`QK
i?2 �#Qp2 i?`22 �bT2+ib- `2bT2+iBp2HvX

9XR 1tT2`BK2Mi a2iiBM;b
q2 +?QQb2 qBFBT2/B�- i?2 �T`BH kyRd /mKT- �b
i?2 KmHiB@HBM;m�H FMQrH2/;2 #�b2 �M/ bBt TQT@
mH�` H�M;m�;2b 7Q` 2p�Hm�iBQM- r?Qb2 bi�iBbiB+b
Bb b?QrM BM h�#H2 RX 6Q` #`2pBiv- r2 �/QTi
irQ@H2ii2` �##`2pB�iBQM iQ /2MQi2 H�M;m�;2bjX

j1M- w?- 1b- C�- Ai �M/ h` �`2 b?Q`i 7Q` 1M;HBb?-
*?BM2b2- aT�MBb?- C�T�M2b2- Ai�HB�M �M/ hm`FBb?- `2@
bT2+iBp2HvX
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+QMi`�/B+iBQM rBi? i?2 7�+i i?�i EQ#2 "`v�Mi
Bb i?2 bQM Q7 CQ2 "`v�Mi- MQ K�ii2` BM r?B+?
H�M;m�;2X

h?2`27Q`2- r2 #mBH/ KmHiB@EL #v K�FBM;
+`Qbb@HBM;m�H HBMF2/ 2MiBiB2b BM?2`Bi �HH i?2 `2@
H�iBQMb 7`QK 2�+? Qi?2`- bQ i?�i i?2v rBHH #2
2K#2//2/ +HQb2bi /m2 iQ i?2 KQbi +QKKQM
M2B;?#Q`bX *QM+`2i2Hv- r2 K2`;2 KQMQ@ELb
#v �//BM; 2/;2b 7`QK �HH M2B;?#Q`b Q7 2MiBiv
eki iQ elj B7 < eki, elj >∈ Rc UH�v2` 9VX

*QKT�`�#H2 a2Mi2M+2b

q2 miBHBx2 /Bbi�Mi bmT2`pBbBQM iQ ;2M2`�i2
+QKT�`�#H2 b2Mi2M+2b 7`QK qBFBT2/B� �`iB+H2bX
�b b?QrM BM 6B;m`2 k- i?2 irQ �`iB+H2b �`2
7`QK +`Qbb@HBM;m�H HBMF2/ 2MiBiB2b een,Kobe �M/
ezh,Kobe UH�v2` R� kVX q2 2ti`�+i i?Qb2 b2M@
i2M+2b BM+Hm/BM; �MQi?2` +`Qbb@HBM;m�H HBMF2/
2MiBiB2b een,Joe �M/ ezh,Joe UH�v2` jV �b +QKT�@
`�#H2 b2Mi2M+2bX

h?2 BMimBiBQM Bb i?�i r2 +QMbB/2` 2�+? b2M@
i2M+2 BM � qBFBT2/B� �`iB+H2 ?�b � Tb2m/Q
K2MiBQM Q7 i?2 T�;2 2MiBiv Ui�HFBM; bQK2i?BM;
�#Qmi i?2 2MiBivV Uu�K�/� 2i �HX- kyRdVX h?mb-
B7 � b2Mi2M+2 �HbQ K2MiBQMb �MQi?2` 2MiBiv- Bi
BKTHB+BiHv 2tT`2bb2b i?2B` `2H�iBQMX h?2`27Q`2-
r2 2ti2M/ i?2 �bbmKTiBQM BM `2H�iBQM 2ti`�+@
iBQM K2MiBQM2/ BM a2+iBQM k iQ KmHiB@HBM;m�H
b2iiBM;b, A7 irQ 2MiBiB2b T�`iB+BT�i2 BM � `2@
H�iBQM- �M/ #Qi? Q7 i?2K ?�p2 +`Qbb@HBM;m�H
HBMFb- �HH b2Mi2M+2b i?�i K2MiBQMb i?2b2 irQ
2MiBiB2b UTb2m/Q Q` MQiV �`2 +QKT�`�#H2 #v
2tT`2bbBM; i?�i `2H�iBQMXX 6Q` 2t�KTH2- i?2
+QKT�`�#H2 b2Mi2M+2b BM H�v2` j #Qi? 2tT`2bb
i?2 7�i?2`@bQM `2H�iBQMb?BT #2ir22M i?2 +`Qbb@
HBM;m�H HBMF2/ 2MiBiB2b < een,Kobe, ezh,Kobe >
�M/ < een,Joe, ezh,Joe >X

� +`Qbb@HBM;m�H HBMF2/ 2MiBiv K�v Q++m` b2p@
2`�H iBK2b BM � qBFBT2/B� �`iB+H2- �M/ r2 +QM@
+�i2M�i2 i?2K BMiQ � HQM;2` b2Mi2M+2- #mi i?Bb
rBHH #`BM; Km+? MQBb2- 2bT2+B�HHv bQK2 Q7 i?2
b2Mi2M+2b �`2 BM+Q``2+iHv 2ti`�+i2/X h?2`2@
7Q`2- r2 /2bB;M irQ ivT2b Q7 �ii2MiBQM iQ b2H2+i
i?2 KQbi BM7Q`K�iBp2 rQ`/b �M/ /2�H rBi? i?2
r`QM; H�#2HHBM; T`Q#H2K BM a2+iBQM jX9X

jXj JQMQ@HBM;m�H _2T`2b2Mi�iBQM
G2�`MBM; � JQ/2HBM; �HB;M2/
1MiBiB2b

�b K2MiBQM2/ �#Qp2- i?2 KmHiB@EL #`B/;2b
i?2 H�M;m�;2 ;�T 7QHHQrBM; i?2 b�K2 i`�BMBM;

Q#D2+iBp2 �b KQMQ@ELX 6QHHQrBM; i?2 KQMQ@
HBM;m�H rQ`F Uu�K�/� 2i �HX- kyRec *�Q 2i �HX-
kyRdV- r2 2ti2M/ i?2 aFBT@;`�K KQ/2H iQ
KQMQ@HBM;m�H rQ`/b �M/ +`Qbb@HBM;m�H 2MiBiB2b
r?BH2 F22T � +QMbBbi2Mi QTiBKBx�iBQM 7mM+iBQMX
Ai mb2b i?2 +m``2Mi rQ`/f2MiBiv iQ T`2/B+i Bib
+QMi2tim�H rQ`/bf2MiBiB2b ;Bp2M i?2 +Q?2`2M+2
BM7Q`K�iBQM BM i2ti +Q`Tmb D- �M+?Q`bA �M/
KmHiB@EL KN #v K�tBKBxBM; i?2 �p2`�;2 HQ;@
T`Q#�#BHBiv,

Lc =
∑

xi∈{D,A,KN}

HQ;P (C(xi)|xi) URV

r?2`2 xi Bb 2Bi?2` � rQ`/ Q` �M 2MiBiv-
�M/ C(xi) /2MQi2b i?2 +QMi2tib rBi?BM � T`2@
/2}M2/ rBM/QrX LQi2 i?�i C(xi) /Bz2`b � HBi@
iH2 �HQM; rBi? xi, URV +QMi2tim�H rQ`/b r?2M
xi ∈ Dc UkV M2B;?#Q` 2MiBiB2b i?�i HBMF2/ rBi?
2MiBiv xi ∈ KN c UjV +QMi2tim�H rQ`/b Q7 rQ`/
K2MiBQM wj BM �M �M+?Q` r?2M xi /2MQi2b i?2
2MiBiv BM �M+?Q` < wj , ei >∈ AX

h?mb- rQ`/b �M/ 2MiBiB2b i?�i 7`2[m2MiHv
Q++m` iQ;2i?2` b?�`2 KQ`2 +QKKQM +QMi2tib-
�M/ ?�p2 bBKBH�` 2K#2//BM;bX �b b?QrM
BM 6B;m`2 k- een,Joe Q++m`b rBi? wen,player-
wen,NBA iQ;2i?2` �M/ i?2v b?�`2 i?2 +QKKQM
+QMi2ti rQ`/b- bQ i?2v �`2 +HQb2 BM i?2 b2@
K�MiB+ bT�+2X aBKBH�`Hv- 2MiBiB2b b?�`BM; KQ`2
M2B;?#Q` 2MiBiB2b i2M/ iQ #2 +HQb2- 2X;X- /m2 iQ
i?2 b�K2 M2B;?#Q` 2MiBiv een,LosAngelesLakers-
2MiBiB2b een,Joe- een,Kobe �M/ ezh,Kobe ?�p2 bBK@
BH�` `2T`2b2Mi�iBQMbX

jX9 *`Qbb@HBM;m�H a2Mi2M+2 _2;mH�`Bx2`
*QKT�`�#H2 b2Mi2M+2b �`2 `2;�`/2/ �b +`Qbb@
HBM;m�H +QMi2tib Q7 2�+? Qi?2` �++Q`/BM; iQ
am#a2+iBQM jXkX AMbi2�/ Q7 T`2/B+iBQM KQ/2H-
r2 T`272` iQ KBMBKBx2 i?2 1m+HB/2�M /Bbi�M+2
#2ir22M i?2 i�`;2i rQ`/ wki �M/ Bib +`Qbb@
HBM;m�H +QMi2tim�H rQ`/b Cl(wki) BM i?2 +QK@
T�`�#H2 b2Mi2M+2b,

Ls =
∑

<skm,slm∈Sk,l

∑

wki∈skm

||wki −
∑

Cl(wki)||2

UkV
r?2`2 < skm, slm >∈ Sk,l Bb i?2 mi? b2M@

i2M+2 T�B` BM i?2 ki? �M/ li? H�M;m�;2b- `2@
bT2+iBp2HvX lMHBF2 +QMp2MiBQM�H H2tB+QM #�b2/
K2i?Q/b- r?B+? KBMBKBx2 i?2 /Bbi�M+2 Q7 T�`@
�HH2H rQ`/b- i?2 `2�bQM Q7 bm+? `2;mH�`Bx2` HB2b
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Abstract

Jointly learning word and entity represen-
tations benefits many NLP tasks, while has
not been well explored in cross-lingual set-
tings. In this paper, we propose a novel
method that integrates cross-lingual word
and entity representation learning to enable
joint inference among knowledge base and
text across languages, capturing mutually
complementary knowledge. Instead of re-
liance on parallel data, we automatically
generate cross-lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-lingual
attention to select the most informative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.

1 Introduction

Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage both types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).

Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
e , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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Abstract

Jointly learning word and entity represen-
tations benefits many NLP tasks, while has
not been well explored in cross-lingual set-
tings. In this paper, we propose a novel
method that integrates cross-lingual word
and entity representation learning to enable
joint inference among knowledge base and
text across languages, capturing mutually
complementary knowledge. Instead of re-
liance on parallel data, we automatically
generate cross-lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-lingual
attention to select the most informative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.

1 Introduction

Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage both types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).

Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
e , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.
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ity between entities and corresponding mentioned
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meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
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fectiveness of our method with an average
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study, the results on benchmark dataset
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same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
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study, the results on benchmark dataset
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2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
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tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
e , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
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study, the results on benchmark dataset
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lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
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differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
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guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
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text across languages without any additional trans-
lation mechanism, which is usually expensive and
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ity between entities and corresponding mentioned
words in different languages.
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meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
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tings. In this paper, we propose a novel
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and entity representation learning to enable
joint inference among knowledge base and
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complementary knowledge. Instead of re-
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tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-lingual
attention to select the most informative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.

1 Introduction

Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage both types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).

Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
eNBA , w , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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edge bases. We also propose two types
of knowledge attention and cross-lingual
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fectiveness of our method with an average
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study, the results on benchmark dataset
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textual descriptions together with the structured re-
lations. However, these methods only focus on
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tic space, to enable joint inference among KB and
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Figure 1: The framework of our method. The inputs and outputs of each step are listed in the right
side, and in the left side there are three main components of joint representation learning. Red texts
with brackets are anchors, dashed lines between entities denote relations, and solid lines are cross-lingual
links.

mon neighbors have similar embeddings, no mat-
ter in which language, e.g., English entity Foust
and Chinese entity 福斯特 (Foust) are embed-
ded close in semantic space due to the common
neighborsNBA,All-star andNBA选秀 (draft), etc.
(3) Cross-lingual Sentence Regularizer aims to
learn mutually translated words with similar em-
beddings by pushing their cross-lingual contexts
(i.e. comparable sentences) together. For exam-
ple, English word basketball and the translated
Chinese word 篮球 frequently co-occur in com-
parable sentences, and are close in the semantic
space.
All word/entity embeddings are trained jointly

under a unified optimization objective. Next, we
will introduce how to generate bi-lingual EN and
comparable sentences as well as the three compo-
nents for joint representation learning in turn.

3.3 Cross-lingual Supervision Data
Generation

This section introduces how to extract more cross-
lingual clues from multi-lingual KB in the form of
bi-lingual EN and comparable sentences.

Bi-lingual Entity Network Construction

Conventional knowledge representation meth-
ods normally regard cross-lingual links as a spe-
cial equivalence type of relation between two en-
tities (Zhu et al., 2017). However, we argue that
this may mislead to an inconsistent training ob-

jective since a cross-lingual link actually contains
multiple relations. For example (Figure 1), there
will be no direct relation betweenChinese entity福
斯特 (Foust) and English entity Piston by merely
adding the equivalence relation between Foust and
福斯特, which is in contradiction with the fact that
Foust belongs to Piston, no matter in which lan-
guage.
Therefore, we build bi-lingual entity network by

making cross-lingual linked entities that inherit all
relations from each other. Concretely, we enhance
mono-EN by adding edges from all neighbors of
entity eei to ezj if < eei , e

z
j >∈ Re−z (layer 2).

e

Comparable Sentences Generation

We utilize distant supervision to generate com-
parable sentences from Wikipedia articles. As
shown in Figure 1, from the page articles of cross-
lingual linked entities eeKobe and e

z
Kobe, we extract

those sentences including another cross-lingual
linked entities eeJoe and ezJoe as comparable sen-
tences Se−z = {< sek, s

z
k >}.

The intuition is that we consider each sentence
in a Wikipedia article has a pseudo mention of
the page entity (talking something about the en-
tity) (Yamada et al., 2017). Thus, if a sentence also
mentions another entity, it implicitly expresses
their relation. Therefore, we make a similar as-
sumption as in relation extraction: If two enti-
ties participate in a relation, and both of them

eJordan

Ls = ||sen � szh||2

图 5.4 跨语⾔词和实体联合表⽰学习模型

Lm =
∑

y∈{en,zh}

∑
xi ∈D̂y

log P(C(xi)|xi) +
∑
ei ∈Ey

log P(N(ei)|ei) +
∑

<mk,e j>∈Ay

log P(ej |c′mk
)

(5-1)
where xy

i is either a word or an entity, and C(xy
i ) denotes: (i) contextual words in a

pre-defined window of xy
i if xy

i ∈ Dy, (ii) neighbor entities that linked to xy
i if xy

i ∈ Gy,
(iii) contextual words of wy

j if xy
i is entity eyi in an anchor ⟨wy

j , e
y
i ⟩ ∈ Ay.

5.5.2 跨语言实体正则项

5.5.3 跨语言句对正则项

5.5.4 训练

5.6 实验

5.6.1 实验设置

5.6.2 定性分析

5.6.3 单词翻译效果分析

5.6.4 实体相关性效果分析

5.6.5 跨语言实体链接效果分析

5.7 本章小结
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_2T`2b2Mi�iBQM G2�`MBM;

Sen Szh een ezh URV

KQMQHBM;m�H rQ`/fK2MiBQM 2K#2//BM; H2�`MBM;

L =
∑

xi ∈D

∑

xo ∈C(xi )
HQ; P(xo |xi) UkV

+`Qbb@HBM;m�H rQ`/ �HB;MK2Mi

L =
∑

(ei ,ej )∈Ec
| |C(ei) − C(e j)| |2 UjV

r?2`2 Ec +QMi�BMb 2MiBiv T�B`b +QMM2+i2/ #v � +`Qbb@
HBM;m�H HBMFX

kXk *`Qbb@HBM;m�H 1MiBiv
_2T`2b2Mi�iBQM G2�`MBM;

L =
∑

ei ∈E
HQ; P(N (ei)|ei) +

∑

(ei ,ej )∈Ec
HQ; P(N (e j)|ei)

U9V
r?2`2 N (ei) /2MQi2b i?2 M2B;?#Q` 2MiBiB2b QM i?2

FMQrH2/;2 M2irQ`FX

kXj *`Qbb@HBM;m�H �HB;MK2Mi
L =

∑

(ei ,mi )∈A
HQ; P(ei |mi ,C(ei)) +

∑

(ei ,ej )∈Ec
HQ; P(e j |mi ,C(ei))

U8V

was

Lawrence
NBA

NBA (zh)

basketball

Semantic Space

Representation
Learning

Cross-lingual
Sentence Regularizer

Cross-lingual
Entity Regularizer

[[ · ]] [[NBA]]

All-star

[[Lawrence Michael Foust]] was an American basketball 
player who spent 12 seasons in [[NBA]]

·

NBA
NBA (zh)

Comparable Sentences

Bi-lingual EN

att
att

att

… …

kjj
kj9
kj8
kje
kjd
kj3
kjN
k9y
k9R
k9k
k9j
k99
k98
k9e
k9d
k93
k9N
k8y
k8R
k8k
k8j
k89
k88
k8e
k8d
k83
k8N
key
keR
kek
kej
ke9
ke8
kee
ked
ke3
keN
kdy
kdR
kdk
kdj
kd9
kd8
kde
kdd
kd3
kdN
k3y
k3R
k3k
k3j
k39
k38
k3e
k3d
k33
k3N
kNy

AMi2;`�iBM; JmHiBHBM;m�H EMQrH2/;2 "�b2 �M/ h2ti pB� �ii2MiBp2 .Bbi�Mi amT2`pBbBQM qqq kyR3- �T`BH kj@kd- kyR3- GvQM- 6`�M+2

kNR
kNk
kNj
kN9
kN8
kNe
kNd
kN3
kNN
jyy
jyR
jyk
jyj
jy9
jy8
jye
jyd
jy3
jyN
jRy
jRR
jRk
jRj
jR9
jR8
jRe
jRd
jR3
jRN
jky
jkR
jkk
jkj
jk9
jk8
jke
jkd
jk3
jkN
jjy
jjR
jjk
jjj
jj9
jj8
jje
jjd
jj3
jjN
j9y
j9R
j9k
j9j
j99
j98
j9e
j9d
j93

6B;m`2 k, qBFBT2/B� S�;2b Q7 *`Qbb@HBM;m�H GBMF2/ 1M;HBb? 1MiBiv �M/ *?BM2b2 1MiBiv �#Qmi ǳEQ#2 "`v�MiǴX

r2HH BM `2H�iBQM 2ti`�+iBQM (N- R8- R3- ky- kj- j9)X AMbi2�/ Q7
`2HvBM; �MMQi�i2/ i2ti- Bi 2KTHQvb FMQrH2/;2 #�b2b �b bQm`+2
Q7 bmT2`pBbBQM #v �HB;MBM; i?2 ;Bp2M FMQrH2/;2 #�b2 iQ i2ti
7QHHQrBM; i?2 �bbmKTiBQM, ǳA7 irQ 2MiBiB2b T�`iB+BT�i2 BM �
`2H�iBQM- �HH b2Mi2M+2b i?�i K2MiBQM i?2b2 irQ 2MiBiB2b 2tT`2bb
i?�i `2H�iBQMǴ (ky)X

hQ ;2M2`�i2 ?B;?2` [m�HBiv +QKT�`�#H2 /�i� �miQK�iB+�HHv-
r2 T`QTQb2 iQ BM+Q`TQ`�i2 /Bbi�Mi bmT2`pBbBQM i2+?MB[m2 BMiQ
+`Qbb@HBM;m�H `2T`2b2Mi�iBQM H2�`MBM;X aBKBH�`Hv- r2 �bbmK2
i?�i,

A7 irQ +QKT�`�#H2 /Q+mK2Mib K2MiBQM2/ � T�B`
Q7 +`Qbb@HBM;m�H HBMF2/ 2MiBiB2b- i?2 b2Mi2M+2b +QM@
i�BMBM; i?2K 2tT`2bb i?2 b�K2 �bT2+i Q7 i?2 +QK@
KQM i?2K2X

h?Bb ivT2 Q7 b2Mi2M+2b �`2 MQi Kmim�HHv i`�MbH�i2/- #mi
i?2v Q#pBQmbHv ?�p2 bBKBH�` b2K�MiB+b- M�K2Hv +QKT�`�#H2
b2Mi2M+2bX 6B;m`2 k b?Qrb bQK2 +QKT�`�#H2 b2Mi2M+2 T�B`
+QHQ`2/ BM ;`22M �M/ i?2 `2/ `2+i�M;H2b +QMM2+i2/ #v /�b?2/
HBM2b �`2 +`Qbb@HBM;m�H 2MiBiB2b- 2X;X i?2 b2Mi2M+2 T�B` ǳ>2
TH�v2/ ?Bb 2MiB`2 ky@v2�` +�`22` rBi? i?2 GQb �M;2H2b G�F2`b
Q7 L"�Ǵ �M/ ǳ UBMV U?2V U7Q`V UGQb �M;2@
H2b G�F2`bV UrQ`FV UǶbV ky Uky@v2�`V U+�`22`V

UHB72VǴ- r?2`2 i?2 2M;HBb? 2MiBiv ǳGQb �M;2H2b G�F2`bǴ
�M/ *?BM2b2 2MiBiv ǳ Ǵ ?�p2 +`Qbb@HBM;m�H HBMFX

*QKT�`�#H2 b2Mi2M+2b K�v +QMi�BM Km+? MQBb2 �M/ 2p2M
#2 BM+Q``2+iHv 2ti`�+i2/X q2 rBHH /Bb+mbb Bi BM i?2 M2ti b2+@
iBQM- �M/ BMi`Q/m+2 irQ ivT2b Q7 �ii2MiBQM K2+?�MBbK QM
i?2K 7Q` +`Qbb@HBM;m�H bmT2`pBbBQMX

j J1h>P.
jXR 6`�K2rQ`F
jXk AMi2;`�iBM; JQMQ@HBM;m�H qQ`/b �M/ 1MiBiB2b
jXj 6`QK JQMQ@HBM;m�H iQ JmHiB@HBM;m�H

jXjXR *`Qbb@HBM;m�H 1MiBiv �HB;MK2MiX
jXjXk *QKT�`�#H2 a2Mi2M+2b :2M2`�iBQMX

Ls = | |Sen − Szh | |2 URV

jXjXj JQMQ@HBM;m�H �ii2MiBQMX
jXjX9 *`Qbb@HBM;m�H �ii2MiBQMX

jX9 h`�BMBM;
KQMQHBM;m�H rQ`/fK2MiBQM 2K#2//BM; H2�`MBM;

L =
∑

xi ∈D

∑

xo ∈C(xi )
HQ; P(xo |xi ) UkV

+`Qbb@HBM;m�H rQ`/ �HB;MK2Mi

L =
∑

(ei ,ej )∈Ec
| |C(ei ) − C(ej )| |2 UjV

r?2`2 Ec +QMi�BMb 2MiBiv T�B`b +QMM2+i2/ #v � +`Qbb@HBM;m�H
HBMFX

L =
∑

ei ∈E
HQ; P(N (ei )|ei ) +

∑

(ei ,ej )∈Ec
HQ; P(N (ej )|ei ) U9V

r?2`2 N (ei ) /2MQi2b i?2 M2B;?#Q` 2MiBiB2b QM i?2 FMQrH@
2/;2 M2irQ`FX

L =
∑

(ei ,mi )∈A
HQ; P(ei |mi ,C(ei )) +

∑

(ei ,ej )∈Ec
HQ; P(ej |mi ,C(ei ))

U8V

=

e
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BM irQ TQBMib, UBV F22TBM; � +QMbBbi2Mi Q#@
D2+iBp2 �b KQMQ@HBM;m�H rQ`/ QTiBKBx�iBQMě
i?2 rQ`/b b?�`BM; KQ`2 +QMi2tim�H rQ`/b ?�p2
bBKBH�` 2K#2//BM;b- `�i?2` i?�M i?2 rQ`/b
?�p2 � bT2+B�H ivT2 Q7 2[m�HBiv `2H�iBQMb Ui?2
b�K2 �b 2MiBiB2b BM am#a2+iBQM jXkVc UBBV �H@
H2pB�iBM; i?2 #m`/2M Q7 T�`�HH2H rQ`/b bBM+2
r2 �+im�HHv /QMǶi FMQr r?B+? rQ`/b �`2 2t@
�+iHv K�i+?2/ �+`Qbb H�M;m�;2b BM +QKT�`�@
#H2 b2Mi2M+2bX h?mb- r2 �TT`QtBK�i2Hv QTiB@
KBx2 1[m�iBQM k #v UBV }tBM; i?2 +QMi2ti rBM@
/Qr i?2 b�K2 �b Bib b2Mi2M+2 H2M;i?, skm ≈
wki +

∑
C(wki) �M/ UBBV mT/�iBM; i?2 2MiB`2

b2Mi2M+2 T�B` BM QM2 bi2T,

Ls =
∑

<skm,slm>∈Sk,l

||bFK − bHK||2 UjV

r?2`2 bFK Bb i?2 b2Mi2M+2 2K#2//BM;- r?B+?
rBHH #2 BMi`Q/m+2/ BM i?2 M2ti bm#b2+iBQMX �H@
i?Qm;? 7`QK /Bz2`2Mi T2`bT2+iBp2- r2 Q#i�BM �
bBKBH�` �bbmKTiBQM rBi? U"2M;BQ �M/ *Q``�/Q-
kyR8V, h?2 KQ`2 7`2[m2MiHv irQ rQ`/b Q++m` BM
T�`�HH2Hf+QKT�`�#H2 b2Mi2M+2 T�B`b- i?2 +HQb2`
i?2B` `2T`2b2Mi�iBQM rBHH #2X

*QKT�`2/ iQ T�`�HH2H b2Mi2M+2b- Qm` +QKT�@
`�#H2 b2Mi2M+2b �HH2pB�i2 i?2 T�`�HH2H #m`/2M #v
mbBM; T`2@2tBbiBM; +`Qbb@HBM;m�H `2bQm`+2b- #mi
�HbQ BMi`Q/m+2 Km+? MQBb2- Q` 2p2M BM+Q``2+iHv
;2M2`�i2/X L2ti- r2 BMi`Q/m+2 irQ ivT2b Q7
�ii2MiBQM K2+?�MBbKb iQ �//`2bb i?Bb Bbbm2X

EMQrH2/;2 �ii2MiBQM

EMQrH2/;2 �ii2MiBQM Bb BMi`Q/m+2/ iQ �pQB/
i?2 BM+Q``2+iHv H�#2HH2/ +QKT�`�#H2 b2Mi2M+2bX
AM am#b2+iBQM jXk- r2 bBKTHv +QM+�i2M�i2 b2p@
2`�H b2Mi2M+2b BM i?2 2MiBiv ekm T�;2 �`iB+H2b-
#mi bQK2 b2Mi2M+2b �`2 MQi `2H�i2/ iQ ekmX
h?mb- r2 }Hi2` Qmi bm+? b2Mi2M+2b pB� bQ7i@
�ii2MiBQM +QKTmi2/ #v K2�bm`BM; bBKBH�`Biv
rBi?BM i?2 ki? H�M;m�;2,

αn
km ∝ sim(2FK,

∑

wki∈snkm

rFB) U9V

r?2`2 αn
km Bb i?2 FMQrH2/;2 �ii2MiBQM Q7 i?2

ni? b2Mi2M+2 7Q` skmX LQi2 i?�i B7 i?2`2 Bb QMHv
QM2 b2Mi2M+2 ;2M2`�i2/ 7`QK ekm �`iB+H2b- αn

km
2[m�Hb iQ QM2X

*`Qbb@HBM;m�H �ii2MiBQM

*`Qbb@HBM;m�H �ii2MiBQM 7Q+mb2b QM TQi2MiB�H
BM7Q`K�iBQM 7`QK i?2 +QKT�`�#H2 b2Mi2M+2b

i?2Kb2Hp2bX h?Bb Bb iQ bQK2 2ti2Mi bBKBH�` rBi?
b2H7@�ii2MiBQM K2+?�MBbK- r?B+? Q#i�BM H2�`M@
BM; ;mB/�M+2 7`QK i?2 b2Mi2M+2 Bib2H7- #mi BM
+`Qbb@HBM;m�H b2iiBM;bX h?2 BMimBiBQM Bb iQ }M/
� TQbbB#H2 rQ`/ �HB;MK2Mi �+`Qbb H�M;m�;2b #v
TB+FBM; mT i?2 K�tBKmK bBKBH�`Biv,

αki,lj ∝ �`; K�t
wki∈skm,wlj∈slm

sim(wki, wlj) U8V

6BM�HHv- i?2 b2Mi2M+2 2K#2//BM; Bb i?2 �p2`@
�;2 bmK Q7 rQ`/ p2+iQ`b r2B;?i2/ #v i?2 +QK@
#BM�iBQM Q7 irQ ivT2b Q7 �ii2MiBQMb,

bFK =
∑

snkm∈skm

αn
km

∑

wki∈snkm

αki,ljrFB UeV

jX8 h`�BMBM;
Pmi T`QTQb2/ K2i?Q/ F22Tb � +QMbBbi2Mi �b@
bmKTiBQM i?�i rQ`/f2MiBiv b?�`BM; KQ`2 +QM@
i2tib ?�b bBKBH�` `2T`2b2Mi�iBQMbX h?mb- r2
/2}M2 i?2 Qp2`�HH Q#D2+iBp2 7mM+iBQM �b i?2 HBM@
2�` +QK#BM�iBQM,

L = Lc + γLs UdV

r?2`2 γ Bb � ?vT2`@T�`�K2i2` iQ imM2 i?2 27@
72+i Q7 +`Qbb@HBM;m�H `2;mH�`Bx2`- �M/ Bi +�M #2
QTiBKBx2/ i?`Qm;? �/�:`�/ a:. 2{+B2MiHvX

9 1tT2`BK2Mib
Pm` K�BM +QMi`B#miBQMb HB2 BM i?`22 T�`ib, URV
+QKT�`�#H2 b2Mi2M+2b 7Q` +`Qbb@HBM;m�H rQ`/
`2T`2b2Mi�iBQM H2�`MBM;c UkV i?2 M2r KmHiB@EL
iQ �m;K2Mi i?2 KQMQ@EL 7Q` H2�`MBM; bi`m+@
im`2/ FMQrH2/;2c UjV i?2 mMB}2/ 7`�K2rQ`F
i?�i 2M�#H2b +`Qbb@HBM;m�H i2ti �M/ FMQrH@
2/;2 #�b2 BM72`2M+2X h?2`27Q`2- r2 p2`B7v Qm`
K2i?Q/ QM i�bFb Q7 rQ`/ i`�MbH�iBQM- 2MiBiv `2@
H�i2/M2bb �M/ +`Qbb@HBM;m�H 2MiBiv HBMFBM; 7`QK
i?2 �#Qp2 i?`22 �bT2+ib- `2bT2+iBp2HvX

9XR 1tT2`BK2Mi a2iiBM;b
q2 +?QQb2 qBFBT2/B�- i?2 �T`BH kyRd /mKT- �b
i?2 KmHiB@HBM;m�H FMQrH2/;2 #�b2 �M/ bBt TQT@
mH�` H�M;m�;2b 7Q` 2p�Hm�iBQM- r?Qb2 bi�iBbiB+b
Bb b?QrM BM h�#H2 RX 6Q` #`2pBiv- r2 �/QTi
irQ@H2ii2` �##`2pB�iBQM iQ /2MQi2 H�M;m�;2bjX

j1M- w?- 1b- C�- Ai �M/ h` �`2 b?Q`i 7Q` 1M;HBb?-
*?BM2b2- aT�MBb?- C�T�M2b2- Ai�HB�M �M/ hm`FBb?- `2@
bT2+iBp2HvX

8

400

401

402

403

404

405

406

407

408

409

410

411

412

413

414

415

416

417

418

419

420

421

422

423

424

425

426

427

428

429

430

431

432

433

434

435

436

437

438

439

440

441

442

443

444

445

446

447

448

449

450

451

452

453

454

455

456

457

458

459

460

461

462

463

464

465

466

467

468

469

470

471

472

473

474

475

476

477

478

479

480

481

482

483

484

485

486

487

488

489

490

491

492

493

494

495

496

497

498

499

ACL 2018 Submission ***. Confidential Review Copy. DO NOT DISTRIBUTE.

+QMi`�/B+iBQM rBi? i?2 7�+i i?�i EQ#2 "`v�Mi
Bb i?2 bQM Q7 CQ2 "`v�Mi- MQ K�ii2` BM r?B+?
H�M;m�;2X

h?2`27Q`2- r2 #mBH/ KmHiB@EL #v K�FBM;
+`Qbb@HBM;m�H HBMF2/ 2MiBiB2b BM?2`Bi �HH i?2 `2@
H�iBQMb 7`QK 2�+? Qi?2`- bQ i?�i i?2v rBHH #2
2K#2//2/ +HQb2bi /m2 iQ i?2 KQbi +QKKQM
M2B;?#Q`bX *QM+`2i2Hv- r2 K2`;2 KQMQ@ELb
#v �//BM; 2/;2b 7`QK �HH M2B;?#Q`b Q7 2MiBiv
eki iQ elj B7 < eki, elj >∈ Rc UH�v2` 9VX

*QKT�`�#H2 a2Mi2M+2b

q2 miBHBx2 /Bbi�Mi bmT2`pBbBQM iQ ;2M2`�i2
+QKT�`�#H2 b2Mi2M+2b 7`QK qBFBT2/B� �`iB+H2bX
�b b?QrM BM 6B;m`2 k- i?2 irQ �`iB+H2b �`2
7`QK +`Qbb@HBM;m�H HBMF2/ 2MiBiB2b een,Kobe �M/
ezh,Kobe UH�v2` R� kVX q2 2ti`�+i i?Qb2 b2M@
i2M+2b BM+Hm/BM; �MQi?2` +`Qbb@HBM;m�H HBMF2/
2MiBiB2b een,Joe �M/ ezh,Joe UH�v2` jV �b +QKT�@
`�#H2 b2Mi2M+2bX

h?2 BMimBiBQM Bb i?�i r2 +QMbB/2` 2�+? b2M@
i2M+2 BM � qBFBT2/B� �`iB+H2 ?�b � Tb2m/Q
K2MiBQM Q7 i?2 T�;2 2MiBiv Ui�HFBM; bQK2i?BM;
�#Qmi i?2 2MiBivV Uu�K�/� 2i �HX- kyRdVX h?mb-
B7 � b2Mi2M+2 �HbQ K2MiBQMb �MQi?2` 2MiBiv- Bi
BKTHB+BiHv 2tT`2bb2b i?2B` `2H�iBQMX h?2`27Q`2-
r2 2ti2M/ i?2 �bbmKTiBQM BM `2H�iBQM 2ti`�+@
iBQM K2MiBQM2/ BM a2+iBQM k iQ KmHiB@HBM;m�H
b2iiBM;b, A7 irQ 2MiBiB2b T�`iB+BT�i2 BM � `2@
H�iBQM- �M/ #Qi? Q7 i?2K ?�p2 +`Qbb@HBM;m�H
HBMFb- �HH b2Mi2M+2b i?�i K2MiBQMb i?2b2 irQ
2MiBiB2b UTb2m/Q Q` MQiV �`2 +QKT�`�#H2 #v
2tT`2bbBM; i?�i `2H�iBQMXX 6Q` 2t�KTH2- i?2
+QKT�`�#H2 b2Mi2M+2b BM H�v2` j #Qi? 2tT`2bb
i?2 7�i?2`@bQM `2H�iBQMb?BT #2ir22M i?2 +`Qbb@
HBM;m�H HBMF2/ 2MiBiB2b < een,Kobe, ezh,Kobe >
�M/ < een,Joe, ezh,Joe >X

� +`Qbb@HBM;m�H HBMF2/ 2MiBiv K�v Q++m` b2p@
2`�H iBK2b BM � qBFBT2/B� �`iB+H2- �M/ r2 +QM@
+�i2M�i2 i?2K BMiQ � HQM;2` b2Mi2M+2- #mi i?Bb
rBHH #`BM; Km+? MQBb2- 2bT2+B�HHv bQK2 Q7 i?2
b2Mi2M+2b �`2 BM+Q``2+iHv 2ti`�+i2/X h?2`2@
7Q`2- r2 /2bB;M irQ ivT2b Q7 �ii2MiBQM iQ b2H2+i
i?2 KQbi BM7Q`K�iBp2 rQ`/b �M/ /2�H rBi? i?2
r`QM; H�#2HHBM; T`Q#H2K BM a2+iBQM jX9X

jXj JQMQ@HBM;m�H _2T`2b2Mi�iBQM
G2�`MBM; � JQ/2HBM; �HB;M2/
1MiBiB2b

�b K2MiBQM2/ �#Qp2- i?2 KmHiB@EL #`B/;2b
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Abstract

Jointly learning word and entity represen-
tations benefits many NLP tasks, while has
not been well explored in cross-lingual set-
tings. In this paper, we propose a novel
method that integrates cross-lingual word
and entity representation learning to enable
joint inference among knowledge base and
text across languages, capturing mutually
complementary knowledge. Instead of re-
liance on parallel data, we automatically
generate cross-lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-lingual
attention to select the most informative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.

1 Introduction

Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage both types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).

Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
e , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
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entity linking (Tsai and Roth, 2016; Yamada et al.,
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Most existing work jointly models KB and text
corpus to enhance each other by learning word and
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example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
e , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
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ther improve the performance. In exper-
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and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.
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lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
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KBs. Therefore, researchers leverage both types
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processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
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Most existing work jointly models KB and text
corpus to enhance each other by learning word and
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example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
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textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
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word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
e , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-
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tations benefits many NLP tasks, while has
not been well explored in cross-lingual set-
tings. In this paper, we propose a novel
method that integrates cross-lingual word
and entity representation learning to enable
joint inference among knowledge base and
text across languages, capturing mutually
complementary knowledge. Instead of re-
liance on parallel data, we automatically
generate cross-lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-lingual
attention to select the most informative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.

1 Introduction

Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage both types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).

Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
e , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-lingual
attention to select the most informative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.

1 Introduction

Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage both types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).

Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
eNBA , w , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
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tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
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The intuition is that, words and entities in
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meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
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fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
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study, the results on benchmark dataset
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et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
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lations. However, these methods only focus on
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In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
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may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
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various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
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2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
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been done in cross-lingual scenarios.
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may introduce inevitable errors. Our embeddings
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ity between entities and corresponding mentioned
words in different languages.
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differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
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Figure 1: The framework of our method. The inputs and outputs of each step are listed in the right
side, and in the left side there are three main components of joint representation learning. Red texts
with brackets are anchors, dashed lines between entities denote relations, and solid lines are cross-lingual
links.

mon neighbors have similar embeddings, no mat-
ter in which language, e.g., English entity Foust
and Chinese entity 福斯特 (Foust) are embed-
ded close in semantic space due to the common
neighborsNBA,All-star andNBA选秀 (draft), etc.
(3) Cross-lingual Sentence Regularizer aims to
learn mutually translated words with similar em-
beddings by pushing their cross-lingual contexts
(i.e. comparable sentences) together. For exam-
ple, English word basketball and the translated
Chinese word 篮球 frequently co-occur in com-
parable sentences, and are close in the semantic
space.
All word/entity embeddings are trained jointly

under a unified optimization objective. Next, we
will introduce how to generate bi-lingual EN and
comparable sentences as well as the three compo-
nents for joint representation learning in turn.

3.3 Cross-lingual Supervision Data
Generation

This section introduces how to extract more cross-
lingual clues from multi-lingual KB in the form of
bi-lingual EN and comparable sentences.

Bi-lingual Entity Network Construction

Conventional knowledge representation meth-
ods normally regard cross-lingual links as a spe-
cial equivalence type of relation between two en-
tities (Zhu et al., 2017). However, we argue that
this may mislead to an inconsistent training ob-

jective since a cross-lingual link actually contains
multiple relations. For example (Figure 1), there
will be no direct relation betweenChinese entity福
斯特 (Foust) and English entity Piston by merely
adding the equivalence relation between Foust and
福斯特, which is in contradiction with the fact that
Foust belongs to Piston, no matter in which lan-
guage.
Therefore, we build bi-lingual entity network by

making cross-lingual linked entities that inherit all
relations from each other. Concretely, we enhance
mono-EN by adding edges from all neighbors of
entity eei to ezj if < eei , e

z
j >∈ Re−z (layer 2).

e

Comparable Sentences Generation

We utilize distant supervision to generate com-
parable sentences from Wikipedia articles. As
shown in Figure 1, from the page articles of cross-
lingual linked entities eeKobe and e

z
Kobe, we extract

those sentences including another cross-lingual
linked entities eeJoe and ezJoe as comparable sen-
tences Se−z = {< sek, s

z
k >}.

The intuition is that we consider each sentence
in a Wikipedia article has a pseudo mention of
the page entity (talking something about the en-
tity) (Yamada et al., 2017). Thus, if a sentence also
mentions another entity, it implicitly expresses
their relation. Therefore, we make a similar as-
sumption as in relation extraction: If two enti-
ties participate in a relation, and both of them
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NBA

Lawrence Foust

All-star

[[Lawrence Michael Foust]] was
an American basketball player

who spent 12 seasons in [[NBA]]

NBA (zh)

·
[[ · ]] [[NBA]]
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M�K2Hv K2MiBQM b2Mb2- iQ /2�H rBi? i?2 �K#B;mBiv #2@
ir22M K2MiBQMb �M/ 2MiBiB2b U2X;X AM/2T2M/2M+2 .�v
pbX i?2 }HK 2MiBiv Q` i?2 ?QHB/�v 2MiBivV- �M/ 2p2M
?�`/2` �+`Qbb H�M;m�;2b U2X;X AM/2T2M/2M+2 .�v pbX
独立日 Q`美国独立日VX 6Q` +`Qbb@HBM;m�H �HB;MK2Mib-
r2 }`bi BMi`Q/m+2 +`Qbb@HBM;m�H ?vT2`HBMFb 2tBbiBM; BM
KmHiBHBM;m�H EMQrH2/;2 "�b2 U2X;X qBFBT2B/�V �b bm@
T2`pBbBQM- �M/ BMi2;`�i2 i?`22 /Bz2`2Mi ivT2b Q7 �HB;M@
K2Mib, rQ`/b- 2MiBiB2b �M/ #Qi?- BMiQ � mMB}2/ Q#D2+@
iBp2X h?2 #�bB+ B/2� Bb i?2 2MiBiB2b HBMF2/ �+`Qbb H�M@
;m�;2b b?QmH/ ?�p2 bBKBH�` `2T`2b2Mi�iBQMb- �M/ bQ
/Q i?2B` M2B;?#Q` 2MiBiB2b �M/ +QMi2ti rQ`/b BM i2ti
+Q`TmbX

AM i?Bb T�T2`- r2 T`QTQb2 � MQp2H #BHBM;m�H KmHiB@
T`QiQivT2 K2MiBQM 2K#2//BM; KQ/2H i?�i DQBMiHv H2�`Mb

rQ`/- K2MiBQM �M/ 2MiBiv 2K#2//BM;b �+`Qbb H�M;m�;2bX
6QHHQrBM;

K2MiBQM b2Mb2
+QMi2ti

k J1h>P.
kXR *`Qbb@HBM;m�H qQ`/

_2T`2b2Mi�iBQM G2�`MBM;

Sen Szh een ezh URV

KQMQHBM;m�H rQ`/fK2MiBQM 2K#2//BM; H2�`MBM;

L =
∑

xi ∈D

∑

xo ∈C(xi )
HQ; P(xo |xi) UkV

+`Qbb@HBM;m�H rQ`/ �HB;MK2Mi

L =
∑

(ei ,ej )∈Ec
| |C(ei) − C(e j)| |2 UjV

r?2`2 Ec +QMi�BMb 2MiBiv T�B`b +QMM2+i2/ #v � +`Qbb@
HBM;m�H HBMFX

kXk *`Qbb@HBM;m�H 1MiBiv
_2T`2b2Mi�iBQM G2�`MBM;

L =
∑

ei ∈E
HQ; P(N (ei)|ei) +

∑

(ei ,ej )∈Ec
HQ; P(N (e j)|ei)

U9V
r?2`2 N (ei) /2MQi2b i?2 M2B;?#Q` 2MiBiB2b QM i?2

FMQrH2/;2 M2irQ`FX

kXj *`Qbb@HBM;m�H �HB;MK2Mi
L =

∑

(ei ,mi )∈A
HQ; P(ei |mi ,C(ei)) +

∑

(ei ,ej )∈Ec
HQ; P(e j |mi ,C(ei))

U8V

RRd
RR3
RRN
Rky
RkR
Rkk
Rkj
Rk9
Rk8
Rke
Rkd
Rk3
RkN
Rjy
RjR
Rjk
Rjj
Rj9
Rj8
Rje
Rjd
Rj3
RjN
R9y
R9R
R9k
R9j
R99
R98
R9e
R9d
R93
R9N
R8y
R8R
R8k
R8j
R89
R88
R8e
R8d
R83
R8N
Rey
ReR
Rek
Rej
Re9
Re8
Ree
Red
Re3
ReN
Rdy
RdR
Rdk
Rdj
Rd9

qqq kyR3- �T`BH kj@kd- kyR3- GvQM- 6`�M+2 �MQMX

Rd8
Rde
Rdd
Rd3
RdN
R3y
R3R
R3k
R3j
R39
R38
R3e
R3d
R33
R3N
RNy
RNR
RNk
RNj
RN9
RN8
RNe
RNd
RN3
RNN
kyy
kyR
kyk
kyj
ky9
ky8
kye
kyd
ky3
kyN
kRy
kRR
kRk
kRj
kR9
kR8
kRe
kRd
kR3
kRN
kky
kkR
kkk
kkj
kk9
kk8
kke
kkd
kk3
kkN
kjy
kjR
kjk

irQ /Bz2`2Mi 2MiBiB2b- "�MF �M/ "�MF U;2Q;`�T?vVX
AM i?2 KmHiBHBM;m�H b2iiBM;b- i?Bb Bbbm2 Q7 �K#B;mBiv
#2+QK2b KQ`2 b2p2`2X

*`Qbb@HBM;m�H qQ`/ �HB;MK2Mi � H�`;2 MmK#2` Q7
K2i?Q/b 7Q+mb QM mbBM; T�`�HH2H +Q`Tmb UBX2X �HB;M2/
rQ`/b- b2Mi2M+2bV �b +`Qbb@HBM;m�H bmT2`pBbBQM bB;M�Hb
iQ �HB;M bBKBH�` rQ`/b BM #Qi? H�M;m�;2b (RĜ9- dĜ
N)X >Qr2p2`- i?2 T�`�HH2H +Q`Tmb Bb 2tT2MbBp2 iQ Q#@
i�BM �M/ mbm�HHv Bb QMHv �p�BH�#H2 7Q` +2`i�BM M�`@
`Qr /QK�BMb r?B+? BMi`Q/m+2b � bi`QM; /QK�BM #B�b
BMiQ i?2 H2�`MBM; T`Q+2bb (R)X hQ �HH2pB�i2 i?2 #m`@
/2M Q7 Q#i�BMBM; T�`�HH2H +Q`Tmb- (RR- Rk) b?m|2 UBX2X
`�M/QKHv Q` H2M;i?@`�iBQV 2�+? T�B` Q7 +QKT�`�#H2
/Q+mK2Mib i?�i b?�`2 � +QKKQM i?2K2 BM /Bz2`2Mi
H�M;m�;2b iQ +QMbi`m+i Tb2m/Q #BHBM;m�H /Q+mK2Mib
/B`2+iHv 7Q` #BHBM;m�H rQ`/ `2T`2b2Mi�iBQM H2�`MBM;X
>Qr2p2`- i?2 b?m|2 bi`�i2;v Bb ?�`/ iQ +QMi`QH i?2
[m�HBiv Q7 Tb2m/Q #BHBM;m�H /Q+mK2Mib- r?B+? bmz2`b
7`QK � bm#@QTiBKBx�iBQM Bbbm2 /m2 iQ �++B/2Mi�HHv ǳ#�/
b?m|2bǴX

hQ �//`2bb i?2b2 +?�HH2M;2b- r2 T`QTQb2 iQ H2�`M
KmHiBTH2 2K#2//BM; p2+iQ`b 7Q` 2�+? 2MiBiv K2MiBQM-
M�K2Hv K2MiBQM b2Mb2- iQ /2�H rBi? i?2 �K#B;mBiv #2@
ir22M K2MiBQMb �M/ 2MiBiB2b U2X;X AM/2T2M/2M+2 .�v
pbX i?2 }HK 2MiBiv Q` i?2 ?QHB/�v 2MiBivV- �M/ 2p2M
?�`/2` �+`Qbb H�M;m�;2b U2X;X AM/2T2M/2M+2 .�v pbX
独立日 Q`美国独立日VX 6Q` +`Qbb@HBM;m�H �HB;MK2Mib-
r2 }`bi BMi`Q/m+2 +`Qbb@HBM;m�H ?vT2`HBMFb 2tBbiBM; BM
KmHiBHBM;m�H EMQrH2/;2 "�b2 U2X;X qBFBT2B/�V �b bm@
T2`pBbBQM- �M/ BMi2;`�i2 i?`22 /Bz2`2Mi ivT2b Q7 �HB;M@
K2Mib, rQ`/b- 2MiBiB2b �M/ #Qi?- BMiQ � mMB}2/ Q#D2+@
iBp2X h?2 #�bB+ B/2� Bb i?2 2MiBiB2b HBMF2/ �+`Qbb H�M@
;m�;2b b?QmH/ ?�p2 bBKBH�` `2T`2b2Mi�iBQMb- �M/ bQ
/Q i?2B` M2B;?#Q` 2MiBiB2b �M/ +QMi2ti rQ`/b BM i2ti
+Q`TmbX

AM i?Bb T�T2`- r2 T`QTQb2 � MQp2H #BHBM;m�H KmHiB@
T`QiQivT2 K2MiBQM 2K#2//BM; KQ/2H i?�i DQBMiHv H2�`Mb

rQ`/- K2MiBQM �M/ 2MiBiv 2K#2//BM;b �+`Qbb H�M;m�;2bX
6QHHQrBM;

K2MiBQM b2Mb2
+QMi2ti

k J1h>P.
kXR *`Qbb@HBM;m�H qQ`/

_2T`2b2Mi�iBQM G2�`MBM;

Sen Szh een ezh URV

KQMQHBM;m�H rQ`/fK2MiBQM 2K#2//BM; H2�`MBM;

L =
∑

xi ∈D

∑

xo ∈C(xi )
HQ; P(xo |xi) UkV

+`Qbb@HBM;m�H rQ`/ �HB;MK2Mi

L =
∑

(ei ,ej )∈Ec
| |C(ei) − C(e j)| |2 UjV

r?2`2 Ec +QMi�BMb 2MiBiv T�B`b +QMM2+i2/ #v � +`Qbb@
HBM;m�H HBMFX

kXk *`Qbb@HBM;m�H 1MiBiv
_2T`2b2Mi�iBQM G2�`MBM;

L =
∑

ei ∈E
HQ; P(N (ei)|ei) +

∑

(ei ,ej )∈Ec
HQ; P(N (e j)|ei)

U9V
r?2`2 N (ei) /2MQi2b i?2 M2B;?#Q` 2MiBiB2b QM i?2

FMQrH2/;2 M2irQ`FX

kXj *`Qbb@HBM;m�H �HB;MK2Mi
L =

∑

(ei ,mi )∈A
HQ; P(ei |mi ,C(ei)) +

∑

(ei ,ej )∈Ec
HQ; P(e j |mi ,C(ei))

U8V

was

Lawrence
NBA

NBA (zh)

basketball

Semantic Space

Representation
Learning

Cross-lingual
Sentence Regularizer

Cross-lingual
Entity Regularizer

[[ · ]] [[NBA]]

All-star

[[Lawrence Michael Foust]] was an American basketball 
player who spent 12 seasons in [[NBA]]

·

NBA
NBA (zh)

Comparable Sentences

Bi-lingual EN

att
att

att

… …

kjj
kj9
kj8
kje
kjd
kj3
kjN
k9y
k9R
k9k
k9j
k99
k98
k9e
k9d
k93
k9N
k8y
k8R
k8k
k8j
k89
k88
k8e
k8d
k83
k8N
key
keR
kek
kej
ke9
ke8
kee
ked
ke3
keN
kdy
kdR
kdk
kdj
kd9
kd8
kde
kdd
kd3
kdN
k3y
k3R
k3k
k3j
k39
k38
k3e
k3d
k33
k3N
kNy

AMi2;`�iBM; JmHiBHBM;m�H EMQrH2/;2 "�b2 �M/ h2ti pB� �ii2MiBp2 .Bbi�Mi amT2`pBbBQM qqq kyR3- �T`BH kj@kd- kyR3- GvQM- 6`�M+2

kNR
kNk
kNj
kN9
kN8
kNe
kNd
kN3
kNN
jyy
jyR
jyk
jyj
jy9
jy8
jye
jyd
jy3
jyN
jRy
jRR
jRk
jRj
jR9
jR8
jRe
jRd
jR3
jRN
jky
jkR
jkk
jkj
jk9
jk8
jke
jkd
jk3
jkN
jjy
jjR
jjk
jjj
jj9
jj8
jje
jjd
jj3
jjN
j9y
j9R
j9k
j9j
j99
j98
j9e
j9d
j93

6B;m`2 k, qBFBT2/B� S�;2b Q7 *`Qbb@HBM;m�H GBMF2/ 1M;HBb? 1MiBiv �M/ *?BM2b2 1MiBiv �#Qmi ǳEQ#2 "`v�MiǴX

r2HH BM `2H�iBQM 2ti`�+iBQM (N- R8- R3- ky- kj- j9)X AMbi2�/ Q7
`2HvBM; �MMQi�i2/ i2ti- Bi 2KTHQvb FMQrH2/;2 #�b2b �b bQm`+2
Q7 bmT2`pBbBQM #v �HB;MBM; i?2 ;Bp2M FMQrH2/;2 #�b2 iQ i2ti
7QHHQrBM; i?2 �bbmKTiBQM, ǳA7 irQ 2MiBiB2b T�`iB+BT�i2 BM �
`2H�iBQM- �HH b2Mi2M+2b i?�i K2MiBQM i?2b2 irQ 2MiBiB2b 2tT`2bb
i?�i `2H�iBQMǴ (ky)X

hQ ;2M2`�i2 ?B;?2` [m�HBiv +QKT�`�#H2 /�i� �miQK�iB+�HHv-
r2 T`QTQb2 iQ BM+Q`TQ`�i2 /Bbi�Mi bmT2`pBbBQM i2+?MB[m2 BMiQ
+`Qbb@HBM;m�H `2T`2b2Mi�iBQM H2�`MBM;X aBKBH�`Hv- r2 �bbmK2
i?�i,

A7 irQ +QKT�`�#H2 /Q+mK2Mib K2MiBQM2/ � T�B`
Q7 +`Qbb@HBM;m�H HBMF2/ 2MiBiB2b- i?2 b2Mi2M+2b +QM@
i�BMBM; i?2K 2tT`2bb i?2 b�K2 �bT2+i Q7 i?2 +QK@
KQM i?2K2X

h?Bb ivT2 Q7 b2Mi2M+2b �`2 MQi Kmim�HHv i`�MbH�i2/- #mi
i?2v Q#pBQmbHv ?�p2 bBKBH�` b2K�MiB+b- M�K2Hv +QKT�`�#H2
b2Mi2M+2bX 6B;m`2 k b?Qrb bQK2 +QKT�`�#H2 b2Mi2M+2 T�B`
+QHQ`2/ BM ;`22M �M/ i?2 `2/ `2+i�M;H2b +QMM2+i2/ #v /�b?2/
HBM2b �`2 +`Qbb@HBM;m�H 2MiBiB2b- 2X;X i?2 b2Mi2M+2 T�B` ǳ>2
TH�v2/ ?Bb 2MiB`2 ky@v2�` +�`22` rBi? i?2 GQb �M;2H2b G�F2`b
Q7 L"�Ǵ �M/ ǳ UBMV U?2V U7Q`V UGQb �M;2@
H2b G�F2`bV UrQ`FV UǶbV ky Uky@v2�`V U+�`22`V

UHB72VǴ- r?2`2 i?2 2M;HBb? 2MiBiv ǳGQb �M;2H2b G�F2`bǴ
�M/ *?BM2b2 2MiBiv ǳ Ǵ ?�p2 +`Qbb@HBM;m�H HBMFX

*QKT�`�#H2 b2Mi2M+2b K�v +QMi�BM Km+? MQBb2 �M/ 2p2M
#2 BM+Q``2+iHv 2ti`�+i2/X q2 rBHH /Bb+mbb Bi BM i?2 M2ti b2+@
iBQM- �M/ BMi`Q/m+2 irQ ivT2b Q7 �ii2MiBQM K2+?�MBbK QM
i?2K 7Q` +`Qbb@HBM;m�H bmT2`pBbBQMX

j J1h>P.
jXR 6`�K2rQ`F
jXk AMi2;`�iBM; JQMQ@HBM;m�H qQ`/b �M/ 1MiBiB2b
jXj 6`QK JQMQ@HBM;m�H iQ JmHiB@HBM;m�H

jXjXR *`Qbb@HBM;m�H 1MiBiv �HB;MK2MiX
jXjXk *QKT�`�#H2 a2Mi2M+2b :2M2`�iBQMX

Ls = | |Sen − Szh | |2 URV

jXjXj JQMQ@HBM;m�H �ii2MiBQMX
jXjX9 *`Qbb@HBM;m�H �ii2MiBQMX

jX9 h`�BMBM;
KQMQHBM;m�H rQ`/fK2MiBQM 2K#2//BM; H2�`MBM;

L =
∑

xi ∈D

∑

xo ∈C(xi )
HQ; P(xo |xi ) UkV

+`Qbb@HBM;m�H rQ`/ �HB;MK2Mi

L =
∑

(ei ,ej )∈Ec
| |C(ei ) − C(ej )| |2 UjV

r?2`2 Ec +QMi�BMb 2MiBiv T�B`b +QMM2+i2/ #v � +`Qbb@HBM;m�H
HBMFX

L =
∑

ei ∈E
HQ; P(N (ei )|ei ) +

∑

(ei ,ej )∈Ec
HQ; P(N (ej )|ei ) U9V

r?2`2 N (ei ) /2MQi2b i?2 M2B;?#Q` 2MiBiB2b QM i?2 FMQrH@
2/;2 M2irQ`FX

L =
∑

(ei ,mi )∈A
HQ; P(ei |mi ,C(ei )) +

∑

(ei ,ej )∈Ec
HQ; P(ej |mi ,C(ei ))

U8V

=
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BM irQ TQBMib, UBV F22TBM; � +QMbBbi2Mi Q#@
D2+iBp2 �b KQMQ@HBM;m�H rQ`/ QTiBKBx�iBQMě
i?2 rQ`/b b?�`BM; KQ`2 +QMi2tim�H rQ`/b ?�p2
bBKBH�` 2K#2//BM;b- `�i?2` i?�M i?2 rQ`/b
?�p2 � bT2+B�H ivT2 Q7 2[m�HBiv `2H�iBQMb Ui?2
b�K2 �b 2MiBiB2b BM am#a2+iBQM jXkVc UBBV �H@
H2pB�iBM; i?2 #m`/2M Q7 T�`�HH2H rQ`/b bBM+2
r2 �+im�HHv /QMǶi FMQr r?B+? rQ`/b �`2 2t@
�+iHv K�i+?2/ �+`Qbb H�M;m�;2b BM +QKT�`�@
#H2 b2Mi2M+2bX h?mb- r2 �TT`QtBK�i2Hv QTiB@
KBx2 1[m�iBQM k #v UBV }tBM; i?2 +QMi2ti rBM@
/Qr i?2 b�K2 �b Bib b2Mi2M+2 H2M;i?, skm ≈
wki +

∑
C(wki) �M/ UBBV mT/�iBM; i?2 2MiB`2

b2Mi2M+2 T�B` BM QM2 bi2T,

Ls =
∑

<skm,slm>∈Sk,l

||bFK − bHK||2 UjV

r?2`2 bFK Bb i?2 b2Mi2M+2 2K#2//BM;- r?B+?
rBHH #2 BMi`Q/m+2/ BM i?2 M2ti bm#b2+iBQMX �H@
i?Qm;? 7`QK /Bz2`2Mi T2`bT2+iBp2- r2 Q#i�BM �
bBKBH�` �bbmKTiBQM rBi? U"2M;BQ �M/ *Q``�/Q-
kyR8V, h?2 KQ`2 7`2[m2MiHv irQ rQ`/b Q++m` BM
T�`�HH2Hf+QKT�`�#H2 b2Mi2M+2 T�B`b- i?2 +HQb2`
i?2B` `2T`2b2Mi�iBQM rBHH #2X

*QKT�`2/ iQ T�`�HH2H b2Mi2M+2b- Qm` +QKT�@
`�#H2 b2Mi2M+2b �HH2pB�i2 i?2 T�`�HH2H #m`/2M #v
mbBM; T`2@2tBbiBM; +`Qbb@HBM;m�H `2bQm`+2b- #mi
�HbQ BMi`Q/m+2 Km+? MQBb2- Q` 2p2M BM+Q``2+iHv
;2M2`�i2/X L2ti- r2 BMi`Q/m+2 irQ ivT2b Q7
�ii2MiBQM K2+?�MBbKb iQ �//`2bb i?Bb Bbbm2X

EMQrH2/;2 �ii2MiBQM

EMQrH2/;2 �ii2MiBQM Bb BMi`Q/m+2/ iQ �pQB/
i?2 BM+Q``2+iHv H�#2HH2/ +QKT�`�#H2 b2Mi2M+2bX
AM am#b2+iBQM jXk- r2 bBKTHv +QM+�i2M�i2 b2p@
2`�H b2Mi2M+2b BM i?2 2MiBiv ekm T�;2 �`iB+H2b-
#mi bQK2 b2Mi2M+2b �`2 MQi `2H�i2/ iQ ekmX
h?mb- r2 }Hi2` Qmi bm+? b2Mi2M+2b pB� bQ7i@
�ii2MiBQM +QKTmi2/ #v K2�bm`BM; bBKBH�`Biv
rBi?BM i?2 ki? H�M;m�;2,

αn
km ∝ sim(2FK,

∑

wki∈snkm

rFB) U9V

r?2`2 αn
km Bb i?2 FMQrH2/;2 �ii2MiBQM Q7 i?2

ni? b2Mi2M+2 7Q` skmX LQi2 i?�i B7 i?2`2 Bb QMHv
QM2 b2Mi2M+2 ;2M2`�i2/ 7`QK ekm �`iB+H2b- αn

km
2[m�Hb iQ QM2X

*`Qbb@HBM;m�H �ii2MiBQM

*`Qbb@HBM;m�H �ii2MiBQM 7Q+mb2b QM TQi2MiB�H
BM7Q`K�iBQM 7`QK i?2 +QKT�`�#H2 b2Mi2M+2b

i?2Kb2Hp2bX h?Bb Bb iQ bQK2 2ti2Mi bBKBH�` rBi?
b2H7@�ii2MiBQM K2+?�MBbK- r?B+? Q#i�BM H2�`M@
BM; ;mB/�M+2 7`QK i?2 b2Mi2M+2 Bib2H7- #mi BM
+`Qbb@HBM;m�H b2iiBM;bX h?2 BMimBiBQM Bb iQ }M/
� TQbbB#H2 rQ`/ �HB;MK2Mi �+`Qbb H�M;m�;2b #v
TB+FBM; mT i?2 K�tBKmK bBKBH�`Biv,

αki,lj ∝ �`; K�t
wki∈skm,wlj∈slm

sim(wki, wlj) U8V

6BM�HHv- i?2 b2Mi2M+2 2K#2//BM; Bb i?2 �p2`@
�;2 bmK Q7 rQ`/ p2+iQ`b r2B;?i2/ #v i?2 +QK@
#BM�iBQM Q7 irQ ivT2b Q7 �ii2MiBQMb,

bFK =
∑

snkm∈skm

αn
km

∑

wki∈snkm

αki,ljrFB UeV

jX8 h`�BMBM;
Pmi T`QTQb2/ K2i?Q/ F22Tb � +QMbBbi2Mi �b@
bmKTiBQM i?�i rQ`/f2MiBiv b?�`BM; KQ`2 +QM@
i2tib ?�b bBKBH�` `2T`2b2Mi�iBQMbX h?mb- r2
/2}M2 i?2 Qp2`�HH Q#D2+iBp2 7mM+iBQM �b i?2 HBM@
2�` +QK#BM�iBQM,

L = Lc + γLs UdV

r?2`2 γ Bb � ?vT2`@T�`�K2i2` iQ imM2 i?2 27@
72+i Q7 +`Qbb@HBM;m�H `2;mH�`Bx2`- �M/ Bi +�M #2
QTiBKBx2/ i?`Qm;? �/�:`�/ a:. 2{+B2MiHvX

9 1tT2`BK2Mib
Pm` K�BM +QMi`B#miBQMb HB2 BM i?`22 T�`ib, URV
+QKT�`�#H2 b2Mi2M+2b 7Q` +`Qbb@HBM;m�H rQ`/
`2T`2b2Mi�iBQM H2�`MBM;c UkV i?2 M2r KmHiB@EL
iQ �m;K2Mi i?2 KQMQ@EL 7Q` H2�`MBM; bi`m+@
im`2/ FMQrH2/;2c UjV i?2 mMB}2/ 7`�K2rQ`F
i?�i 2M�#H2b +`Qbb@HBM;m�H i2ti �M/ FMQrH@
2/;2 #�b2 BM72`2M+2X h?2`27Q`2- r2 p2`B7v Qm`
K2i?Q/ QM i�bFb Q7 rQ`/ i`�MbH�iBQM- 2MiBiv `2@
H�i2/M2bb �M/ +`Qbb@HBM;m�H 2MiBiv HBMFBM; 7`QK
i?2 �#Qp2 i?`22 �bT2+ib- `2bT2+iBp2HvX

9XR 1tT2`BK2Mi a2iiBM;b
q2 +?QQb2 qBFBT2/B�- i?2 �T`BH kyRd /mKT- �b
i?2 KmHiB@HBM;m�H FMQrH2/;2 #�b2 �M/ bBt TQT@
mH�` H�M;m�;2b 7Q` 2p�Hm�iBQM- r?Qb2 bi�iBbiB+b
Bb b?QrM BM h�#H2 RX 6Q` #`2pBiv- r2 �/QTi
irQ@H2ii2` �##`2pB�iBQM iQ /2MQi2 H�M;m�;2bjX

j1M- w?- 1b- C�- Ai �M/ h` �`2 b?Q`i 7Q` 1M;HBb?-
*?BM2b2- aT�MBb?- C�T�M2b2- Ai�HB�M �M/ hm`FBb?- `2@
bT2+iBp2HvX
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+QMi`�/B+iBQM rBi? i?2 7�+i i?�i EQ#2 "`v�Mi
Bb i?2 bQM Q7 CQ2 "`v�Mi- MQ K�ii2` BM r?B+?
H�M;m�;2X

h?2`27Q`2- r2 #mBH/ KmHiB@EL #v K�FBM;
+`Qbb@HBM;m�H HBMF2/ 2MiBiB2b BM?2`Bi �HH i?2 `2@
H�iBQMb 7`QK 2�+? Qi?2`- bQ i?�i i?2v rBHH #2
2K#2//2/ +HQb2bi /m2 iQ i?2 KQbi +QKKQM
M2B;?#Q`bX *QM+`2i2Hv- r2 K2`;2 KQMQ@ELb
#v �//BM; 2/;2b 7`QK �HH M2B;?#Q`b Q7 2MiBiv
eki iQ elj B7 < eki, elj >∈ Rc UH�v2` 9VX

*QKT�`�#H2 a2Mi2M+2b

q2 miBHBx2 /Bbi�Mi bmT2`pBbBQM iQ ;2M2`�i2
+QKT�`�#H2 b2Mi2M+2b 7`QK qBFBT2/B� �`iB+H2bX
�b b?QrM BM 6B;m`2 k- i?2 irQ �`iB+H2b �`2
7`QK +`Qbb@HBM;m�H HBMF2/ 2MiBiB2b een,Kobe �M/
ezh,Kobe UH�v2` R� kVX q2 2ti`�+i i?Qb2 b2M@
i2M+2b BM+Hm/BM; �MQi?2` +`Qbb@HBM;m�H HBMF2/
2MiBiB2b een,Joe �M/ ezh,Joe UH�v2` jV �b +QKT�@
`�#H2 b2Mi2M+2bX

h?2 BMimBiBQM Bb i?�i r2 +QMbB/2` 2�+? b2M@
i2M+2 BM � qBFBT2/B� �`iB+H2 ?�b � Tb2m/Q
K2MiBQM Q7 i?2 T�;2 2MiBiv Ui�HFBM; bQK2i?BM;
�#Qmi i?2 2MiBivV Uu�K�/� 2i �HX- kyRdVX h?mb-
B7 � b2Mi2M+2 �HbQ K2MiBQMb �MQi?2` 2MiBiv- Bi
BKTHB+BiHv 2tT`2bb2b i?2B` `2H�iBQMX h?2`27Q`2-
r2 2ti2M/ i?2 �bbmKTiBQM BM `2H�iBQM 2ti`�+@
iBQM K2MiBQM2/ BM a2+iBQM k iQ KmHiB@HBM;m�H
b2iiBM;b, A7 irQ 2MiBiB2b T�`iB+BT�i2 BM � `2@
H�iBQM- �M/ #Qi? Q7 i?2K ?�p2 +`Qbb@HBM;m�H
HBMFb- �HH b2Mi2M+2b i?�i K2MiBQMb i?2b2 irQ
2MiBiB2b UTb2m/Q Q` MQiV �`2 +QKT�`�#H2 #v
2tT`2bbBM; i?�i `2H�iBQMXX 6Q` 2t�KTH2- i?2
+QKT�`�#H2 b2Mi2M+2b BM H�v2` j #Qi? 2tT`2bb
i?2 7�i?2`@bQM `2H�iBQMb?BT #2ir22M i?2 +`Qbb@
HBM;m�H HBMF2/ 2MiBiB2b < een,Kobe, ezh,Kobe >
�M/ < een,Joe, ezh,Joe >X

� +`Qbb@HBM;m�H HBMF2/ 2MiBiv K�v Q++m` b2p@
2`�H iBK2b BM � qBFBT2/B� �`iB+H2- �M/ r2 +QM@
+�i2M�i2 i?2K BMiQ � HQM;2` b2Mi2M+2- #mi i?Bb
rBHH #`BM; Km+? MQBb2- 2bT2+B�HHv bQK2 Q7 i?2
b2Mi2M+2b �`2 BM+Q``2+iHv 2ti`�+i2/X h?2`2@
7Q`2- r2 /2bB;M irQ ivT2b Q7 �ii2MiBQM iQ b2H2+i
i?2 KQbi BM7Q`K�iBp2 rQ`/b �M/ /2�H rBi? i?2
r`QM; H�#2HHBM; T`Q#H2K BM a2+iBQM jX9X

jXj JQMQ@HBM;m�H _2T`2b2Mi�iBQM
G2�`MBM; � JQ/2HBM; �HB;M2/
1MiBiB2b

�b K2MiBQM2/ �#Qp2- i?2 KmHiB@EL #`B/;2b
i?2 H�M;m�;2 ;�T 7QHHQrBM; i?2 b�K2 i`�BMBM;

Q#D2+iBp2 �b KQMQ@ELX 6QHHQrBM; i?2 KQMQ@
HBM;m�H rQ`F Uu�K�/� 2i �HX- kyRec *�Q 2i �HX-
kyRdV- r2 2ti2M/ i?2 aFBT@;`�K KQ/2H iQ
KQMQ@HBM;m�H rQ`/b �M/ +`Qbb@HBM;m�H 2MiBiB2b
r?BH2 F22T � +QMbBbi2Mi QTiBKBx�iBQM 7mM+iBQMX
Ai mb2b i?2 +m``2Mi rQ`/f2MiBiv iQ T`2/B+i Bib
+QMi2tim�H rQ`/bf2MiBiB2b ;Bp2M i?2 +Q?2`2M+2
BM7Q`K�iBQM BM i2ti +Q`Tmb D- �M+?Q`bA �M/
KmHiB@EL KN #v K�tBKBxBM; i?2 �p2`�;2 HQ;@
T`Q#�#BHBiv,

Lc =
∑

xi∈{D,A,KN}

HQ;P (C(xi)|xi) URV

r?2`2 xi Bb 2Bi?2` � rQ`/ Q` �M 2MiBiv-
�M/ C(xi) /2MQi2b i?2 +QMi2tib rBi?BM � T`2@
/2}M2/ rBM/QrX LQi2 i?�i C(xi) /Bz2`b � HBi@
iH2 �HQM; rBi? xi, URV +QMi2tim�H rQ`/b r?2M
xi ∈ Dc UkV M2B;?#Q` 2MiBiB2b i?�i HBMF2/ rBi?
2MiBiv xi ∈ KN c UjV +QMi2tim�H rQ`/b Q7 rQ`/
K2MiBQM wj BM �M �M+?Q` r?2M xi /2MQi2b i?2
2MiBiv BM �M+?Q` < wj , ei >∈ AX

h?mb- rQ`/b �M/ 2MiBiB2b i?�i 7`2[m2MiHv
Q++m` iQ;2i?2` b?�`2 KQ`2 +QKKQM +QMi2tib-
�M/ ?�p2 bBKBH�` 2K#2//BM;bX �b b?QrM
BM 6B;m`2 k- een,Joe Q++m`b rBi? wen,player-
wen,NBA iQ;2i?2` �M/ i?2v b?�`2 i?2 +QKKQM
+QMi2ti rQ`/b- bQ i?2v �`2 +HQb2 BM i?2 b2@
K�MiB+ bT�+2X aBKBH�`Hv- 2MiBiB2b b?�`BM; KQ`2
M2B;?#Q` 2MiBiB2b i2M/ iQ #2 +HQb2- 2X;X- /m2 iQ
i?2 b�K2 M2B;?#Q` 2MiBiv een,LosAngelesLakers-
2MiBiB2b een,Joe- een,Kobe �M/ ezh,Kobe ?�p2 bBK@
BH�` `2T`2b2Mi�iBQMbX

jX9 *`Qbb@HBM;m�H a2Mi2M+2 _2;mH�`Bx2`
*QKT�`�#H2 b2Mi2M+2b �`2 `2;�`/2/ �b +`Qbb@
HBM;m�H +QMi2tib Q7 2�+? Qi?2` �++Q`/BM; iQ
am#a2+iBQM jXkX AMbi2�/ Q7 T`2/B+iBQM KQ/2H-
r2 T`272` iQ KBMBKBx2 i?2 1m+HB/2�M /Bbi�M+2
#2ir22M i?2 i�`;2i rQ`/ wki �M/ Bib +`Qbb@
HBM;m�H +QMi2tim�H rQ`/b Cl(wki) BM i?2 +QK@
T�`�#H2 b2Mi2M+2b,

Ls =
∑

<skm,slm∈Sk,l

∑

wki∈skm

||wki −
∑

Cl(wki)||2

UkV
r?2`2 < skm, slm >∈ Sk,l Bb i?2 mi? b2M@

i2M+2 T�B` BM i?2 ki? �M/ li? H�M;m�;2b- `2@
bT2+iBp2HvX lMHBF2 +QMp2MiBQM�H H2tB+QM #�b2/
K2i?Q/b- r?B+? KBMBKBx2 i?2 /Bbi�M+2 Q7 T�`@
�HH2H rQ`/b- i?2 `2�bQM Q7 bm+? `2;mH�`Bx2` HB2b
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Abstract

Jointly learning word and entity represen-
tations benefits many NLP tasks, while has
not been well explored in cross-lingual set-
tings. In this paper, we propose a novel
method that integrates cross-lingual word
and entity representation learning to enable
joint inference among knowledge base and
text across languages, capturing mutually
complementary knowledge. Instead of re-
liance on parallel data, we automatically
generate cross-lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-lingual
attention to select the most informative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.

1 Introduction

Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage both types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).

Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
e , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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Abstract

Jointly learning word and entity represen-
tations benefits many NLP tasks, while has
not been well explored in cross-lingual set-
tings. In this paper, we propose a novel
method that integrates cross-lingual word
and entity representation learning to enable
joint inference among knowledge base and
text across languages, capturing mutually
complementary knowledge. Instead of re-
liance on parallel data, we automatically
generate cross-lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-lingual
attention to select the most informative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.

1 Introduction

Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage both types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).

Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
e , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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Jointly learning word and entity represen-
tations benefits many NLP tasks, while has
not been well explored in cross-lingual set-
tings. In this paper, we propose a novel
method that integrates cross-lingual word
and entity representation learning to enable
joint inference among knowledge base and
text across languages, capturing mutually
complementary knowledge. Instead of re-
liance on parallel data, we automatically
generate cross-lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-lingual
attention to select the most informative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.

1 Introduction

Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage both types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).

Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
e , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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Jointly learning word and entity represen-
tations benefits many NLP tasks, while has
not been well explored in cross-lingual set-
tings. In this paper, we propose a novel
method that integrates cross-lingual word
and entity representation learning to enable
joint inference among knowledge base and
text across languages, capturing mutually
complementary knowledge. Instead of re-
liance on parallel data, we automatically
generate cross-lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-lingual
attention to select the most informative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.

1 Introduction

Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage both types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).

Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
e , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
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lations. However, these methods only focus on
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tic space, to enable joint inference among KB and
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lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
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The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
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liance on parallel data, we automatically
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words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.
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traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
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corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
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various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.
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lations. However, these methods only focus on
mono-lingual settings, and few researches have
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tic space, to enable joint inference among KB and
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lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
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The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-
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fectiveness of our method with an average
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ity between entities and corresponding mentioned
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meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-
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gain of 20% and 3% over baselines, re-
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study, the results on benchmark dataset
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mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
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tic space, to enable joint inference among KB and
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may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
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various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
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ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.

1 Introduction

Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage both types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).

Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
eNBA
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).

En

eLawrence

wwas wan

eLawrence

eNBAeAllstarwan wbasketball

wAmerican

Figure 1: The framework of our method. The inputs and outputs of each step are listed in the right
side, and in the left side there are three main components of joint representation learning. Red texts
with brackets are anchors, dashed lines between entities denote relations, and solid lines are cross-lingual
links.

mon neighbors have similar embeddings, no mat-
ter in which language, e.g., English entity Foust
and Chinese entity 福斯特 (Foust) are embed-
ded close in semantic space due to the common
neighborsNBA,All-star andNBA选秀 (draft), etc.
(3) Cross-lingual Sentence Regularizer aims to
learn mutually translated words with similar em-
beddings by pushing their cross-lingual contexts
(i.e. comparable sentences) together. For exam-
ple, English word basketball and the translated
Chinese word 篮球 frequently co-occur in com-
parable sentences, and are close in the semantic
space.
All word/entity embeddings are trained jointly

under a unified optimization objective. Next, we
will introduce how to generate bi-lingual EN and
comparable sentences as well as the three compo-
nents for joint representation learning in turn.

3.3 Cross-lingual Supervision Data
Generation

This section introduces how to extract more cross-
lingual clues from multi-lingual KB in the form of
bi-lingual EN and comparable sentences.

Bi-lingual Entity Network Construction

Conventional knowledge representation meth-
ods normally regard cross-lingual links as a spe-
cial equivalence type of relation between two en-
tities (Zhu et al., 2017). However, we argue that
this may mislead to an inconsistent training ob-

jective since a cross-lingual link actually contains
multiple relations. For example (Figure 1), there
will be no direct relation betweenChinese entity福
斯特 (Foust) and English entity Piston by merely
adding the equivalence relation between Foust and
福斯特, which is in contradiction with the fact that
Foust belongs to Piston, no matter in which lan-
guage.
Therefore, we build bi-lingual entity network by

making cross-lingual linked entities that inherit all
relations from each other. Concretely, we enhance
mono-EN by adding edges from all neighbors of
entity eei to ezj if < eei , e

z
j >∈ Re−z (layer 2).

e

Comparable Sentences Generation

We utilize distant supervision to generate com-
parable sentences from Wikipedia articles. As
shown in Figure 1, from the page articles of cross-
lingual linked entities eeKobe and e

z
Kobe, we extract

those sentences including another cross-lingual
linked entities eeJoe and ezJoe as comparable sen-
tences Se−z = {< sek, s

z
k >}.

The intuition is that we consider each sentence
in a Wikipedia article has a pseudo mention of
the page entity (talking something about the en-
tity) (Yamada et al., 2017). Thus, if a sentence also
mentions another entity, it implicitly expresses
their relation. Therefore, we make a similar as-
sumption as in relation extraction: If two enti-
ties participate in a relation, and both of them
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h?Bb ivT2 Q7 b2Mi2M+2b �`2 MQi Kmim�HHv i`�MbH�i2/- #mi
i?2v Q#pBQmbHv ?�p2 bBKBH�` b2K�MiB+b- M�K2Hv +QKT�`�#H2
b2Mi2M+2bX 6B;m`2 k b?Qrb bQK2 +QKT�`�#H2 b2Mi2M+2 T�B`
+QHQ`2/ BM ;`22M �M/ i?2 `2/ `2+i�M;H2b +QMM2+i2/ #v /�b?2/
HBM2b �`2 +`Qbb@HBM;m�H 2MiBiB2b- 2X;X i?2 b2Mi2M+2 T�B` ǳ>2
TH�v2/ ?Bb 2MiB`2 ky@v2�` +�`22` rBi? i?2 GQb �M;2H2b G�F2`b
Q7 L"�Ǵ �M/ ǳ UBMV U?2V U7Q`V UGQb �M;2@
H2b G�F2`bV UrQ`FV UǶbV ky Uky@v2�`V U+�`22`V

UHB72VǴ- r?2`2 i?2 2M;HBb? 2MiBiv ǳGQb �M;2H2b G�F2`bǴ
�M/ *?BM2b2 2MiBiv ǳ Ǵ ?�p2 +`Qbb@HBM;m�H HBMFX

*QKT�`�#H2 b2Mi2M+2b K�v +QMi�BM Km+? MQBb2 �M/ 2p2M
#2 BM+Q``2+iHv 2ti`�+i2/X q2 rBHH /Bb+mbb Bi BM i?2 M2ti b2+@
iBQM- �M/ BMi`Q/m+2 irQ ivT2b Q7 �ii2MiBQM K2+?�MBbK QM
i?2K 7Q` +`Qbb@HBM;m�H bmT2`pBbBQMX

j J1h>P.
jXR 6`�K2rQ`F
jXk AMi2;`�iBM; JQMQ@HBM;m�H qQ`/b �M/ 1MiBiB2b
jXj 6`QK JQMQ@HBM;m�H iQ JmHiB@HBM;m�H

jXjXR *`Qbb@HBM;m�H 1MiBiv �HB;MK2MiX
jXjXk *QKT�`�#H2 a2Mi2M+2b :2M2`�iBQMX

Ls = | |Sen − Szh | |2 URV

jXjXj JQMQ@HBM;m�H �ii2MiBQMX
jXjX9 *`Qbb@HBM;m�H �ii2MiBQMX

jX9 h`�BMBM;
KQMQHBM;m�H rQ`/fK2MiBQM 2K#2//BM; H2�`MBM;

L =
∑

xi ∈D

∑

xo ∈C(xi )
HQ; P(xo |xi ) UkV

+`Qbb@HBM;m�H rQ`/ �HB;MK2Mi

L =
∑

(ei ,ej )∈Ec
| |C(ei ) − C(ej )| |2 UjV

r?2`2 Ec +QMi�BMb 2MiBiv T�B`b +QMM2+i2/ #v � +`Qbb@HBM;m�H
HBMFX

L =
∑

ei ∈E
HQ; P(N (ei )|ei ) +

∑

(ei ,ej )∈Ec
HQ; P(N (ej )|ei ) U9V

r?2`2 N (ei ) /2MQi2b i?2 M2B;?#Q` 2MiBiB2b QM i?2 FMQrH@
2/;2 M2irQ`FX

L =
∑

(ei ,mi )∈A
HQ; P(ei |mi ,C(ei )) +

∑

(ei ,ej )∈Ec
HQ; P(ej |mi ,C(ei ))

U8V

=

e
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BM irQ TQBMib, UBV F22TBM; � +QMbBbi2Mi Q#@
D2+iBp2 �b KQMQ@HBM;m�H rQ`/ QTiBKBx�iBQMě
i?2 rQ`/b b?�`BM; KQ`2 +QMi2tim�H rQ`/b ?�p2
bBKBH�` 2K#2//BM;b- `�i?2` i?�M i?2 rQ`/b
?�p2 � bT2+B�H ivT2 Q7 2[m�HBiv `2H�iBQMb Ui?2
b�K2 �b 2MiBiB2b BM am#a2+iBQM jXkVc UBBV �H@
H2pB�iBM; i?2 #m`/2M Q7 T�`�HH2H rQ`/b bBM+2
r2 �+im�HHv /QMǶi FMQr r?B+? rQ`/b �`2 2t@
�+iHv K�i+?2/ �+`Qbb H�M;m�;2b BM +QKT�`�@
#H2 b2Mi2M+2bX h?mb- r2 �TT`QtBK�i2Hv QTiB@
KBx2 1[m�iBQM k #v UBV }tBM; i?2 +QMi2ti rBM@
/Qr i?2 b�K2 �b Bib b2Mi2M+2 H2M;i?, skm ≈
wki +

∑
C(wki) �M/ UBBV mT/�iBM; i?2 2MiB`2

b2Mi2M+2 T�B` BM QM2 bi2T,

Ls =
∑

<skm,slm>∈Sk,l

||bFK − bHK||2 UjV

r?2`2 bFK Bb i?2 b2Mi2M+2 2K#2//BM;- r?B+?
rBHH #2 BMi`Q/m+2/ BM i?2 M2ti bm#b2+iBQMX �H@
i?Qm;? 7`QK /Bz2`2Mi T2`bT2+iBp2- r2 Q#i�BM �
bBKBH�` �bbmKTiBQM rBi? U"2M;BQ �M/ *Q``�/Q-
kyR8V, h?2 KQ`2 7`2[m2MiHv irQ rQ`/b Q++m` BM
T�`�HH2Hf+QKT�`�#H2 b2Mi2M+2 T�B`b- i?2 +HQb2`
i?2B` `2T`2b2Mi�iBQM rBHH #2X

*QKT�`2/ iQ T�`�HH2H b2Mi2M+2b- Qm` +QKT�@
`�#H2 b2Mi2M+2b �HH2pB�i2 i?2 T�`�HH2H #m`/2M #v
mbBM; T`2@2tBbiBM; +`Qbb@HBM;m�H `2bQm`+2b- #mi
�HbQ BMi`Q/m+2 Km+? MQBb2- Q` 2p2M BM+Q``2+iHv
;2M2`�i2/X L2ti- r2 BMi`Q/m+2 irQ ivT2b Q7
�ii2MiBQM K2+?�MBbKb iQ �//`2bb i?Bb Bbbm2X

EMQrH2/;2 �ii2MiBQM

EMQrH2/;2 �ii2MiBQM Bb BMi`Q/m+2/ iQ �pQB/
i?2 BM+Q``2+iHv H�#2HH2/ +QKT�`�#H2 b2Mi2M+2bX
AM am#b2+iBQM jXk- r2 bBKTHv +QM+�i2M�i2 b2p@
2`�H b2Mi2M+2b BM i?2 2MiBiv ekm T�;2 �`iB+H2b-
#mi bQK2 b2Mi2M+2b �`2 MQi `2H�i2/ iQ ekmX
h?mb- r2 }Hi2` Qmi bm+? b2Mi2M+2b pB� bQ7i@
�ii2MiBQM +QKTmi2/ #v K2�bm`BM; bBKBH�`Biv
rBi?BM i?2 ki? H�M;m�;2,

αn
km ∝ sim(2FK,

∑

wki∈snkm

rFB) U9V

r?2`2 αn
km Bb i?2 FMQrH2/;2 �ii2MiBQM Q7 i?2

ni? b2Mi2M+2 7Q` skmX LQi2 i?�i B7 i?2`2 Bb QMHv
QM2 b2Mi2M+2 ;2M2`�i2/ 7`QK ekm �`iB+H2b- αn

km
2[m�Hb iQ QM2X

*`Qbb@HBM;m�H �ii2MiBQM

*`Qbb@HBM;m�H �ii2MiBQM 7Q+mb2b QM TQi2MiB�H
BM7Q`K�iBQM 7`QK i?2 +QKT�`�#H2 b2Mi2M+2b

i?2Kb2Hp2bX h?Bb Bb iQ bQK2 2ti2Mi bBKBH�` rBi?
b2H7@�ii2MiBQM K2+?�MBbK- r?B+? Q#i�BM H2�`M@
BM; ;mB/�M+2 7`QK i?2 b2Mi2M+2 Bib2H7- #mi BM
+`Qbb@HBM;m�H b2iiBM;bX h?2 BMimBiBQM Bb iQ }M/
� TQbbB#H2 rQ`/ �HB;MK2Mi �+`Qbb H�M;m�;2b #v
TB+FBM; mT i?2 K�tBKmK bBKBH�`Biv,

αki,lj ∝ �`; K�t
wki∈skm,wlj∈slm

sim(wki, wlj) U8V

6BM�HHv- i?2 b2Mi2M+2 2K#2//BM; Bb i?2 �p2`@
�;2 bmK Q7 rQ`/ p2+iQ`b r2B;?i2/ #v i?2 +QK@
#BM�iBQM Q7 irQ ivT2b Q7 �ii2MiBQMb,

bFK =
∑

snkm∈skm

αn
km

∑

wki∈snkm

αki,ljrFB UeV

jX8 h`�BMBM;
Pmi T`QTQb2/ K2i?Q/ F22Tb � +QMbBbi2Mi �b@
bmKTiBQM i?�i rQ`/f2MiBiv b?�`BM; KQ`2 +QM@
i2tib ?�b bBKBH�` `2T`2b2Mi�iBQMbX h?mb- r2
/2}M2 i?2 Qp2`�HH Q#D2+iBp2 7mM+iBQM �b i?2 HBM@
2�` +QK#BM�iBQM,

L = Lc + γLs UdV

r?2`2 γ Bb � ?vT2`@T�`�K2i2` iQ imM2 i?2 27@
72+i Q7 +`Qbb@HBM;m�H `2;mH�`Bx2`- �M/ Bi +�M #2
QTiBKBx2/ i?`Qm;? �/�:`�/ a:. 2{+B2MiHvX

9 1tT2`BK2Mib
Pm` K�BM +QMi`B#miBQMb HB2 BM i?`22 T�`ib, URV
+QKT�`�#H2 b2Mi2M+2b 7Q` +`Qbb@HBM;m�H rQ`/
`2T`2b2Mi�iBQM H2�`MBM;c UkV i?2 M2r KmHiB@EL
iQ �m;K2Mi i?2 KQMQ@EL 7Q` H2�`MBM; bi`m+@
im`2/ FMQrH2/;2c UjV i?2 mMB}2/ 7`�K2rQ`F
i?�i 2M�#H2b +`Qbb@HBM;m�H i2ti �M/ FMQrH@
2/;2 #�b2 BM72`2M+2X h?2`27Q`2- r2 p2`B7v Qm`
K2i?Q/ QM i�bFb Q7 rQ`/ i`�MbH�iBQM- 2MiBiv `2@
H�i2/M2bb �M/ +`Qbb@HBM;m�H 2MiBiv HBMFBM; 7`QK
i?2 �#Qp2 i?`22 �bT2+ib- `2bT2+iBp2HvX

9XR 1tT2`BK2Mi a2iiBM;b
q2 +?QQb2 qBFBT2/B�- i?2 �T`BH kyRd /mKT- �b
i?2 KmHiB@HBM;m�H FMQrH2/;2 #�b2 �M/ bBt TQT@
mH�` H�M;m�;2b 7Q` 2p�Hm�iBQM- r?Qb2 bi�iBbiB+b
Bb b?QrM BM h�#H2 RX 6Q` #`2pBiv- r2 �/QTi
irQ@H2ii2` �##`2pB�iBQM iQ /2MQi2 H�M;m�;2bjX

j1M- w?- 1b- C�- Ai �M/ h` �`2 b?Q`i 7Q` 1M;HBb?-
*?BM2b2- aT�MBb?- C�T�M2b2- Ai�HB�M �M/ hm`FBb?- `2@
bT2+iBp2HvX
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+QMi`�/B+iBQM rBi? i?2 7�+i i?�i EQ#2 "`v�Mi
Bb i?2 bQM Q7 CQ2 "`v�Mi- MQ K�ii2` BM r?B+?
H�M;m�;2X

h?2`27Q`2- r2 #mBH/ KmHiB@EL #v K�FBM;
+`Qbb@HBM;m�H HBMF2/ 2MiBiB2b BM?2`Bi �HH i?2 `2@
H�iBQMb 7`QK 2�+? Qi?2`- bQ i?�i i?2v rBHH #2
2K#2//2/ +HQb2bi /m2 iQ i?2 KQbi +QKKQM
M2B;?#Q`bX *QM+`2i2Hv- r2 K2`;2 KQMQ@ELb
#v �//BM; 2/;2b 7`QK �HH M2B;?#Q`b Q7 2MiBiv
eki iQ elj B7 < eki, elj >∈ Rc UH�v2` 9VX

*QKT�`�#H2 a2Mi2M+2b

q2 miBHBx2 /Bbi�Mi bmT2`pBbBQM iQ ;2M2`�i2
+QKT�`�#H2 b2Mi2M+2b 7`QK qBFBT2/B� �`iB+H2bX
�b b?QrM BM 6B;m`2 k- i?2 irQ �`iB+H2b �`2
7`QK +`Qbb@HBM;m�H HBMF2/ 2MiBiB2b een,Kobe �M/
ezh,Kobe UH�v2` R� kVX q2 2ti`�+i i?Qb2 b2M@
i2M+2b BM+Hm/BM; �MQi?2` +`Qbb@HBM;m�H HBMF2/
2MiBiB2b een,Joe �M/ ezh,Joe UH�v2` jV �b +QKT�@
`�#H2 b2Mi2M+2bX

h?2 BMimBiBQM Bb i?�i r2 +QMbB/2` 2�+? b2M@
i2M+2 BM � qBFBT2/B� �`iB+H2 ?�b � Tb2m/Q
K2MiBQM Q7 i?2 T�;2 2MiBiv Ui�HFBM; bQK2i?BM;
�#Qmi i?2 2MiBivV Uu�K�/� 2i �HX- kyRdVX h?mb-
B7 � b2Mi2M+2 �HbQ K2MiBQMb �MQi?2` 2MiBiv- Bi
BKTHB+BiHv 2tT`2bb2b i?2B` `2H�iBQMX h?2`27Q`2-
r2 2ti2M/ i?2 �bbmKTiBQM BM `2H�iBQM 2ti`�+@
iBQM K2MiBQM2/ BM a2+iBQM k iQ KmHiB@HBM;m�H
b2iiBM;b, A7 irQ 2MiBiB2b T�`iB+BT�i2 BM � `2@
H�iBQM- �M/ #Qi? Q7 i?2K ?�p2 +`Qbb@HBM;m�H
HBMFb- �HH b2Mi2M+2b i?�i K2MiBQMb i?2b2 irQ
2MiBiB2b UTb2m/Q Q` MQiV �`2 +QKT�`�#H2 #v
2tT`2bbBM; i?�i `2H�iBQMXX 6Q` 2t�KTH2- i?2
+QKT�`�#H2 b2Mi2M+2b BM H�v2` j #Qi? 2tT`2bb
i?2 7�i?2`@bQM `2H�iBQMb?BT #2ir22M i?2 +`Qbb@
HBM;m�H HBMF2/ 2MiBiB2b < een,Kobe, ezh,Kobe >
�M/ < een,Joe, ezh,Joe >X

� +`Qbb@HBM;m�H HBMF2/ 2MiBiv K�v Q++m` b2p@
2`�H iBK2b BM � qBFBT2/B� �`iB+H2- �M/ r2 +QM@
+�i2M�i2 i?2K BMiQ � HQM;2` b2Mi2M+2- #mi i?Bb
rBHH #`BM; Km+? MQBb2- 2bT2+B�HHv bQK2 Q7 i?2
b2Mi2M+2b �`2 BM+Q``2+iHv 2ti`�+i2/X h?2`2@
7Q`2- r2 /2bB;M irQ ivT2b Q7 �ii2MiBQM iQ b2H2+i
i?2 KQbi BM7Q`K�iBp2 rQ`/b �M/ /2�H rBi? i?2
r`QM; H�#2HHBM; T`Q#H2K BM a2+iBQM jX9X

jXj JQMQ@HBM;m�H _2T`2b2Mi�iBQM
G2�`MBM; � JQ/2HBM; �HB;M2/
1MiBiB2b

�b K2MiBQM2/ �#Qp2- i?2 KmHiB@EL #`B/;2b
i?2 H�M;m�;2 ;�T 7QHHQrBM; i?2 b�K2 i`�BMBM;

Q#D2+iBp2 �b KQMQ@ELX 6QHHQrBM; i?2 KQMQ@
HBM;m�H rQ`F Uu�K�/� 2i �HX- kyRec *�Q 2i �HX-
kyRdV- r2 2ti2M/ i?2 aFBT@;`�K KQ/2H iQ
KQMQ@HBM;m�H rQ`/b �M/ +`Qbb@HBM;m�H 2MiBiB2b
r?BH2 F22T � +QMbBbi2Mi QTiBKBx�iBQM 7mM+iBQMX
Ai mb2b i?2 +m``2Mi rQ`/f2MiBiv iQ T`2/B+i Bib
+QMi2tim�H rQ`/bf2MiBiB2b ;Bp2M i?2 +Q?2`2M+2
BM7Q`K�iBQM BM i2ti +Q`Tmb D- �M+?Q`bA �M/
KmHiB@EL KN #v K�tBKBxBM; i?2 �p2`�;2 HQ;@
T`Q#�#BHBiv,

Lc =
∑

xi∈{D,A,KN}

HQ;P (C(xi)|xi) URV

r?2`2 xi Bb 2Bi?2` � rQ`/ Q` �M 2MiBiv-
�M/ C(xi) /2MQi2b i?2 +QMi2tib rBi?BM � T`2@
/2}M2/ rBM/QrX LQi2 i?�i C(xi) /Bz2`b � HBi@
iH2 �HQM; rBi? xi, URV +QMi2tim�H rQ`/b r?2M
xi ∈ Dc UkV M2B;?#Q` 2MiBiB2b i?�i HBMF2/ rBi?
2MiBiv xi ∈ KN c UjV +QMi2tim�H rQ`/b Q7 rQ`/
K2MiBQM wj BM �M �M+?Q` r?2M xi /2MQi2b i?2
2MiBiv BM �M+?Q` < wj , ei >∈ AX

h?mb- rQ`/b �M/ 2MiBiB2b i?�i 7`2[m2MiHv
Q++m` iQ;2i?2` b?�`2 KQ`2 +QKKQM +QMi2tib-
�M/ ?�p2 bBKBH�` 2K#2//BM;bX �b b?QrM
BM 6B;m`2 k- een,Joe Q++m`b rBi? wen,player-
wen,NBA iQ;2i?2` �M/ i?2v b?�`2 i?2 +QKKQM
+QMi2ti rQ`/b- bQ i?2v �`2 +HQb2 BM i?2 b2@
K�MiB+ bT�+2X aBKBH�`Hv- 2MiBiB2b b?�`BM; KQ`2
M2B;?#Q` 2MiBiB2b i2M/ iQ #2 +HQb2- 2X;X- /m2 iQ
i?2 b�K2 M2B;?#Q` 2MiBiv een,LosAngelesLakers-
2MiBiB2b een,Joe- een,Kobe �M/ ezh,Kobe ?�p2 bBK@
BH�` `2T`2b2Mi�iBQMbX

jX9 *`Qbb@HBM;m�H a2Mi2M+2 _2;mH�`Bx2`
*QKT�`�#H2 b2Mi2M+2b �`2 `2;�`/2/ �b +`Qbb@
HBM;m�H +QMi2tib Q7 2�+? Qi?2` �++Q`/BM; iQ
am#a2+iBQM jXkX AMbi2�/ Q7 T`2/B+iBQM KQ/2H-
r2 T`272` iQ KBMBKBx2 i?2 1m+HB/2�M /Bbi�M+2
#2ir22M i?2 i�`;2i rQ`/ wki �M/ Bib +`Qbb@
HBM;m�H +QMi2tim�H rQ`/b Cl(wki) BM i?2 +QK@
T�`�#H2 b2Mi2M+2b,

Ls =
∑

<skm,slm∈Sk,l

∑

wki∈skm

||wki −
∑

Cl(wki)||2

UkV
r?2`2 < skm, slm >∈ Sk,l Bb i?2 mi? b2M@

i2M+2 T�B` BM i?2 ki? �M/ li? H�M;m�;2b- `2@
bT2+iBp2HvX lMHBF2 +QMp2MiBQM�H H2tB+QM #�b2/
K2i?Q/b- r?B+? KBMBKBx2 i?2 /Bbi�M+2 Q7 T�`@
�HH2H rQ`/b- i?2 `2�bQM Q7 bm+? `2;mH�`Bx2` HB2b
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Abstract

Jointly learning word and entity represen-
tations benefits many NLP tasks, while has
not been well explored in cross-lingual set-
tings. In this paper, we propose a novel
method that integrates cross-lingual word
and entity representation learning to enable
joint inference among knowledge base and
text across languages, capturing mutually
complementary knowledge. Instead of re-
liance on parallel data, we automatically
generate cross-lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-lingual
attention to select the most informative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.

1 Introduction

Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage both types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).

Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
e , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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guages due to the complementary knowledge. For
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gain of 20% and 3% over baselines, re-
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may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
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e , w ,w
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various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
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and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.
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textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
e , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
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the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
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The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
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Abstract

Jointly learning word and entity represen-
tations benefits many NLP tasks, while has
not been well explored in cross-lingual set-
tings. In this paper, we propose a novel
method that integrates cross-lingual word
and entity representation learning to enable
joint inference among knowledge base and
text across languages, capturing mutually
complementary knowledge. Instead of re-
liance on parallel data, we automatically
generate cross-lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-lingual
attention to select the most informative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.

1 Introduction

Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage both types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).

Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
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The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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tations benefits many NLP tasks, while has
not been well explored in cross-lingual set-
tings. In this paper, we propose a novel
method that integrates cross-lingual word
and entity representation learning to enable
joint inference among knowledge base and
text across languages, capturing mutually
complementary knowledge. Instead of re-
liance on parallel data, we automatically
generate cross-lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-lingual
attention to select the most informative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.

1 Introduction

Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage both types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).

Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
eNBA , w , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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Jointly learning word and entity represen-
tations benefits many NLP tasks, while has
not been well explored in cross-lingual set-
tings. In this paper, we propose a novel
method that integrates cross-lingual word
and entity representation learning to enable
joint inference among knowledge base and
text across languages, capturing mutually
complementary knowledge. Instead of re-
liance on parallel data, we automatically
generate cross-lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-lingual
attention to select the most informative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.

1 Introduction

Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage both types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).

Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
eNBA
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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Figure 1: The framework of our method. The inputs and outputs of each step are listed in the right
side, and in the left side there are three main components of joint representation learning. Red texts
with brackets are anchors, dashed lines between entities denote relations, and solid lines are cross-lingual
links.

mon neighbors have similar embeddings, no mat-
ter in which language, e.g., English entity Foust
and Chinese entity 福斯特 (Foust) are embed-
ded close in semantic space due to the common
neighborsNBA,All-star andNBA选秀 (draft), etc.
(3) Cross-lingual Sentence Regularizer aims to
learn mutually translated words with similar em-
beddings by pushing their cross-lingual contexts
(i.e. comparable sentences) together. For exam-
ple, English word basketball and the translated
Chinese word 篮球 frequently co-occur in com-
parable sentences, and are close in the semantic
space.
All word/entity embeddings are trained jointly

under a unified optimization objective. Next, we
will introduce how to generate bi-lingual EN and
comparable sentences as well as the three compo-
nents for joint representation learning in turn.

3.3 Cross-lingual Supervision Data
Generation

This section introduces how to extract more cross-
lingual clues from multi-lingual KB in the form of
bi-lingual EN and comparable sentences.

Bi-lingual Entity Network Construction

Conventional knowledge representation meth-
ods normally regard cross-lingual links as a spe-
cial equivalence type of relation between two en-
tities (Zhu et al., 2017). However, we argue that
this may mislead to an inconsistent training ob-

jective since a cross-lingual link actually contains
multiple relations. For example (Figure 1), there
will be no direct relation betweenChinese entity福
斯特 (Foust) and English entity Piston by merely
adding the equivalence relation between Foust and
福斯特, which is in contradiction with the fact that
Foust belongs to Piston, no matter in which lan-
guage.
Therefore, we build bi-lingual entity network by

making cross-lingual linked entities that inherit all
relations from each other. Concretely, we enhance
mono-EN by adding edges from all neighbors of
entity eei to ezj if < eei , e

z
j >∈ Re−z (layer 2).

e

Comparable Sentences Generation

We utilize distant supervision to generate com-
parable sentences from Wikipedia articles. As
shown in Figure 1, from the page articles of cross-
lingual linked entities eeKobe and e

z
Kobe, we extract

those sentences including another cross-lingual
linked entities eeJoe and ezJoe as comparable sen-
tences Se−z = {< sek, s

z
k >}.

The intuition is that we consider each sentence
in a Wikipedia article has a pseudo mention of
the page entity (talking something about the en-
tity) (Yamada et al., 2017). Thus, if a sentence also
mentions another entity, it implicitly expresses
their relation. Therefore, we make a similar as-
sumption as in relation extraction: If two enti-
ties participate in a relation, and both of them
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NBA

Lawrence Foust

All-star

[[Lawrence Michael Foust]] was
an American basketball player

who spent 12 seasons in [[NBA]]
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K2i?Q/b 7Q+mb QM mbBM; T�`�HH2H +Q`Tmb UBX2X �HB;M2/
rQ`/b- b2Mi2M+2bV �b +`Qbb@HBM;m�H bmT2`pBbBQM bB;M�Hb
iQ �HB;M bBKBH�` rQ`/b BM #Qi? H�M;m�;2b (RĜ9- dĜ
N)X >Qr2p2`- i?2 T�`�HH2H +Q`Tmb Bb 2tT2MbBp2 iQ Q#@
i�BM �M/ mbm�HHv Bb QMHv �p�BH�#H2 7Q` +2`i�BM M�`@
`Qr /QK�BMb r?B+? BMi`Q/m+2b � bi`QM; /QK�BM #B�b
BMiQ i?2 H2�`MBM; T`Q+2bb (R)X hQ �HH2pB�i2 i?2 #m`@
/2M Q7 Q#i�BMBM; T�`�HH2H +Q`Tmb- (RR- Rk) b?m|2 UBX2X
`�M/QKHv Q` H2M;i?@`�iBQV 2�+? T�B` Q7 +QKT�`�#H2
/Q+mK2Mib i?�i b?�`2 � +QKKQM i?2K2 BM /Bz2`2Mi
H�M;m�;2b iQ +QMbi`m+i Tb2m/Q #BHBM;m�H /Q+mK2Mib
/B`2+iHv 7Q` #BHBM;m�H rQ`/ `2T`2b2Mi�iBQM H2�`MBM;X
>Qr2p2`- i?2 b?m|2 bi`�i2;v Bb ?�`/ iQ +QMi`QH i?2
[m�HBiv Q7 Tb2m/Q #BHBM;m�H /Q+mK2Mib- r?B+? bmz2`b
7`QK � bm#@QTiBKBx�iBQM Bbbm2 /m2 iQ �++B/2Mi�HHv ǳ#�/
b?m|2bǴX

hQ �//`2bb i?2b2 +?�HH2M;2b- r2 T`QTQb2 iQ H2�`M
KmHiBTH2 2K#2//BM; p2+iQ`b 7Q` 2�+? 2MiBiv K2MiBQM-
M�K2Hv K2MiBQM b2Mb2- iQ /2�H rBi? i?2 �K#B;mBiv #2@
ir22M K2MiBQMb �M/ 2MiBiB2b U2X;X AM/2T2M/2M+2 .�v
pbX i?2 }HK 2MiBiv Q` i?2 ?QHB/�v 2MiBivV- �M/ 2p2M
?�`/2` �+`Qbb H�M;m�;2b U2X;X AM/2T2M/2M+2 .�v pbX
独立日 Q`美国独立日VX 6Q` +`Qbb@HBM;m�H �HB;MK2Mib-
r2 }`bi BMi`Q/m+2 +`Qbb@HBM;m�H ?vT2`HBMFb 2tBbiBM; BM
KmHiBHBM;m�H EMQrH2/;2 "�b2 U2X;X qBFBT2B/�V �b bm@
T2`pBbBQM- �M/ BMi2;`�i2 i?`22 /Bz2`2Mi ivT2b Q7 �HB;M@
K2Mib, rQ`/b- 2MiBiB2b �M/ #Qi?- BMiQ � mMB}2/ Q#D2+@
iBp2X h?2 #�bB+ B/2� Bb i?2 2MiBiB2b HBMF2/ �+`Qbb H�M@
;m�;2b b?QmH/ ?�p2 bBKBH�` `2T`2b2Mi�iBQMb- �M/ bQ
/Q i?2B` M2B;?#Q` 2MiBiB2b �M/ +QMi2ti rQ`/b BM i2ti
+Q`TmbX

AM i?Bb T�T2`- r2 T`QTQb2 � MQp2H #BHBM;m�H KmHiB@
T`QiQivT2 K2MiBQM 2K#2//BM; KQ/2H i?�i DQBMiHv H2�`Mb

rQ`/- K2MiBQM �M/ 2MiBiv 2K#2//BM;b �+`Qbb H�M;m�;2bX
6QHHQrBM;

K2MiBQM b2Mb2
+QMi2ti

k J1h>P.
kXR *`Qbb@HBM;m�H qQ`/

_2T`2b2Mi�iBQM G2�`MBM;

Sen Szh een ezh URV

KQMQHBM;m�H rQ`/fK2MiBQM 2K#2//BM; H2�`MBM;

L =
∑

xi ∈D

∑

xo ∈C(xi )
HQ; P(xo |xi) UkV

+`Qbb@HBM;m�H rQ`/ �HB;MK2Mi

L =
∑

(ei ,ej )∈Ec
| |C(ei) − C(e j)| |2 UjV

r?2`2 Ec +QMi�BMb 2MiBiv T�B`b +QMM2+i2/ #v � +`Qbb@
HBM;m�H HBMFX

kXk *`Qbb@HBM;m�H 1MiBiv
_2T`2b2Mi�iBQM G2�`MBM;

L =
∑

ei ∈E
HQ; P(N (ei)|ei) +

∑

(ei ,ej )∈Ec
HQ; P(N (e j)|ei)

U9V
r?2`2 N (ei) /2MQi2b i?2 M2B;?#Q` 2MiBiB2b QM i?2

FMQrH2/;2 M2irQ`FX

kXj *`Qbb@HBM;m�H �HB;MK2Mi
L =

∑

(ei ,mi )∈A
HQ; P(ei |mi ,C(ei)) +

∑

(ei ,ej )∈Ec
HQ; P(e j |mi ,C(ei))

U8V

was

Lawrence
NBA

NBA (zh)

basketball

Semantic Space

Representation
Learning

Cross-lingual
Sentence Regularizer

Cross-lingual
Entity Regularizer

[[ · ]] [[NBA]]

All-star

[[Lawrence Michael Foust]] was an American basketball 
player who spent 12 seasons in [[NBA]]

·

NBA
NBA (zh)

Comparable Sentences

Bi-lingual EN

att
att

att

… …

kjj
kj9
kj8
kje
kjd
kj3
kjN
k9y
k9R
k9k
k9j
k99
k98
k9e
k9d
k93
k9N
k8y
k8R
k8k
k8j
k89
k88
k8e
k8d
k83
k8N
key
keR
kek
kej
ke9
ke8
kee
ked
ke3
keN
kdy
kdR
kdk
kdj
kd9
kd8
kde
kdd
kd3
kdN
k3y
k3R
k3k
k3j
k39
k38
k3e
k3d
k33
k3N
kNy

AMi2;`�iBM; JmHiBHBM;m�H EMQrH2/;2 "�b2 �M/ h2ti pB� �ii2MiBp2 .Bbi�Mi amT2`pBbBQM qqq kyR3- �T`BH kj@kd- kyR3- GvQM- 6`�M+2

kNR
kNk
kNj
kN9
kN8
kNe
kNd
kN3
kNN
jyy
jyR
jyk
jyj
jy9
jy8
jye
jyd
jy3
jyN
jRy
jRR
jRk
jRj
jR9
jR8
jRe
jRd
jR3
jRN
jky
jkR
jkk
jkj
jk9
jk8
jke
jkd
jk3
jkN
jjy
jjR
jjk
jjj
jj9
jj8
jje
jjd
jj3
jjN
j9y
j9R
j9k
j9j
j99
j98
j9e
j9d
j93

6B;m`2 k, qBFBT2/B� S�;2b Q7 *`Qbb@HBM;m�H GBMF2/ 1M;HBb? 1MiBiv �M/ *?BM2b2 1MiBiv �#Qmi ǳEQ#2 "`v�MiǴX

r2HH BM `2H�iBQM 2ti`�+iBQM (N- R8- R3- ky- kj- j9)X AMbi2�/ Q7
`2HvBM; �MMQi�i2/ i2ti- Bi 2KTHQvb FMQrH2/;2 #�b2b �b bQm`+2
Q7 bmT2`pBbBQM #v �HB;MBM; i?2 ;Bp2M FMQrH2/;2 #�b2 iQ i2ti
7QHHQrBM; i?2 �bbmKTiBQM, ǳA7 irQ 2MiBiB2b T�`iB+BT�i2 BM �
`2H�iBQM- �HH b2Mi2M+2b i?�i K2MiBQM i?2b2 irQ 2MiBiB2b 2tT`2bb
i?�i `2H�iBQMǴ (ky)X

hQ ;2M2`�i2 ?B;?2` [m�HBiv +QKT�`�#H2 /�i� �miQK�iB+�HHv-
r2 T`QTQb2 iQ BM+Q`TQ`�i2 /Bbi�Mi bmT2`pBbBQM i2+?MB[m2 BMiQ
+`Qbb@HBM;m�H `2T`2b2Mi�iBQM H2�`MBM;X aBKBH�`Hv- r2 �bbmK2
i?�i,

A7 irQ +QKT�`�#H2 /Q+mK2Mib K2MiBQM2/ � T�B`
Q7 +`Qbb@HBM;m�H HBMF2/ 2MiBiB2b- i?2 b2Mi2M+2b +QM@
i�BMBM; i?2K 2tT`2bb i?2 b�K2 �bT2+i Q7 i?2 +QK@
KQM i?2K2X

h?Bb ivT2 Q7 b2Mi2M+2b �`2 MQi Kmim�HHv i`�MbH�i2/- #mi
i?2v Q#pBQmbHv ?�p2 bBKBH�` b2K�MiB+b- M�K2Hv +QKT�`�#H2
b2Mi2M+2bX 6B;m`2 k b?Qrb bQK2 +QKT�`�#H2 b2Mi2M+2 T�B`
+QHQ`2/ BM ;`22M �M/ i?2 `2/ `2+i�M;H2b +QMM2+i2/ #v /�b?2/
HBM2b �`2 +`Qbb@HBM;m�H 2MiBiB2b- 2X;X i?2 b2Mi2M+2 T�B` ǳ>2
TH�v2/ ?Bb 2MiB`2 ky@v2�` +�`22` rBi? i?2 GQb �M;2H2b G�F2`b
Q7 L"�Ǵ �M/ ǳ UBMV U?2V U7Q`V UGQb �M;2@
H2b G�F2`bV UrQ`FV UǶbV ky Uky@v2�`V U+�`22`V

UHB72VǴ- r?2`2 i?2 2M;HBb? 2MiBiv ǳGQb �M;2H2b G�F2`bǴ
�M/ *?BM2b2 2MiBiv ǳ Ǵ ?�p2 +`Qbb@HBM;m�H HBMFX

*QKT�`�#H2 b2Mi2M+2b K�v +QMi�BM Km+? MQBb2 �M/ 2p2M
#2 BM+Q``2+iHv 2ti`�+i2/X q2 rBHH /Bb+mbb Bi BM i?2 M2ti b2+@
iBQM- �M/ BMi`Q/m+2 irQ ivT2b Q7 �ii2MiBQM K2+?�MBbK QM
i?2K 7Q` +`Qbb@HBM;m�H bmT2`pBbBQMX

j J1h>P.
jXR 6`�K2rQ`F
jXk AMi2;`�iBM; JQMQ@HBM;m�H qQ`/b �M/ 1MiBiB2b
jXj 6`QK JQMQ@HBM;m�H iQ JmHiB@HBM;m�H

jXjXR *`Qbb@HBM;m�H 1MiBiv �HB;MK2MiX
jXjXk *QKT�`�#H2 a2Mi2M+2b :2M2`�iBQMX

Ls = | |Sen − Szh | |2 URV

jXjXj JQMQ@HBM;m�H �ii2MiBQMX
jXjX9 *`Qbb@HBM;m�H �ii2MiBQMX

jX9 h`�BMBM;
KQMQHBM;m�H rQ`/fK2MiBQM 2K#2//BM; H2�`MBM;

L =
∑

xi ∈D

∑

xo ∈C(xi )
HQ; P(xo |xi ) UkV

+`Qbb@HBM;m�H rQ`/ �HB;MK2Mi

L =
∑

(ei ,ej )∈Ec
| |C(ei ) − C(ej )| |2 UjV

r?2`2 Ec +QMi�BMb 2MiBiv T�B`b +QMM2+i2/ #v � +`Qbb@HBM;m�H
HBMFX

L =
∑

ei ∈E
HQ; P(N (ei )|ei ) +

∑

(ei ,ej )∈Ec
HQ; P(N (ej )|ei ) U9V

r?2`2 N (ei ) /2MQi2b i?2 M2B;?#Q` 2MiBiB2b QM i?2 FMQrH@
2/;2 M2irQ`FX

L =
∑

(ei ,mi )∈A
HQ; P(ei |mi ,C(ei )) +

∑

(ei ,ej )∈Ec
HQ; P(ej |mi ,C(ei ))

U8V

=

e
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BM irQ TQBMib, UBV F22TBM; � +QMbBbi2Mi Q#@
D2+iBp2 �b KQMQ@HBM;m�H rQ`/ QTiBKBx�iBQMě
i?2 rQ`/b b?�`BM; KQ`2 +QMi2tim�H rQ`/b ?�p2
bBKBH�` 2K#2//BM;b- `�i?2` i?�M i?2 rQ`/b
?�p2 � bT2+B�H ivT2 Q7 2[m�HBiv `2H�iBQMb Ui?2
b�K2 �b 2MiBiB2b BM am#a2+iBQM jXkVc UBBV �H@
H2pB�iBM; i?2 #m`/2M Q7 T�`�HH2H rQ`/b bBM+2
r2 �+im�HHv /QMǶi FMQr r?B+? rQ`/b �`2 2t@
�+iHv K�i+?2/ �+`Qbb H�M;m�;2b BM +QKT�`�@
#H2 b2Mi2M+2bX h?mb- r2 �TT`QtBK�i2Hv QTiB@
KBx2 1[m�iBQM k #v UBV }tBM; i?2 +QMi2ti rBM@
/Qr i?2 b�K2 �b Bib b2Mi2M+2 H2M;i?, skm ≈
wki +

∑
C(wki) �M/ UBBV mT/�iBM; i?2 2MiB`2

b2Mi2M+2 T�B` BM QM2 bi2T,

Ls =
∑

<skm,slm>∈Sk,l

||bFK − bHK||2 UjV

r?2`2 bFK Bb i?2 b2Mi2M+2 2K#2//BM;- r?B+?
rBHH #2 BMi`Q/m+2/ BM i?2 M2ti bm#b2+iBQMX �H@
i?Qm;? 7`QK /Bz2`2Mi T2`bT2+iBp2- r2 Q#i�BM �
bBKBH�` �bbmKTiBQM rBi? U"2M;BQ �M/ *Q``�/Q-
kyR8V, h?2 KQ`2 7`2[m2MiHv irQ rQ`/b Q++m` BM
T�`�HH2Hf+QKT�`�#H2 b2Mi2M+2 T�B`b- i?2 +HQb2`
i?2B` `2T`2b2Mi�iBQM rBHH #2X

*QKT�`2/ iQ T�`�HH2H b2Mi2M+2b- Qm` +QKT�@
`�#H2 b2Mi2M+2b �HH2pB�i2 i?2 T�`�HH2H #m`/2M #v
mbBM; T`2@2tBbiBM; +`Qbb@HBM;m�H `2bQm`+2b- #mi
�HbQ BMi`Q/m+2 Km+? MQBb2- Q` 2p2M BM+Q``2+iHv
;2M2`�i2/X L2ti- r2 BMi`Q/m+2 irQ ivT2b Q7
�ii2MiBQM K2+?�MBbKb iQ �//`2bb i?Bb Bbbm2X

EMQrH2/;2 �ii2MiBQM

EMQrH2/;2 �ii2MiBQM Bb BMi`Q/m+2/ iQ �pQB/
i?2 BM+Q``2+iHv H�#2HH2/ +QKT�`�#H2 b2Mi2M+2bX
AM am#b2+iBQM jXk- r2 bBKTHv +QM+�i2M�i2 b2p@
2`�H b2Mi2M+2b BM i?2 2MiBiv ekm T�;2 �`iB+H2b-
#mi bQK2 b2Mi2M+2b �`2 MQi `2H�i2/ iQ ekmX
h?mb- r2 }Hi2` Qmi bm+? b2Mi2M+2b pB� bQ7i@
�ii2MiBQM +QKTmi2/ #v K2�bm`BM; bBKBH�`Biv
rBi?BM i?2 ki? H�M;m�;2,

αn
km ∝ sim(2FK,

∑

wki∈snkm

rFB) U9V

r?2`2 αn
km Bb i?2 FMQrH2/;2 �ii2MiBQM Q7 i?2

ni? b2Mi2M+2 7Q` skmX LQi2 i?�i B7 i?2`2 Bb QMHv
QM2 b2Mi2M+2 ;2M2`�i2/ 7`QK ekm �`iB+H2b- αn

km
2[m�Hb iQ QM2X

*`Qbb@HBM;m�H �ii2MiBQM

*`Qbb@HBM;m�H �ii2MiBQM 7Q+mb2b QM TQi2MiB�H
BM7Q`K�iBQM 7`QK i?2 +QKT�`�#H2 b2Mi2M+2b

i?2Kb2Hp2bX h?Bb Bb iQ bQK2 2ti2Mi bBKBH�` rBi?
b2H7@�ii2MiBQM K2+?�MBbK- r?B+? Q#i�BM H2�`M@
BM; ;mB/�M+2 7`QK i?2 b2Mi2M+2 Bib2H7- #mi BM
+`Qbb@HBM;m�H b2iiBM;bX h?2 BMimBiBQM Bb iQ }M/
� TQbbB#H2 rQ`/ �HB;MK2Mi �+`Qbb H�M;m�;2b #v
TB+FBM; mT i?2 K�tBKmK bBKBH�`Biv,

αki,lj ∝ �`; K�t
wki∈skm,wlj∈slm

sim(wki, wlj) U8V

6BM�HHv- i?2 b2Mi2M+2 2K#2//BM; Bb i?2 �p2`@
�;2 bmK Q7 rQ`/ p2+iQ`b r2B;?i2/ #v i?2 +QK@
#BM�iBQM Q7 irQ ivT2b Q7 �ii2MiBQMb,

bFK =
∑

snkm∈skm

αn
km

∑

wki∈snkm

αki,ljrFB UeV

jX8 h`�BMBM;
Pmi T`QTQb2/ K2i?Q/ F22Tb � +QMbBbi2Mi �b@
bmKTiBQM i?�i rQ`/f2MiBiv b?�`BM; KQ`2 +QM@
i2tib ?�b bBKBH�` `2T`2b2Mi�iBQMbX h?mb- r2
/2}M2 i?2 Qp2`�HH Q#D2+iBp2 7mM+iBQM �b i?2 HBM@
2�` +QK#BM�iBQM,

L = Lc + γLs UdV

r?2`2 γ Bb � ?vT2`@T�`�K2i2` iQ imM2 i?2 27@
72+i Q7 +`Qbb@HBM;m�H `2;mH�`Bx2`- �M/ Bi +�M #2
QTiBKBx2/ i?`Qm;? �/�:`�/ a:. 2{+B2MiHvX

9 1tT2`BK2Mib
Pm` K�BM +QMi`B#miBQMb HB2 BM i?`22 T�`ib, URV
+QKT�`�#H2 b2Mi2M+2b 7Q` +`Qbb@HBM;m�H rQ`/
`2T`2b2Mi�iBQM H2�`MBM;c UkV i?2 M2r KmHiB@EL
iQ �m;K2Mi i?2 KQMQ@EL 7Q` H2�`MBM; bi`m+@
im`2/ FMQrH2/;2c UjV i?2 mMB}2/ 7`�K2rQ`F
i?�i 2M�#H2b +`Qbb@HBM;m�H i2ti �M/ FMQrH@
2/;2 #�b2 BM72`2M+2X h?2`27Q`2- r2 p2`B7v Qm`
K2i?Q/ QM i�bFb Q7 rQ`/ i`�MbH�iBQM- 2MiBiv `2@
H�i2/M2bb �M/ +`Qbb@HBM;m�H 2MiBiv HBMFBM; 7`QK
i?2 �#Qp2 i?`22 �bT2+ib- `2bT2+iBp2HvX

9XR 1tT2`BK2Mi a2iiBM;b
q2 +?QQb2 qBFBT2/B�- i?2 �T`BH kyRd /mKT- �b
i?2 KmHiB@HBM;m�H FMQrH2/;2 #�b2 �M/ bBt TQT@
mH�` H�M;m�;2b 7Q` 2p�Hm�iBQM- r?Qb2 bi�iBbiB+b
Bb b?QrM BM h�#H2 RX 6Q` #`2pBiv- r2 �/QTi
irQ@H2ii2` �##`2pB�iBQM iQ /2MQi2 H�M;m�;2bjX

j1M- w?- 1b- C�- Ai �M/ h` �`2 b?Q`i 7Q` 1M;HBb?-
*?BM2b2- aT�MBb?- C�T�M2b2- Ai�HB�M �M/ hm`FBb?- `2@
bT2+iBp2HvX
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+QMi`�/B+iBQM rBi? i?2 7�+i i?�i EQ#2 "`v�Mi
Bb i?2 bQM Q7 CQ2 "`v�Mi- MQ K�ii2` BM r?B+?
H�M;m�;2X

h?2`27Q`2- r2 #mBH/ KmHiB@EL #v K�FBM;
+`Qbb@HBM;m�H HBMF2/ 2MiBiB2b BM?2`Bi �HH i?2 `2@
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Abstract

Jointly learning word and entity represen-
tations benefits many NLP tasks, while has
not been well explored in cross-lingual set-
tings. In this paper, we propose a novel
method that integrates cross-lingual word
and entity representation learning to enable
joint inference among knowledge base and
text across languages, capturing mutually
complementary knowledge. Instead of re-
liance on parallel data, we automatically
generate cross-lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-lingual
attention to select the most informative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.

1 Introduction

Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage both types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).

Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
e , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
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verify the quality of our embeddings.

1 Introduction

Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage both types
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processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).

Most existing work jointly models KB and text
corpus to enhance each other by learning word and
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Cao et al., 2017) utilize the coherence informa-
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ilar embedding vectors. Another approach in (Han
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2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
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In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
e , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
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words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.

1 Introduction

Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage both types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).

Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
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2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
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In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
e , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
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hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).

1

000

001

002

003

004

005

006

007

008

009

010

011

012

013

014

015

016

017

018

019

020

021

022

023

024

025

026

027

028

029

030

031

032

033

034

035

036

037

038

039

040

041

042

043

044

045

046

047

048

049

050

051

052

053

054

055

056

057

058

059

060

061

062

063

064

065

066

067

068

069

070

071

072

073

074

075

076

077

078

079

080

081

082

083

084

085

086

087

088

089

090

091

092

093

094

095

096

097

098

099

ACL 2018 Submission ***. Confidential Review Copy. DO NOT DISTRIBUTE.

Joint Representation Learning of Cross-lingual Words and Entities via
Attentive Distant Supervision

Anonymous ACL submission

Abstract

Jointly learning word and entity represen-
tations benefits many NLP tasks, while has
not been well explored in cross-lingual set-
tings. In this paper, we propose a novel
method that integrates cross-lingual word
and entity representation learning to enable
joint inference among knowledge base and
text across languages, capturing mutually
complementary knowledge. Instead of re-
liance on parallel data, we automatically
generate cross-lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-lingual
attention to select the most informative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
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tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
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ity between entities and corresponding mentioned
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meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
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Abstract

Jointly learning word and entity represen-
tations benefits many NLP tasks, while has
not been well explored in cross-lingual set-
tings. In this paper, we propose a novel
method that integrates cross-lingual word
and entity representation learning to enable
joint inference among knowledge base and
text across languages, capturing mutually
complementary knowledge. Instead of re-
liance on parallel data, we automatically
generate cross-lingual training data via dis-
tant supervision over multi-lingual knowl-
edge bases. We also propose two types
of knowledge attention and cross-lingual
attention to select the most informative
words and filter out noise, which will fur-
ther improve the performance. In exper-
iments, separate tasks of word translation
and entity relatedness demonstrate the ef-
fectiveness of our method with an average
gain of 20% and 3% over baselines, re-
spectively. Using entity linking as a case
study, the results on benchmark dataset
verify the quality of our embeddings.

1 Introduction

Multi-lingual knowledge bases (KB), storing mil-
lions of entities and their facts in various lan-
guages, provide rich structured knowledge for un-
derstanding natural language beyond texts. Mean-
while, abundant text corpus contains large amount
of potential knowledge complementary to existing
KBs. Therefore, researchers leverage both types
of resources to improve various natural language
processing (NLP) related tasks, such as relation ex-
traction (Weston et al., 2013; Lin et al., 2017), and
entity linking (Tsai and Roth, 2016; Yamada et al.,
2016; Cao et al., 2017; Ji et al., 2016).

Most existing work jointly models KB and text
corpus to enhance each other by learning word and
entity representations in a unified vector space. For
example, (Wang et al., 2014; Yamada et al., 2016;
Cao et al., 2017) utilize the coherence informa-
tion to align similar words and entities with sim-
ilar embedding vectors. Another approach in (Han
et al., 2016; Toutanova et al., 2015; Wu et al.,
2016) learns to represent entities based on their
textual descriptions together with the structured re-
lations. However, these methods only focus on
mono-lingual settings, and few researches have
been done in cross-lingual scenarios.
In this paper, we propose to learn cross-lingual

word and entity representations in the same seman-
tic space, to enable joint inference among KB and
text across languages without any additional trans-
lation mechanism, which is usually expensive and
may introduce inevitable errors. Our embeddings
are helpful to break down language gaps in many
tasks, such as cross-lingual entity linking, in which
the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
words in different languages.
e , w ,w
The intuition is that, words and entities in

various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-

1Some cross-lingual pioneering work observe that word
embeddings trained separately on monolingual corpora ex-
hibit isomorphic structure across languages (Mikolov et al.,
2013; Zhang et al., 2017).
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same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
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study, the results on benchmark dataset
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may introduce inevitable errors. Our embeddings
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the major challenge lies in measuring the similar-
ity between entities and corresponding mentioned
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various languages share some common semantic
meanings1, but there are also ways in which they
differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
instance, textual ambiguity in one language may
disappear in another language, e.g., the two mean-
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differ. On one hand, we utilize their shared seman-
tics to align similar words and entities with simi-
lar embedding vectors, no matter they are in the
same language or not. On the other hand, cross-
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guages due to the complementary knowledge. For
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same language or not. On the other hand, cross-
lingual embeddings will benefit from different lan-
guages due to the complementary knowledge. For
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Figure 1: The framework of our method. The inputs and outputs of each step are listed in the right
side, and in the left side there are three main components of joint representation learning. Red texts
with brackets are anchors, dashed lines between entities denote relations, and solid lines are cross-lingual
links.

mon neighbors have similar embeddings, no mat-
ter in which language, e.g., English entity Foust
and Chinese entity 福斯特 (Foust) are embed-
ded close in semantic space due to the common
neighborsNBA,All-star andNBA选秀 (draft), etc.
(3) Cross-lingual Sentence Regularizer aims to
learn mutually translated words with similar em-
beddings by pushing their cross-lingual contexts
(i.e. comparable sentences) together. For exam-
ple, English word basketball and the translated
Chinese word 篮球 frequently co-occur in com-
parable sentences, and are close in the semantic
space.
All word/entity embeddings are trained jointly

under a unified optimization objective. Next, we
will introduce how to generate bi-lingual EN and
comparable sentences as well as the three compo-
nents for joint representation learning in turn.

3.3 Cross-lingual Supervision Data
Generation

This section introduces how to extract more cross-
lingual clues from multi-lingual KB in the form of
bi-lingual EN and comparable sentences.

Bi-lingual Entity Network Construction

Conventional knowledge representation meth-
ods normally regard cross-lingual links as a spe-
cial equivalence type of relation between two en-
tities (Zhu et al., 2017). However, we argue that
this may mislead to an inconsistent training ob-

jective since a cross-lingual link actually contains
multiple relations. For example (Figure 1), there
will be no direct relation betweenChinese entity福
斯特 (Foust) and English entity Piston by merely
adding the equivalence relation between Foust and
福斯特, which is in contradiction with the fact that
Foust belongs to Piston, no matter in which lan-
guage.
Therefore, we build bi-lingual entity network by

making cross-lingual linked entities that inherit all
relations from each other. Concretely, we enhance
mono-EN by adding edges from all neighbors of
entity eei to ezj if < eei , e

z
j >∈ Re−z (layer 2).

e

Comparable Sentences Generation

We utilize distant supervision to generate com-
parable sentences from Wikipedia articles. As
shown in Figure 1, from the page articles of cross-
lingual linked entities eeKobe and e

z
Kobe, we extract

those sentences including another cross-lingual
linked entities eeJoe and ezJoe as comparable sen-
tences Se−z = {< sek, s

z
k >}.

The intuition is that we consider each sentence
in a Wikipedia article has a pseudo mention of
the page entity (talking something about the en-
tity) (Yamada et al., 2017). Thus, if a sentence also
mentions another entity, it implicitly expresses
their relation. Therefore, we make a similar as-
sumption as in relation extraction: If two enti-
ties participate in a relation, and both of them

Figure 2: The nerual model for jointly representation learning.

at filtering out wrong labelling sentences, and
ψ′(wen

i , w
zh
j ) is cross-lingual attention to deal

with the unbalanced information through possible
aligned words.
Next, we will introduce the two types of atten-

tions in detail.

Knowledge Attention

Suppose that sentences senk,l|Ll=1 contain the same
entities in articles of entity eenm , the wrong labelling
errors increase, because some senk,l is almost irrele-
vant to eenm . Knowledge attention assigns smaller
weights to wrong labelled sentences, and higher
weights to related sentences. Thus, we define it
proportional to the similarity between senk,l and eenm :

ψ(eenm , s
en
k,l) ∝ sim(eenm ,

∑
wen

i ∈senk,l

wen
i )

where sim is similarity measurement. We
use cosine similarity in the presented work.
Knowledge attention is normalized to satisfy∑L

l ψ(e
en
m , s

en
k,l) = 1.

Cross-lingual Attention

Inspired by self-attention mechanism (Lin et al.,
2017b), we motivate cross-lingual attention focus-
ing on potential information from comparable sen-
tences themselves. The intuition is to find possible
alignedwords between languages, and filter out the
words without alignments. We define it according
to the maximum similarity computed by our cross-
lingual word embeddings:

ψ′(wen
i , w

zh
j ) ∝ max

wen
i ∈senk ,wzh

j ∈szh
k′

sim(wen
i ,wzh

j )

We set a threshold for discarding non-aligned
words if ψ′(wen

i , w
zh
j ) < θ, and make a normal-

ization for selected words. We set θ = 0 in exper-
iments. Thus, unbalanced information is trimmed
to the commonmeanings between senk and szhk′ . For
example (Figure 1), words American, basketball,
player are selected due to their aligned Chinese
words 美国, 篮球, 运动员, while 12 seasons in
senk or 前 (former) in szhk′ are discarded due to low
attentions.
The reason of using such regularizer lies in

two points: (1) the embeddings of cross-lingual
aligned words become closer within the pair of
comparable sentences, and meanwhile (2) the dis-
tance between their contexts is also minimized,
which keeps the same way as used in mono-lingual
word embeddings training—the words sharing
more contexts have similar embeddings. In this
way, our regularizer follows a similar assumption
with (Gouws et al., 2015): The more frequently
two words occur in parallel/comparable sentence
pairs, the closer their representation will be.

5.4 Training
All above components are jointly trained using the
overall objective function as follows:

L = Lm + Le + γLs

where γ is a hyper-parameter to tune the effect of
cross-lingual sentence regularizer, and set to 1 in
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experiments. We use Softmax as probability func-
tion, and negative sampling and SGD for efficient
optimization (Mikolov et al., 2013a).

6 Experiments
In this section, we describe some qualitative
analysis with nearest neighbors and quantita-
tive experiments with the tasks of word trans-
lation, entity relatedness and cross-lingual en-
tity linking to verify the quality of cross-
lingual word embeddings, entity embeddings
and the joint inference among them, respec-
tively. The codes of our proposed model
can be found in https://github.com/
TaoMiner/MultiLingualEmbedding.

6.1 Experiment Settings

Word Entity
vocab (m) token (b) vocab (m) token (b)

En 1.99 1.90 3.94 0.41
Zh 0.55 0.17 0.58 0.06
Es 0.70 0.48 0.70 0.04
Ja 0.46 0.45 0.88 0.08
It 0.67 0.40 1.09 0.12
Tr 0.33 0.05 0.22 0.01

Table 1: Multi-lingual KB Statistics.

We choose Wikipedia, the April 2017 dump, as
multi-lingual KB and six popular languages for
evaluation. The preprocessing consists of follow-
ing steps: converting texts into lower cases, filter-
ing out symbols and low frequency words and en-
tities (less than 5), and tokenizing Chinese corpus
using Jieba4 and Japanese corpus using mecab5.
The statistics is listed in Table 1. For brevity, we
adopt two-letter abbreviations: ‘En’, ‘Zh’, ‘Es’,
‘Ja’, ‘It’ and ‘Tr’ for English, Chinese, Span-
ish, Japanese, Italian and Turkish, respectively.
The token sub-column denotes the total number of
word/entity in the entire training corpus, and we
use ‘m’ to denote million and ‘b’ for billion.
For cross-lingual settings, we choose five lan-

guage pairs to compare with state-of-the-art meth-
ods, whose statistics is listed in Table 2.
We trained our method using the suggested

parameters in Skip-gram model (Mikolov et al.,
2013c) and evaluate the embeddings shared by all
tasks for fairly comparison. We set training epoch
as 2 to ensure convergence, which costs nearly 20

4https://github.com/fxsjy/jieba
5http://taku910.github.io/mecab/

Cross-lingual Comparable Bilingual EN
Links (m) Sentences(m) E(m) R(b)

Es-En 0.82 4.66 4.64 0.58
Zh-En 0.51 2.02 4.52 0.57
Ja-Zh 0.26 1.04 1.46 0.19
It-En 0.74 3.83 5.03 0.68
Tr-En 0.15 0.75 4.16 0.44

Table 2: Cross-lingual Data Statistics.

hours on the server with 64 core CPU and 188GB
memory. The embedding dimension is set to 200
and context window size is 5. For each positive
example, we sample 5 negative examples.

6.2 Qualitative Analysis

Translation words (Chinese)
篮球 (+),篮球队 (basketball team),湖人 (lakers),男子
篮球 (men’s basketball),湖人队 (the lakers),国王队 (the
Kings),美式足球 (American football),中锋 (center)
Nearest entities (Chinese)
NBA,篮球 (Basketball) ,控球后卫 (Point guard), NBA
选秀 (draft), 香港男子甲一组男子篮球联赛 (Hong
Kong men’s top basketball league), 橄榄球 (American
football),东方篮球队 (Eastern basketball team)
Nearest words
nba, wnba, player, twyman, professional, pick, 76ers
Nearest entities
Professional sports, Varsity letter, Sports agent, All-
America, Final four, All-star, College basketball

Table 3: Cross-lingual nearest words and entities of En-
glish word basketball.

Wemanually checked nearest neighbors to have
a straightforward impression of the quality of our
embeddings. The nearest neighbors of English
word basketball is listed in Table 3.
As Table 3 shows, we find the correct translation

ranked at top 1 (marked by +), and the listed words
as well as English nearest words are all basketball
related, indicating a higher quality of our cross-
lingual word embeddings. Interestingly, we found
that although all nearest entities are sports related,
e.g., NBA or Professional sports, there is an ob-
vious culture divergence between Chinese entities
and English entities, such asHongKong basketball
league v.s. All-America.

6.3 Word Translation
Following (Zhang et al., 2017b), we test our cross-
lingual word embeddings on benchmark dataset
including over 2,000 bilingual word pairs on av-
erage. The ground truth is obtained from Open

https://github.com/TaoMiner/MultiLingualEmbedding
https://github.com/TaoMiner/MultiLingualEmbedding
https://github.com/fxsjy/jieba
http://taku910.github.io/mecab/
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Es-En It-En Ja-Zh Tr-En Zh-En
large small large small large small large small large small

TM - 48.61 - 37.95 - 26.67 - 11.15 4.79 21.79
IA - 60.41 - 46.52 - 36.35 - 17.11 7.08 32.29
Bilbowa 53 65.96 - - - - - - - -
BWESG 48.88 66.38 36.84 51.29 30.93 37.80 21.36 35.59 20.57 29.17
Adversarial - 71.97 - 58.60 - 43.02 - 17.18 7.92 43.31
Ours-noatt 68.34 77.1 62.22 65.90 37.00 42.30 57.47 60.51 35.90 42.80
Ours 70.41 78.50 63.07 67.85 41.30 46.70 54.40 59.31 35.66 44.67

Table 4: Word Translation.

Multilingual WordNet6 or Google translation. We
compare all methods using the same vocabulary,
and analyze the vocabulary size’s impact by set-
ting a nearly 5k small scale and 50k large scale.
We choose several state-of-the-art methods as

baseline, using different level of parallel data: (1)
TM (Mikolov et al., 2013b), IA (Zhang et al.,
2016) are pioneers and popular transformation
based methods using bilingual lexicon. (2) Bil-
bowa (Gouws et al., 2015) is typical work using
parallel sentences and performs quite well. (3)
BWESG (Vulic and Moens, 2016) is similar to
our method and achieves best performance in the
literature of using comparable data. (4) Adver-
sarial model (Zhang et al., 2017b) is the state-of-
the-arts without parallel data. Besides, we re-
move attention from our method to investigate the
impacts from attention mechanisms, marked with
Ours-noatt.
For fair comparison, we report the results in

original paper (Zhang et al., 2017b) except Bil-
bowa and BWESG, which didn’t report their re-
sults on the same benchmark datasets. So, we care-
fully implement them using released codes on the
same training corpus as ours with suggested pa-
rameters. Nevertheless, we do not have perfor-
mance reports of Zh-En, It-En, Tr-En and Ja-Zh
with Bilbowa due to the lack of parallel data used
in the original paper. As shown in Table 4, we can
see:

• Our proposed method significantly outper-
forms all the baseline methods with average
gains of 21% and 9.1% on large and small
vocabulary. This proves the high quality of
our generated cross-lingual data and the ef-
fectiveness of our joint framework.

• The pair of languages have similar culture
achieves better performance (Es-En, It-En,
Tr-En, Ja-Zh) than that have different cultural
origins, e.g., Zh-En.

6http://compling.hss.ntu.edu.sg/omw

• Languages with richer corpus have better
translations because adequate training data
helps to capture more accurate cross-lingual
semantics (Es-En, It-En, Tr-En v.s. Ja-Zh).

• Our method has less performance reduction
between small and large vocabulary than
methods based on parallel word pairs, be-
cause we adopt a consistent objective func-
tion which aligns cross-lingual semantics,
and simultaneously keeps their own mono-
lingual semantics.

• Attention mechanisms further improve the
performance, mainly because they help to
select the most informative words and sen-
tences, filtering out unrelated data.

6.4 Entity Relatedness
With respect to our entity embeddings, we have
conducted experiments to evaluate English entity
relatedness following (Ganea and Hofmann, 2017;
Hoffart et al., 2011), in which the dataset con-
tains 3,314 entities, and each entity has 91 candi-
date entities labeled with 1 or 0, indicating whether
they are semantically related. Given an entity, we
rank candidate entities according to their similarity
based on our embeddings, and evaluate the rank-
ing quality through two standard metrics: normal-
ized discounted cumulative gain (NDCG) (Järvelin
andKekäläinen, 2002) andmean average precision
(MAP) (Manning et al., 2008).
To give a comprehensive fair comparison, we

choose several widely used and state-of-the-art
methods as our baselines, and compare with the
results in the original papers: (1) WLM (Milne
and Witten, 2008), the popular semantic similar-
ity measurement based on Wikipedia anchor links.
(2) ALIGN (Yamada et al., 2016) andMPME (Cao
et al., 2017), state-of-the-arts that jointly learn
word and entity embeddings using mono-lingual
EN. (3) Deep Joint (DJ) model (Ganea and Hof-
mann, 2017), deep neural model that achieves the

http://compling.hss.ntu.edu.sg/omw
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best performance of entity relatedness.
NDCG MAP

@1 @5 @10
WLM .54 .52 .55 .48
ALIGN (d=500) .59 .56 .59 .52
MPME .61 .61 .65 .58
DJ (d=300) .63 .61 .64 .58
Ours (Zh-En) .62 .62 .66 .59
Ours (Es-En) .61 .61 .65 .59
Ours (Tr-En) .62 .62 .65 .59
Ours (It-En) .61 .61 .65 .58
Ours-e (Es-En) .62 .62 .67 .61
Ours-e (Es-En,epoch=5) .64 .64 .68 .62

Table 5: Entity Relatedness.

Table 5 shows the results of baseline methods as
well as our methods based on different languages.
We also test the cases of our method without train-
ing cross-lingual words, marked as Ours-e. We can
see our method outperforms all baseline methods
by introducing cross-lingual information, and all
bilingual ENs lead to similar results. Strangely,
ALIGN and DJ with more embedding dimensions
seemly fails to capture overall relatedness (per-
formance reduction from top@1 to top@5). The
best performance of Ours-e implies that training
cross-lingual word slightly harms the performance
of entity embeddings. We can introduce additional
sense embeddings in future (Cao et al., 2017).
Although favorable improvements has been

achieved by using our English entity embeddings,
it shall be fewer than that of other languages, be-
cause resources of English are already quite rich,
and even richer than many other languages, thus
contributions from other languages will be less sig-
nificant than vice versa. Due to the limitation of
the publication, we neglect to report experiment
results on the vice versa direction.

6.5 Cross-lingual Entity Linking
Entity linking, the task of identifing the language-
specific reference entity for mentions in texts,
raises the key challenges of comparing the rel-
evance between entities and contextual words
around the mentions (Cao et al., 2015; Nguyen
et al., 2016). Recently, the surge of cross-lingual
analysis pushes the entity linking task on cross-
lingual settings (Ji et al., 2015). Therefore, we
comprehensively measure our joint inference abil-
ity among words and entities using the tri-lingual
EL benchmark dataset KBP2015, which consists
of 944 documents and 38,831 mentions, and di-
vides them into 444 and 500 documents for train-
ing and evaluation. Note that the main purpose of

it is not to beat other EL models but to evaluate the
quality of our embeddings, so we adopt a simple
classifier GBRT (Gradient Boost Regression Tree)
basedmethod as in (Cao et al., 2017; Yamada et al.,
2016), replace with our cross-lingual embeddings,
and filter out mentions that are out of our vocabu-
lary.

English Spanish Chinese
Top system 73.7 80.4 83.1
Second system 66.2 71.5 78.1
Ours 73.9 79.1 81.3

Table 6: Tri-lingual Entity Linking.

Table 6 shows the top 1 linking accuracy (%).
We can see our method performs much better than
the second ranked system, and is competitive with
the top ranked system. Considering that the sys-
tems utilize additional translation tools (Ji et al.,
2015), we conclude that our embeddings are high
qualified for joint inference among entities and
words in different languages.

7 Conclusions

In this paper, we propose a novel method to jointly
learn cross-lingual word and entity representa-
tions that enables effective inference among cross-
lingual knowledge bases and texts. Instead of par-
allel data, we use distant supervision over multi-
lingual KB to generate high quality comparable
data as cross-lingual supervision signals for two
types of regularizer. We introduce attention mech-
anism to further improve the training quality. A
series of experiments on several tasks verify the
effectiveness of our methods as well as the quality
of cross-lingual word and entity embeddings.
In the future, we will enrich semantics of low-

resourced languages by cross-lingual linking to
rich-resourced languages, and extend more cross-
lingual words and entities to multi-lingual settings.
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