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A b s t r a c t  
In this paper I will report the result of a quan- 
titative analysis of the dynamics of the con- 
sti tuent elements of Japanese terminology. In 
Japanese technical terms, the linguistic contri- 
bution of morphemes greatly differ according to 
their types of origin. To analyse this aspect, a 
quantitative method is applied, which can prop- 
erly characterise the dynamic nature of mor- 
phemes in terminology on the basis of a small 
sample. 

1 I n t r o d u c t i o n  
In computational  linguistics, the interest in ter- 
minological applications such as automatic term 
extraction is growing, and many studies use 
the quantitative information (cf. Kageura & 
Umino, 1996). However, the basic quantita- 
tive nature of terminological structure, which 
is essential for terminological theory and appli- 
cations, has not yet been exploited. The static 
quantitative descriptions are not sufficient, as 
there are terms which do not appear in the sam- 
ple. So it is crucial to establish some models, by 
which the terminological structure beyond the 
sample size can be properly described. 

In Japanese terminology, the roles of mor- 
phemes are different according to their types 
of origin, i.e. the morphemes borrowed mainly 
from Western languages (borrowed morphemes) 
and the native morphemes including Chinese- 
origined morphemes which are the majority. 
There are some quantitative studies (Ishii, 1987; 
Nomura g¢ Ishii, 1989), but they only treat the 
static nature of the sample. 

Located in the intersection of these two 
backgrounds, the aim of the present study is 
twofold, i.e. (1) to introduce a quantitative 

framework in which the dynamic nature of ter- 
minology can be described, and to examine 
its theoretical validity, and (2) to describe the 
quantitative dynamics of morphemes as a 'mass' 
in Japanese terminology, with reference to the 
types of origin. 

2 Te r m in o log i c a l  D a t a  

2.1 T h e  D a t a  

We use a list of different terms as a sample, 
and observe the quantitative nature of the con- 
stituent elements or morphemes. The quantita- 
tive regularities is expected to be observed at 
this level, because a large portion of terms is 
complex (Nomura &: Ishii, 1989), whose forma- 
tion is systematic (Sager, 1990), and the quan- 
titative nature of morphemes in terminology is 
independent of the token frequency of terms, be- 
cause the term formation is a lexical formation. 

With the correspondences between text and 
terminology, sentences and terms, and words 
and morphemes, the present work can be re- 
garded as parallel to the quantitative study of 
words in texts (Baayen, 1991; Baayen, 1993; 
Mandelbrot, 1962; Simon, 1955; Yule, 1944; 
Zipf, 1935). Such terms as ' type',  ' token', 'vo- 
cabulary', etc. will be used in this context. 

Two Japanese terminological data are used 
in this study: computer science (CS: Also, 1993) 
and psychology (PS: Japanese Ministry of Ed- 
ucation, 1986). The basic quantitative data are 
given in Table 1, where T, N, and V(N) in- 
dicate the number of terms, of running mor- 
phemes (tokens), and of different morphemes 
(types), respectively. 

In computer science, the frequencies of the 
borrowed and the native morphemes are not 
very different. In psychology, the borrowed 
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[ D o m a i n  T N V ( N )  

1 4 9 8 3  C S  all  
b o r r o w e d  
n a t i v e  

P S  a l l  6 2 7 2  1 4 3 1 4  3 5 9 4  
b o r r o w e d  1541  9 9 5  
n a t i v e  1 2 7 7 3  2 5 9 9  

N / T  N I V ( N ~ L -  ~ 

3 6 6 4 0  5 1 7 6  2 .45  7 .08  0 .211  
1 4 6 9 6  2 8 0 9  6 .23  0 . 2 4 2  
2 1 9 4 4  2 3 6 7  9 . 2 7  0 . 1 7 4  

2 ,2 8  3 ,98  0 , 2 3 5  
1 .55  0 . 3 0 9  
4 .91  0 . 2 0 7  

Table 1. Basic Figures of the Ternlinological Data 

morphemes const i tute only slightly more than 
10% of the tokens. The mean frequency 
N / V ( N )  of the borrowed nmrphemes is much 
lower than the native morphemes in both  do- 
mains. 

2 .2  L N R E  N a t u r e  o f  t h e  D a t a  

The LNRE (Large Number  of Rare Events) 
zone (Chitashvili & Baayen, 1993) is defined as 
the range of sample size where the population 
events (different morphemes) are far from being 
exhausted. This is shown by the fact that  the 
numbers of hapax legomena and of dislegomena 
are increasing (see Figure 1 for hapax). 

A convenient test to see if the sample is lo- 
cated in the LNRE zone is to see the ratio of 
loss of the number  of morpheme types, calcu- 
lated by the sample relative frequencies as the 
est imates of populat ion probabilities. Assuming 
the binomial model, the ratio of loss is obtained 
by: 

CL = (V(N) - [7[V(N)])/V(N) 

E,~>a V(m, U)(1 - p(i[f(i,N) .... ], X)) N 

V(N) 
where: 

f ( i , N )  : frequency of a morpheme wi in a sample 
of N. 

p(i, N) = f(i,  N ) / N  : sample relative frequency. 

rn : frequency class or a number of occurrence. 

V(m,N)  : the number of morpheme types occur- 
ring m times (spectrum elements) in a sample 
of N. 

In the two data,  we underest imate the number 
of morpheme types by more than 20% (CL in 
Table 1), which indicates that  they are clearly 
located in the LNRE zone. 

3 T h e  L N R E  F r a m e w o r k  
When a sample is located in the LNRE zone, 
values of statistical measures such as type-token 
ratio, the parameters  of 'laws' (e.g. of Mandel- 
brot,  1962) of word frequency distributions, etc. 

change systematically according to the sample 
size, due to the unobserved events. ~ib treat  
LNRE samples, therefore, the factor of sample 
size should be taken into consideration. 

Good (1953) gives a method of re-estimating 
the population probabilities of the types in the 
sample as well as estimating the probabil i ty 
mass of unseen types. There is also work on 
the estimation of the theoretical vocabulary size 
(Efron & Thisted,  1976; National Language Re- 
search Insti tute,  1958; Tuldava, 1980). How- 
ever, they do not give means to est imate such 
values as V ( N ) ,  V ( m , N )  for arbi trary sample 
size, which are what  we need. The LNRE frame- 
work (Chitashvili & Baayen, 1993) offers the 
means suitable for the present study. 

3 .1  B i n o m i a l / P o i s s o n  A s s u m p t i o n  

Assume that  there are S different morphemes 
wi, i = 1,2, . . .S,  ill the terminological pop- 
ulation, with a probabil i ty pi associated with 
each of them. Assuming the binomial distribu- 
tion and its Poisson approximation,  we can ex- 
press the expected numbers of morphemes and 
of spect rum elements in a given sample of size 
N as follows: 

S S 

E[V(N)] = S - ~-'~.(1 -Vl)  N = ~ ( 1  - e-xv'). (1) 
i = 1  i = l  

S 

EIV(m,N)] = p~ (1 
i-~#\ 177t 
i = 1  

S 

= ~(Npl)'%-NP'/rn!. (2) 
i = 1  

As our data  is in the LNRE zone, we cannot 
est imate Pi. Good (1953) and Good & Touhnin 
(1956) introduced the method of interpolating 
and extrapolat ing the number of types for ar- 
bi trary sample size, but  it cannot be used for 
extrapolat ing to a very large size. 

3 .2  T h e  L N R E  M o d e l s  

Assume that  the distr ibution of grouped proba- 
bility p follows a distr ibution 'law', which can be 
expressed by some structural  type distribution 
G(p) = ~ - 1  I[pi>_p], where I = 1 when Pi ~ P 
and 0 otherwise. Using G(p), the expressions 
(1) and (2) can be re-expressed as follows: 

F E[V(N)] = (1 - e -Np) da(p). (3) 
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f0 °° 
E[V(m, N)] = (Np)"~e-NP/m! dG(p). (4) 

where dG(p) -- G(pj) - G(pj+I) around pj, and 
0 otherwise, in which p is now grouped for the 
same value and indexed by the subscript j that 
indicates in ascending order the values of p. 

In using some explicit expressions such as 
lognormal 'law' (Carrol, 1967) for G(p), we 
again face the problem of sample size depen- 
dency of the parameters of these 'laws'. To over- 
come the problem, a certain distribution model 
for the population is assumed, which manifests 
itself as one of the 'laws' at a pivotal sample size 
Z. By explicitly incorporating Z as a parame- 
ter, the models can be completed, and it be- 
comes possible (i) to represent the distribution 
of population probabilities by means of G(p) 
with Z and to estimate the theoretical vocabu- 
lary size, and (ii) to interpolate and extrapolate 
V ( N )  and V ( m ,  N)  to the arbitrary sample size 
N, by such an expression: 

E[V(m, N)] : - -~  --(N(Zp))m)m] e-~(ZP) dG(p) 

The parameters of the model, i.e. the orig- 
inal parameters of the 'laws' of word frequency 
distributions and the pivotal sample size Z, are 
estimated by looking for the values that most 
properly describe the distributions of spectrum 
elements and the vocabulary size at the given 
sample size. In this study, four LNRE mod- 
els were tried, which incorporate the lognormal 
'law' (Carrol, 1967), the inverse Gauss-Poisson 
'law' (Sichel, 1986), Zipf's 'law' (Zipf, 1935) and 
Yule-Simon 'law' (Simon, 1955). 

4 Analysis  of  Terminology 
4.1 R a n d o m  P e r m u t a t i o n  

Unlike texts, the order of terms in a given ter- 
minological sample is basically arbitrary. Thus 
term-level random permutation can be used to 
obtain the better descriptions of sub-samples. 
In the following, we use the results of 1000 term- 
level random permutations for the empirical de- 
scriptions of sub-samples. 

In fact, the results of the term-level and 
morpheme-level permutations almost coincide, 
with no statistically significant difference. From 
this we can conclude that the binomial/Poisson 
assumption of the LNRE models in the previous 
section holds for the terminological data. 

4.2 Q u a n t i t a t i v e  M e a s u r e s  

Two measures are used for observing the dy- 
namics of morphemes in terminology. The first 
is the mean frequency of morphemes: 

N 
X(V(g))-  V(N) (5) 

The repeated occurrence of a morpheme indi- 
cates that it is used as a constituent element of 
terms, as the samples consist of term types. As 
it is not likely that the same morpheme occurs 
twice in a term, the mean frequency indicates 
the average number of terms which is connected 
by a common morpheme. 

A more important measure is the growth 
rate, P ( N ) .  If we observe E[V(N)]  for changing 
N, we obtain the growth curve of the morpheme 
types. The slope of the growth curve gives the 
growth rate. By taking the first derivate of 
E[V(N)]  given by equation (3), therefore, we 
obtain the growth rate of the morpheme types: 

P(N) = d~E[V(U)] - E[(V(1,N U)] (6) 

This "expresses in a very real sense the proba- 
bility that new types will be encountered when 
the ... sample is increased" (Baayen, 1991). 

For convenience, we introduce the notation 
for the complement of P ( N ) ,  the reuse ratio: 

R(N) = 1 - P(N) (7) 

which expresses the probability that the existing 
types will be encountered. 

For each type of morpheme, there are two 
ways of calculating P ( N ) .  The first is on the 
basis of the total number of the running mor- 
phemes (frame sample). For the borrowed mor- 
phemes, for instance, it is defined as: 

Pfb(g) : E[V~ . . . . . .  a(1, N)]/N 

The second is on the basis of the number of 
running morphemes of each type (item sample). 
For instance, for the borrowed morphemes: 

P~b(N) -- E[Vb . . . . . .  d(1, N)]/Nb . . . . . .  a 

Correspondingly, the reuse ratio R ( N )  is also 
defined in two ways. 

Pi reflects the growth rate of the morphemes 
of each type observed separately. Each of them 
expresses the probability of encountering a new 
morpheme for the separate sample consisting of 
the morphemes of the same type, and does not 
in itself indicate any characteristics in the frame 
sample. 
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On the other hand, PI and R f express the 
quanti tat ive s tatus  of the morphemes of each 
type as a mass in terminology. So the transi- 
tions of P! and RI, with changing N,  express 
the changes of the s tatus  of the morphemes of 
each type in the terminology. In terminology, 
PI can be interpreted as the probabil i ty of in- 
corporating new conceptual elements. 

4 .3  A p p l i c a t i o n  o f  L N R E  M o d e l s  

Table 2 shows the results of the application of 
the LNRE models, for the models whose mean 
square errors of V(N) and V ( I , N )  are mini- 
mal for 40 equally-spaced intervals of the sam- 
ple. Figure 1 shows the growth curve of the 
morpheme types up to the original sample size 
(LNRE estimations by lines and the empirical 
values by dots). According to Baayen (1993), 
a good lognormal fit indicates high productiv- 
ity, and the large Z of Yule-Simon model also 
means richness of the vocabulary. Figure 1 and 
the chosen models in Table 2 confirm these in- 
terpretat ions.  

-Domain ]VIo~ael -~/////////~ S V ( N) E[V ( N)] ~ 
CS all Gauss-Poisson 236 56085 5176 5176,0| 

| b o r r o w e d  L o g n o r m a l  4 1 9  7 5 2 9 6  2 8 0 9  2 8 0 9 . 0  
n a t i v e  G . . . . . .  P o i  . . . .  1 0 4  6 0 9 5  2 3 6 7  2 3 6 2 . 6 /  
P S  a l l  L o g  . . . . .  l --  1 2 8 3  3 0 6 9 1  3 5 9 4  3 5 9 4 .  00| 
b o r r o w e d  Y u l e - S i m o n  3 8 0 5 1  ~ 995 9 9 5  
n a t i v e  G a u s s - P o i s s o n  2 3 1  1 0 1 9 1  2 5 9 9  2 5 9 9 . 0  I 

* Z : p i v o t a l  s t t m p l e  s i z e  ; S : p o p u l a t i o , t  n u m b e r  o f  t y p e s  

Table 2. The Applications of LNRE Models 
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Fig. 2. Emplrieal and LNRE Spectrum Elements 

From Figure 1, it is observed that  the num- 
ber of the borrowed morpheme types in com- 
puter  science becomes bigger than that  of the 
native morphemes around N = 15000, while in 
psychology the number of the borrowed mor- 
phemes is much smaller within the given sam- 
ple range. All the elements are still growing, 
which imt)lies that  the quanti tat ive measures 
keep changing. 

Figure 2 shows the empirical and LNRE es- 
t imation of the spect rum elements, for m = 1 
to 10. In both  domains, the differences be- 
tween V(1, N)  and V(2, N) of the borrowed 
morphemes are bigger than those of the native 
morphemes.  

Both the growth curves in Figure 1 and the 
distributions of the spect rum elements in Figure 
2 show, at least to the eye, the reasonable fits of 
the LNRE models. In the discussions below, we 
assume that  the LNRE based estimations are 

valid, within the reasonable range of N.  The 
statistical validity will be examined later. 

4 .3 .1 M e a n  F r e q u e n c y  

As the populat ion numbers of lnorl)hcInes 
are est imated to be tinitc with the excep- 
tion of the borrowed morphemes in psychology, 
hmg+oo X(V(N)) = oo, which is not of much 
interest. The more impor tant  and interesting 
is the actual transition of the mean frequencies 
within a realistic range of N,  because the size 
of a terminology in practice is expected to be 
limited. 

Figm'e 3 shows the transitions of X(V(N)), 
based on the LNRE models, up to 2N in com- 
puter  science and 5N in psychology, plotted ac- 
cording to the size of the frame sample. The 
mean frequencies are consistently higher in com- 
puter  science than in psychology. Around N = 
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Fig. 3. Mean Frequencies 

70000, X(V(N)) in computer  science is ex- 
pected to be 10, while in psychology it is 9. 
The particularly low value of X(V(Nbo~.owed)) 
in psychology is also notable. 
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( a )  C o m p u t e r  S c i e n c e  

4 . 3 . 2  G r o w t h  R a t e / R e u s e  R a t i o  

Figure 4 shows the values of PI, Pi and RI ,  for 
the same range of N as in Figure 3. The values 
of Pib(N) and PI~(N) in both  domains show 
that ,  in general, the borrowed morphemes are 
more :productive'  than the native morphemes,  
though the actual  value depends on the domain. 

Comparing the two domains by PI,m(N), we 
can observe that  at the beginning the terminol- 
ogy of psychology relies more on the new mor- 
phemes than in computer  science, but  the values 
are expected to become about  the same around 
N = 70000. 

P f s  for the borrowed and native morphemes 
show interesting characteristics in each domain. 
Firstly, in computer  science, at the relatively 
early stage of terminological growth (i.e. N _~ 
3500), the borrowed morphemes begin to take 
the bigger role in incorporating new conceptual  
elements. PIb(N)  in psychology is expected to 
become bigger than PIn(N) around N = 47000. 
As the model estimates the populat ion num- 
ber of the borrowed morphemes to be infinite 
in psychology, that  the PIb(N) becomes bigger 
than Pin (N) at some stage is logically expected. 
Wha t  is impor tant  here is that ,  even in psychol- 
ogy, where the overall role of the borrowed mor- 
phemes is marginal, Pfn(N) is expected to be- 
come bigger around N ~ 47000, i.e. T ~ 21000, 
which is well within the realistic value for a pos- 
sible terminological size. 

Unlike Pf ,  the values of R f  show stable tran- 
sition beyond N = 20000 in both  domains, 

o .  
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` 5 -  
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* * * Pi : nat ive 
Tu rn ing  point  of Pf ~, - -  R : b o r r o w e d  

' ~ f o r  - RI : na l ive  
nat ive and  bo r rowed  m o r p h e m e s  

20000  40000  60000 

N 

(b) Psychology 

Fig, 4. Changes of the Growth Rates 

gradually approaching the relative token fre- 
quencies. 

5 Theoretical  Validity 
5.1 L i n g u i s t i c  V a l i d i t y  

We have seen that  the LNRE models offer a 
useful means to observe the dynamics of mor- 
phemes, beyond the sample size. As mentioned, 
what  is impor tant  in terminological analyses is 
to obtain the pat terns  of transitions of some 
characteristic quantit ies beyond the sample size 
bu t  still within the realistic range, e.g. 2N, 3N, 
etc. Because we have been concerned with the 
morphemes as a mass, we could safely use N in- 
stead of T to discuss the s ta tus  of morphemes, 

6 4 2  



implicitly assuming tha t  the average number of 
consti tuent morphemes in a term is stable. 

Among the measures we used in the anal- 
ysis of morphemes, the most impor tant  is the 
growth rate. The growth rate as the mea- 
sure of the productivi ty of affixes (Baayen, 
1991) was critically exanfined by van Marle 
(1991). One of his essential points was the re- 
lation between the performance-based measure 
and the competence-based concept of produc- 
tivity. As the growth rate is by definition a 
performance-based measure, it is not unnatu-  
ral tha t  the competence-based interpretat ion of 
the performance-based productivi ty measure is 
requested, when the object of the analysis is di- 
rectly related to such competence-oriented no- 
tion as derivation. In terminology, however, 
this is not the case, because the notion of 
terminology is essentially performance-oriented 
(Kageura, 1995). The growth rate, which con- 
cerns with the linguistic performance, directly 
reflects the inherent nature of terminological 
structure 1. 

One thing which may also have to be ac- 
counted for is the influence of the start ing sam- 
pie size. Although we assumed that  the order of 
terms in a given terminology is arbitrary, it may 
not be the case, because usually a smaller sam- 
ple may well include more 'central '  terms. We 
may need further s tudy concerning the status of 
the available terminological corpora. 

5.2 Statistical Validity 
Figure 5 plots the values of the z-score for E[V] 
and E[V(1)], for the models used in the analy- 
ses, at 20 equally-spaced intervals for the first 
half of the sample 2. hi psychology, all but one 
values are within the 95% confidence interval. 
In computer  science, however, the fit is not so 
good as in psychology. 

Table 3 shows the X 2 values calculated on 
the basis of the first 15 spectrum elements at 
the original sample size. Unfortunately, the X 2 
values show tha t  the models have obtained the 
fits which are not ideal, and the null hypothesis 

1Note however that the level of what is meant by the 
word 'per[brmance' is different, as Baayen (1991) is text- 
oriented, while here it is vocabulary-oriented. 

~To calculate the variance we need V(2N), so the test 
can be applied only for the first half of the sample 
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Fig. 5. Z-Scores for E[V] and E[V(1)I 

is rejected at 95% level, for all the models we 
used. 

Data M o d e l  - ~ - x ~ D F  
CS all Gauss-Poisson 129.70 14 

borrowed Lognormal 259.08 14 
native Gauss-Poisson 60.30 13 

PS all l,ognormal 72.21 14 
borrowed Yule-Simon 179.36 14 
native Gauss-Poisson 135.30 13 

Table 3. X 2 Values for the Models 

Unlike texts (Baayen, 1996a;1996b), the ill- 
fits of the growth curve of the models are not 
caused by the randomness assumption of the 
model, because the results of the term-level per- 
mutations,  used for cMculating z-scores, are sta- 
tistically identical to the results of morpheme- 
level permutations.  This implies that  we need 
better models if we pursue the better curve- 
fitting. On the other hand, if we emphasise 
the theoretical assumption of the models of fre- 
quency distributions used in the LNRE analy- 
ses, it is necessary to introduce the finer distinc- 
tions of morphemes. 

6 C o n c l u s i o n s  

Using the LNRE models, we have succesfully 
analysed the dynamic nature of the morphemes 
in Japanese terminology. As the majori ty of 
the terminological da ta  is located in the LNRE 
zone, it is impor tant  to use the statistical frame- 
work which allows for the LNRE characteristics. 
The LNRE models give the suitable means. 

We are currently extending our research to 
integrating the quanti tat ive nature of morpho- 
logical distributions to the qualitative model of 
term formation, by taking into account the po- 
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sitional and combinatorial nature of morphemes 
and the distributions of term length. 
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R e s u m e n  

En este arti'culo, csta informado cl resultado de an£1isis estad[stico de la din£mica de los clemen- 
tos constitutivos de t&minos japoncses. En t6rminos japoneses, la contribucidn de los elementos 
morfol6gicos es difcrcnte segfin los tipos de origen (entre los elcmentos adoptados de lenguas oc- 
cidentalcs y los elementos originMes incluso clcmentos adoptados de lengua china). 1)ara analizar 
este punto, un mdtodo cuantitativo esta applicado, que puede caracterizar propiamente la (|in£nfica 
de los datos mofol6gicos de t(~rminos en base a las nmestras pequcfias. 
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