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Abstract

This paper proposes two new meth-
ods to identify the correct meauing of
Japanese homonyms in text based on the
noun-verb co-occurrence in a sentence
which can be obtained easily from cor-
pora. The first method uses the ncar
co-occurrence data sets, which are con-
structed from the above co-occurrence
relation, to select the most feasible word
among homonyms in the scope of a sen-
tence.  The second uses the far co-
occurrence date sets, which are con-
structed dynamically from the near co-
occurrence data sets in the course of
processing input senteices, to select the
most feasible word among homonyws in
the scope of a sequence of sentences. An
experiment of kana-to-kanji( phonogram-
to-ideograph) conversion has shown that
the conversion is carried out at the ac-
curacy rate of 79.6% per word by the
first method. This accuracy rate of our
method is 7.4% higher than that of the
ordinary method based on the word oc-
currence frequency.

1 Introduction

Processing homouyms, i.c. identifying the correct
meaning of homonyms in text, is one of the most
important phases of kana-to-kanji conversion, cur-
rently the most popular method for inputting
Japanese characters into a computer. Recently,
several new methods for processing homouyms,
based on neural networks(Kobayashi,1992) or the
co-occurrence relation of words(Yamamoto,1992)
, have been proposed. These methods apply to
the co-occurrence relation of words not ounly in
a sentence but also in a sequence of sentences.
It appears impracticable to prepare a neural net-
work for co-occurrence data large enough to han-
dle 50,000 to 100,000 Japanese words.

In this paper, we propose two new methods for
processing Japanese homonyms based on the co-
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occurrence relation hetween a noun and a verb in
a sentence. We have defined two co-occurrence
data sets. One is a set of nouns accompanied by a
case marking particle, each clement of which has a
set of co-occurring verbs in a sentence. The other
is a set of verbs accompanied by a case marking
particle, each element of which has a set of co-
occurring nouns in a sentence. We call these two
co-occurrence data sets near co-occurrence data
sets. Thercafter, we apply the data sets to the
processing of homonyms. Two strategies are used
to approach the problein. The first uses the near
co-occurrence data sets to select the most feasible
word among homouys in the scope of a sentence.
The aim is to evaluate the possible existence of a
near co-occurrence relation, or co-occurrence re-
lation between a noun and a verb within a sen-
tence. The secoud evaluates the possible existence
of a far co-occurrence relation, referring to a co-
occurrence relation among words in different sen-
tences. This is achieved by coustructing far co-
occurrence data sets from near co-occurrence data
sets in the course of processing input sentences.

2 Co-occurrence data sets

The near co-occurrence data sets are defined.

The first near co-occurrence data set is the set
YN,...» cach element of which(n) is a triplet con-
sisting of a noun, a casc marking particle, and a
set of verbs which co-occur with that noun and
particle pair in a sentence, as follows:

n = (noun, particle, {(vi, k1), (va, k2),-++})

In this description, particle is a Japanese case
marking particle, such as 25 (nominative casc),
% (accusative case), or IZ (dative case), v;(t =
1,2,---) is a verb, and k(¢ = 1,2,--+) is the frc-
quency of occurrence of the combination noun,
particle and v;, which is determined in the course
of constructing %, , . from corpora. The follow-
ing arc examples of the clements of %y

(i’ (rain), »5 (nominative case),
{(B&5 (fall),10), (1ETe (stop),3), ..})
(i (rain), % (accusative case),
{85+ 5 (take precautions),3), ..})



The second near co-occurrence date sct is the
set Ly ..., each element of which(v) is a triplet
consisting of a verb, a case marking particle, and
a set of nouns which co-occur with that verh and
particle pair in a sentence, as follows:

v = (verb, particle, {(n1,11), (n2,12),-+-})

In this description, particle is a Japanese case
marking particle, n;(i = 1,2,---) is a noun, and
1;(i = 1,2,---) is the frequency of occurrence of
the combination verb, particle and n;. The follow-
ing are examples of the elements of 2y SViear

near’

can be constructed from Xy, ., and vice versa.

(% (fall), 2 (nominative case),
{(M¥ (rain),10), (% (snow),8), ..})

(B:% (fall), IZ (dative case),
{(JuM (Kyushu) ,1), ..})

3 Processing homonyms in a
simple sentence

Using the near co-occurrence data sets, the most
feasible word among possible homonyms can be
selected within the scope of a sentence. Our hy-
pothesis states that the most feasible noun or coni-
bination of nouns has the largest number of verbs
with which it can co-occur in a sentence.

The structure of an put Japanese seutence
written in kana-characters can be simplified as fol-
lows:

N] 'P17N2'P27"'7Nm‘PnnV

where N;(i = 1,2,---,m) is a noun, (i =
1,2,--.,m) is a particle and V is a verh.

3.1 Procedure
Following is the procedure for finding the most
feasible combination of words for an input kena-
string which has the above simplified Japanese
sentence structure. This procedure can also ac-
cept an input kenae-string which does not include
a final position verb.
Stepl Letm=0and T; = (i = 1,2,-- ).
Step2 If an input kanae-string is null, go to Step4.
Otherwise read one block of kana-string, that
is N - P or V, from the left side of the in-
put fena-string. And delete the onc block
of kana-string from the left side of the input
kana-string.
Step3 Find all homonymic kanji-variants
Wi(k = 1,2,--) for the kana-string N or V
which is read in Step2.
Increase m by 1.
For each Wi(k=1,2,--):
1. If W, is a noun, retrieve (Wy, P, V},) from
the near co-occurrence date sct Yy, .,
and add the doublet (W, V) to T,,,.
2. If Wy is a verb, add the
(Wi, {(Wk,0)}) to T,,.

doublet

Go to Step2.
Step4 From T;(z = 1,2,---,m), find the combi-
nation:
(Wla W)(VV‘A, Vz), Tty (Wma Vm)
(Wi, Vt) € Ti('l: =1,2,---, ”HL)
which has the largest value of
| NV, Va,-++,Vin) |- Where the function
N(Vi, Vo, -, V) is defined as follows.

m

ﬂ(Vl, Vo, e 7va) = {(1072 ki) |
i=1

('U,]’ﬂ) S V'l Ao A ('U,km) € Vm}
And | N(V1, Vo, -+, V) | is defined:

‘n(VlaV‘b"',‘/m) |: Z k

(v,KYE[)(V1, Ve, Vi)

The sequence of words Wy, Wy, .-, W,, is
thie most feasible combination of homonymic
kangi-variants for the input kana-string.

3.2 An example of processing homonyms
in a simple sentence
Following is an example of homonymn processing
using the above procedures.
For the input kena-string
“PPIIE L% (kawa ni hashi 0)”
“D& (kawa)” means a river and “tI U (hashi)”
means a bridge, “2¥ (kawa)” and “tX U (hashi)”
both have homonymic kanji-variants:

homonyms of “230 (kawa)” = )| (river)

BZ (leather)
homonyms of “tX U (hashi)” : & (bridge)

% (chopsticks)

The near co-occurrence data for “Ji| (river)” and
“BZ (leather)” followed by the particle “IZ (dative
case)” and the near co-occurrence data for “f§
(bridge)” and “Z§ (chopsticks)” followed by the
particle “% (accusative case)” are shown below.
Ol (river), iZ,{(1T< (go),8),

(BRF % (build),e),
(¥ (arop),5)})
(FZ (leather), Z,{(¥5 (paint),6),
(% (touch) ,3)})
(#& (bridge), % ,{(J%E5 (walk across),9),
(BT 5 (build),7),
(% (drop) ,4) 1)
(% (chopsticks), #,{(ES (use),7),
(T (drop),3)})
Following the procedure, the resultant frequency
values are as follows:
N % 22{ 8803, %)
I Ex 8{ ¥}
BT % of}
B %% 0f}
Therefore, the most feasible combination of words
is “JIl (river) iZ #ff (bridge) %.”
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4 An experiment on processing
homonyms in a simple sentence
4.1 Preparing a dictionary and a
co-occurrence data file
4.1.1 a noun file

A noun file including 323 nouns, which con-
sists of 190 nouns extracted from text concern-
ing current topics and their 133 homonyins, was
prepared.

4.1.2
A co-occurreuce data file was prepared. The
record format of the file is specified as follows:

a co-occurrence data file

[moun, case marking particle, verh, the
frequency of occurrence]

wlere case marking particle is chosen from 8 kinds
of particles, namely, “237, &7 €T €D Cl wh
ro”,“c]: U ”,“VC“”.

It includes 25,665 records of co-occurrence re-
latton (79 records per noun) for the nouns in the
noun file by merging 11,294 records from DR
Co-occurrence Dictionary(EDR,1994) with 15,856

records from handmade simple senteuces.

4.1.3 an input file and an answer file

An input file for an experiment, which includes
1,129 simple sentences written in kana alphabet,
and an answer {ile, which iucludes the same 1,129
sentences written in kengt characters, were pre-
pared. Mere, every noun of the sentences in the
files was chosen from the noun file.

4.1.4

A word dictionary, which consists of 323 nouns
in the noun file and 23,912 verbs in a Japanese
dictionary for kana-to-kangi conversion ', was pre-
pared. It 1s used to find all homounymic kange-
variants for cach noun or verb of the sentences in
the input file.

a word dictionary

4.2 Fxperiment results

An experiment on processing homonyms in a sin-
ple sentence was carried out. In this exper-
wment, kena-to-kanyi conversion was applied to
cach of the sentences, or the input kana-strings,
in the above input file and the near co-occuricnee
data sects were constructed from the above co-
occurrence data file.  Tablel shows the results
of kana-to-kenjyr conversion in the following two
cases. In the first case, an input kenae-string does
not include a final position verb. It means that
cach verb of the kana-strings i the mput file is
neglected.  In the seccond case, an put kane-
string includes a final position verb. The experi-
ment has shown that the conversion is carried out
at the accuracy rate of 79.6% per word, where
the conversion rate is 93.1% per word, in the first

"This dictionary was made by Al Soft Co.
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case. In the same way, the accuracy rate 1s 93.8%
per word, where the conversion rate is 14.5% per
word, in the second case. And then, we also con-
ducted the same experiment by using the method
based on the word occurrence frequency to coimn-
pare our miethod with an ordinary method. Tt has
shown that the accuracy rate is 72.2% per word
in the first case, and 77.8% per word in the sec-
ond case. We can find the accuracy rate by our
wethod is 7.4% higher in the first case and 16.9%
higher in the second case compared with the or-
dinary method. It is clarified that our method is
more effective than the ordinary method based on
the word occurrence frequency.

5 An approximation of the far

co-occurrence relation

We can approximate the far co-occurrence re-
latron, which is co-occurrence relation among
words in a sequence of sentences, from near co-
occurrence date sets. The far co-occurrence data
sets are described as follows:

YN = A0, tn), (s ta), ooy (e, b))
EVI“,. = {(”I > “’l)v (U2a “‘2)5 T ('Ul,n “’l.,)}

where n;(7 = 1,2,---,1,,) is a noun, ¢; is the pri-
ority value of n, vi(i = 1,2,--+,1,) is a verh and
w; is the priority value of v;,

The procedure for producing the far co-
occurrence data scts 1s:
Stepl Clear the fur co-occurrence data sets.

-
LN.!(LY' =€

Z/V/ =€

Step2 After cach fixing of noun N among homo-
nyms in the process of kene-to-kangi conver-
sion, renew the far co-occurrence data scis
Y, and By, by following these steps:

L. Change all priority values of (i =
1,2,--,4,) in the set Xy, to f(¢;) (for
example, f(t;) = 0.95¢;). This process
is intended to decrease priority with the
passage of time.

Table 1: Experiment results on processing homo-
nyms in a sunple sentence

For sentences  For sentences
without a verb  with a verb
Counversion rate 1053/1129 166/1129
per sentence (93.3%) (14.7%)

" Accuracy rate 663/1053 136/166
per sentence (63.0%) (81.9%)
Conversion rate 215572315 500/3444

per word (93.1%) (14.5%)
" Accuracy rate 1716/2155 469/500
per word (79.6%) (93.8%)




2. Change all priority values of u;(i =
1,2, -+,1,) in the set Sy, to f(u;) as
well.

3. Let N be the noun determined in
the process of kana-to-kanji conversion.
Find all

(viy kz)(l = la 2a Tt Q)
which co-occur with the noun N followed
by any particle, in the near co-occurrence
data set Ly, ... Add new elements

(vh g(kz))(l = 17 27 Y (1)
to the set Xy, . If an element with the
same verb v; already exists in Xy, , add
the value g(k;) to the priority value of
that element instead of the new element.
Here, g(k;) is a function for converting
frequency of occurrence to priority value.
For example,
g(ki) =1~ (1/k:)

4. Let v; be the verb described in the pre-

vious step. Find all

(n],l_])(] = 1127' - aQ)
which co-occur with the verb v; and any
particle in the near co-occurrence data
set By, ... Add new elements

(nj’ h(ki’ IJ))(.? =12, ‘Y)

to the set ¥ p,, .. If an element with the
same noun n; alrcady exists in Xy,
add the value h(k;,1;) to the priority
value of that element instead of the new
element. Here, h(k;,l;) is a function
for converting frequency of occurrence to
priority value. For example,

h(ki,1;) = g(k:)(1 = (1/1;))

6 Processing homonyms in a
sequence of sentences

Using the far co-occurrence date sets defined
in the previous section, the most feasible word
among homonyms can be selected in the scope of
a sequence of sentences according to the following
two cases.

Casel An input word written in kena-characters
s a noun.

Case2 An input word written in kena-characters
is a verb.

6.1 Procedure for casel

Stepl Find set Sy:

Sn = {(NlaTl)a (NQa TQ)» t }

where N;(i = 1,2,-- ) is a homonymic kanyi-
variant for the input word written in Aena-
characters and T; is the priority value for

homonym N;, which can be retriecved from
the far co-occurrence data set X, ..

1138

Step2 The noun N; which has the greatest T;
priority value in S,, is the most feasible noun
for the input word written in kenae-characters.

6.2 Procedure for case2
Stepl Find set S,:

Sy = {(Vla Ul)v (V2’U2)7 e }

Here, V;(j = 1,2,---) is a homonymic kanji-
variant for the input word written in kana-
characters and U; is the priority value for
homonym V; , which can be retrieved from
the far co-occurrence data set Ly, .

Step2 The verb V; which has the greatest U; pri-
ority value in S, is the most feasible verb for
the input word written in kena-characters.

7 Conclusion

We have proposed two new methods for processing
Japanese homonyms based on the co-occurrence
relation between a noun and a verb in a sentence
which can be obtained easily from corpora. Using
these methods, we can evaluate the co-occurrence
relation of words in a simple sentence by using the
near co-occurrence data sets obtained from cor-
pora. We can also evaluate the co-occurrence rela-
tion of words in different sentences by using the far
co-occurrence data sets constructed from the near
co-occurrence data sels in the course of process-
ing input sentences. The far co-occurrence data
sets are based on the proposition that it is more
practical to maintain a relatively small amount
of data on the semantic relations between words,
being changed dynamically in the course of pro-
cessing, than to maintain a huge universal “the-
saurus” data base, which does not appear to have
been built successfully.

An experiment of kana-to-kanji conversion by
the first method for 1,129 input simple sentences
has shown that the conversion is carried out in
93.1% per word and the accuracy rate is 79.6%
per word. It is clarified that the first method is
more effective than the ordinary method based on
the word occurrence frequency.

In the next stage of our study, we intend to
evaluate the second method based on the far co-
occurrence data sets by conducting experiments.
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