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Abstract

In this paper we address the prob-
lem of compound noun indexing that
is about segmenting or decomposing
compound nouns into promising index
terms. Compound nouns as index terms
that usually subscribe to specific no-
tions tend to increase the precision of
retrieval performance. The use of the
component nouns of a compound noun
as index terms, on the other hand, may
improve the recall performance, but can
decrease the precision.

Qur proposed method to handle com-
pound nouns with a goal to increase
the recall while preserving the preci-
sion computes the relevance of the com-
ponent nouns of a compound noun to
the document content by comparing the
document sets that are supported by
the component nouns and the terms of
the document. The operational content
of a term is represented as the proba-
bilistic distribution of the term over the
document set.

Experiments with a set of 1,000 docu-
ments show that our method gains 33%
increase of retrieval performance com-
pared to the indexing method without
compound noun analysis, and is as good
as manual decomposition by human ex-
perts.

1 Introduction

Automatic indexing renders a form of document
representation that visualizes the content of the
document more explicitly. Indices that are care-
fully chosen to represent a document will bring
about the improvement of retrieval performance
in accuracy and time efficiency. The potential of
a candidate index is often judged on the basis of
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its discriminating power over a document set as
well as its linguistic significance in the document.
Thus, a good index term should distinguish a cer-
tain class of documents from the rest of the doc-
uments and be relevant to the subject matters of
the class of documents to be indexed by the term.

In general, automatic indexing consists of the
identification of index terms and the assignment
of weights to the terms (Salton 1983).

An index term can be either a simple noun or a
compound noun composed of more than one sim-
ple nouns. Compound nouns tend to carry more
specific contextual information than simple nouns,
thus they are likely to contribute to the retrieval
precision. Compound nouns may contain useful
simple nouns that usually refer general contexts,
and thus will boost the recall of retrieval. Process-
ing compound nouns is decomposing them into
simple nouns and evaluating the simple nouns as
potential index terms. In both identifying and
evaluating index terms, compound nouns require
a different strategy from that for simple nouns.
'The identification of compound nouns involves a
certain degree of linguistic or statistical analysis
that varies from simple stemming to morphologi-
cal analysis (Fagan 1989).

What makes it even more complicated to han-
dle compound nouns in Korean documents lics in
the convention of writing compound nouns. In
Korean, it is allowed to write compound nouns
with or without intervening blanks between con-
stituent nouns. Arbitrarily long compound nouns
are possible and not rare in real texts. The de-
composition of a compound noun is particularly
problematic because of the severe ambiguity of
segmentations.

In this paper, we proposc a method to iden-
tify and evaluate the candidate index terms from
compound nouns. First, each possible decomposi-
tion of a compound noun is identified. To'see the
potential of the component nouns of the decom-
position, we observe how the component nouns
are distributed over the total document set, and



also examine how the simple and compound nouns
of the current document are distributed over the
same document set. The similarity of the two dis-
tributions implies how consistently the two term
scts will behave given a query at retrieval time.

'The proposed method assumes a dictionary of
nouns that is automatically constructed from the
document set. This is the practice that has never
been tried in Korean document indexing, but has
some important merits. A laborious work for the
manual construction of nominal dictionaries is not
needed. Since the noun dictionary contains only
those in a document set, the ambiguity in analyz-
ing words is greatly reduced.

Previous researches on the problem of com-
pound noun indexing in Korean have been done in
two directions. One approach adopts a full-scale
morphological analysis to decompose a word into a
sequence of the smallest morpheme units that are
all treated as index terms. The other approach
tries to avoid the complexity of the full scale anal-
ysis by using bigrams as in (Fujii 1993; Lee 1996;
Ogawa 1993). Since these methods take all the
components of compound nouns as index terms
without evaluation, irrelevant terms can decrease
retrieval precision.

Experiments on 1000 documents show that our
evaluation scheme gave results closer to the hu-
man intuition and maintained the highest preci-
sion ratio of the existing methods.

In the following section, a brief review of re-
lated work on automatic indexing for Korean doc-
uments 1s made. Section 3 explains the proposed
method in detail. The verification of the method
through experiments 1s described in section 4.
Section 5 concludes the paper.

2 Related Work

The previous approaches to compound noun in-
dexing are based either on full scale morpholog-
ical analysis (Kang 1995; Kim 1983; Lee 1995;
Seo 1993) or on the syllabic patterns (Fujii 1993
; Lee 1996; Ogawa 1993). Morphological anal-
ysis will return morphologically valid component
words constituting a given compound word. Since
this method does not exclude invalid or meaning-
less words, it can result in the degradation of pre-
cision. Besides the employment of full morpho-
logical analysis is often too expensive and requires
costly maintenance.

Simpler methods segment compound nouns me-
chanically into unigram or bigram words that are
all regarded as index terms (Lee 1996). Bigram in-
dexes shows better precision than unigrams, but
can suffer from big index size. In general, the ex-
isting methods for compound noun analysis have
been focused mainly on recall performance with
little attention to the precision. The work pre-
sented in this paper tries to achieve the improve-
ment of recall without the deterioration of preei-
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Figure 1: Compound noun indexing.
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3 Probabilistic Compound Noun
Indexing

In this section, we describe the algorithm to rec-
ognize and evaluate candidate index terms from
compound nouns. Figure | summarizes the algo-
rithm. The tokenizer produces a list of simple and
compound nouns by utilizing the noun dictionary
and the basic stermming rules. The noun dictio-
nary 1s used to identify whether a noun is simple or
compound, and the basic stemming rules are used
to differentiate nominal words from others such
as function words and verbs. The noun dictio-
nary is automatically constructed from the obser-
vation on the document set. The compound noun
analyzer investigates if the compounents of com-
pound nouns are appropriate as indexes. The in-
dex terms that include simple nouns produced as
a result of compound noun analysis arc weighted,
which finishes the indexing.

Let S and C' denote the sets of simple and com-
pound nouns, respectively. Simple nouns are, by
definition, those that do not have any of their
substrings as a noun according to the dictionary.
Compound nouns are those one or more sub-
strings of which are recognized as nouns. Let
T = {Ty,Ts,...,T;} = 5UC be the set of all
simple and compound nouns of a document set.
Also, let D = {Dy, Ds,..., Dyq} be the set of all
documents. A document is represented as a list of
term-weight (13, W;) pairs.

For a compound noun C; of a document, a de-



composttion is a sequence of nouns (T\1% ... Ty).
In many cases, there are more than one decom-
position, but only a few of them are sensible with
respect to the context of the document. Indiscreet
use of the component nouns may bring about the
improvement of reall, but can lead to the signif-
icant decrease of precision. In the following dis-
cussions, we desceribe the details of the algorithm
to select useful component nouns from compound
nouns.

3.1 Dictionary buildup

It is very diflicult to provide an IR system with
the sufficient list of nouns. Because the nomi-
nals outnumber and grow faster than other cat-
cgories of words, 1t 1s more eflicient to handle
non-nominal words manually. We consider build-
ing noun dictionary by identifying the remaining
string as a noun after climinating non-nominal
part of a word. The non-nominals are verbs, ad-
verbs, adjectives, prefixes, and suflixes.

The words in non-nomninal dictionaries do not
include those that can also be used as nouns,
which 1s not a problem since unlike in Faglish,
the multi-categorial words in Korcan tend to be
invariant of meaning. ''he non-nominal dictionar-
ies are made usually by manual work.

T'hose recognized as non-nominal words but not
as [unction words arc regarded as nouns. There
can be multiple interpretations in segmenting a
word due to the ambiguity of function words as
illustrated in the following example.

wencalo —-»  wencalo (reactor),
——  wenca+lo (with atom)

atom-FINSTRUMENTAL

One way to deal with the problem is to use
the probability of cach function word and choose
the one with the highest value. More accurate
measure would be made using a Hidden Markov
Model that 1s about a stochastic process of func-
tion words. ‘The function words are classified into
32 groups according to their roles and position in
sentences. In particular, cach segmentation of a
word is evaluated as follows.

PCHC ) P(m)L(fn).

P(C;|C;~1) is the probability of the function cat-
egory of current word given the category of the
previous word. (n) is the probability of candi-
date noun and *(fin) is the probability of a func-
tion word given the candidate noun. The best se-
quence of these segmentations for a sentence can
be obtained. The candidate nouns n of the best
sequence are then 'added to the noun dictionary.

3.2 Tokenizing and compound noun
analysis

‘Tokenizing aims at rccognizing simple and com-

pound nouns from a text and reporting them as
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the the final index terms. ‘I'he method for dictio-
nary making is also used for tokenizing. Since the
dictionary making method gives a list of candidate
nouns, we only need to check if a candidate is a
compound noun and judge if the components of
the candidate compound noun are consistent with
the content of the document.

To deal with the notion of consistency, we have
to deline the meaning of a term or a set of terms.
it is a well recognized practice to regard the dis-
criminating power of a terin as the value of the
term. The quality of the discriminating power is
the distribution of the termn over a document sct.
We define the distribution of a term as the mean-
ing of the term. Similarly the meaning of a set of
terms is the distribution of terms on the document
set.

Let M be the distribution of a term 1 over a
document, set D = )y - D, such that

oM, ;) = 1
j

One delinition of M (-) may be as follows.

Jreq(ly, ])]-)

o 2o Jreq(Ti, Dy)’

For the case of multiple terms,

ey M (L, D))

M, Dy)

M{Ty -G}, Dy) [
The similarity between two terms (or sets of
terms) can be defined as any of vector similarity
measures. T'he measurement of relative informa-
tion of the two distributions corresponding to the
two terms gives the distance between the distri-
butions. Given two distributions M; and M; for
Ii and T; respectively, the discrimination L{) is
defined as follows (Blahut, 1988).

[-1
L(Mi, Mj) = Y M;log %
1=0 J
Since we want the dissimilarity between two dis-
tributions, divergence that is a symmetric version
of discrimination is more appropriate for our casc.
It is defined as follows (Blahut, 1988).

L(M;, M;) = L(M;, My)+ L(M;, M;).

Migure 2 illustrates the different distributions of
terms over the same docwiment sct suggesting the
uscfulness of the distributions as the representa-
tion of the terms. 'The divergence L(-) gives about
the information (uncertainty) of the two distribu-
tions as compared with cach other, and has the

following characteristics.

¢ ''he more uniform the distribution is,
the larger L(-) will be.

e The more the two distributions agree,
the less L(+) will be.



D1 D2D3D4 ... Dn

Figure 2: Illustration of term distributions over
ihe same document set.

The characteristics are uselul because good in-
dex terms should be less untform and share sime-
tlar contexts with other terms in a document.
In this respect, information theoretic measure 1s
more concrete and thus possibly more accurate
than vector similarity measures.

For cach decomposition (73, --,1;) of a com-
pound noun C, what we want to sce 1s how dif-
ferent the decomposed terms and the document
terms are. ‘Uhat is, Z({I',, c 15 Y, Dy) becomes
the score of the particalar decomposition. What
we sclect here is one decomposition with the low-
est divergence. Letting 7 and 7 denote a decom-
position and the best decomposition respectively,

¢

T = ztrgugjnf(r, D).

The following sutnmarizes the procedure of ex-
tracting situple nouns from compound nouns.

. Remove non-nominal words using the
method for dictionary making.

2. ldentify compound nouns using nomn-
inal dictionary.

3. Lor cach decomposition 7 of a com-
pound noun Cy, compute L(r, D).

4. Sclect 7; with the lowest (7, D).

3.3  Indcex weighting

I'here are three well known miethods for weight-
ing index terms. They are based on the infor-
mation of inverse document frequency, discrimina-
tion value, and probabilistic value (Salton 1988).
[t turned out that these methods lead to simi-
lar perforinance, but mverse docurnent frequency
is by far the simplest of them in terms of time
complexity and required resonrces (Salton 1988§;
Harmann 1992).

Tuverse document frequency method s also
shown to work with little performance variation
across different domains.  For this reason, we
adoptled inverse document frequency in the exper-
iments. It is defined as follows.

1
wi; = 1fi; % log( lf)

df;
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Table 1: The proportion of compound nouns in
the 1000 science abstract. About 9% of nouns are
compound nouns.

no. of components  nouns  proportion

L9639 9055 %
2 1665 8.50 %

3 169 85 %
4 53 09 %
o 6 01 %

where wg; s the weight of the 'th term in the

Jih document, ¢; 1s the nuniber of occurrences

of the 1th term in the J’th document, and df; is
the number of documents in which the i’th term
OCCUrs

4 Experiments

The goal of experiments s to validate the pro-
posed algorithim for analyzing compound nouns
by comparing it with the manual analtysis and the
bigram niethod.

The test data set consists of 1000 science ab-
stracts written in Korean (Kim 1994). All nonii-
nals are manually identified and compound nouns
were decomposed into appropriate simple nouns
by an expert indexer.  In the [lirst experiment,
our proposed algorithim is asked to do the same
thing over the test data, and retricval perlor
mances on the two different outcowmes (manually
indexed and automatically indexed abstracts) are
compared. In the second experiments, the per-
formances of the proposed method and bigram
method are comparced to observe how the preci-
sion 1s alfected.

As s shown at table L, the portion of compound
nouns is about 9% of total nouns found in the test
set, but can make critical effects on the retrieval
performance because often compound nouns car-
rying more spectlic information become a more ac-
curate mndex to the docinnents.

Figure 3 awd Table 2 summarize the perfor-
mance ol the indexing methods: mavunal analy
sis, the proposed probabilistic method, and the
bigram method. The proposed method showed
a slightly better performance (around 3% - 4%)
than manual indexing or bigram indexing. How-
ever, our method has was more efficient than bi-
gram tndexing i terms of the nuinber of index
teris and the average number of retrieved docu-
ments per a query.

The average ambiguity of a compound noun
15 1.43, and this low ambiguity must have con-
tributed to the high agreement ratio of the pro-
posed indexing method with manual indexing.
The low ammbiguity is partly attributed to the
noun dictionary that has no unnecessary cntrics



Recall | Man. [ Prob. | Big. No Anal.
0.00 0.8719 | 0.8579 | 0.8406 | 0.7957
0.10 0.7719 | 0.7587 | 0.7841 | 0.6455
0.20 0.7122 | 0.6981 | 0.6812 | 0.5894
0.30 0.5895 | 0.6312 | 0.5939 | 0.4931
0.40 0.5458 | 0.5854 | 0.5637 | 0.4103
0.50 0.4957 | 0.5287 | 0.5240 | 0.3646
0.60 0.4272 | 0.4438 | 0.4370 | 0.2844
0.70 0.3304 | 0.3665 | 0.3322 | 0.2311
0.80 0.2552 | 0.2876 | 0.2569 | 0.1695
0.90 0.2102 | 0.2280 | 0.2028 | 0.0900
1.00 0.1428 | 0.1724 | 0.1600 | 0.0514

Table 2: Performance of Manual, Prob., and Bi-
gram Indexing

"Manual' -e—
"Probabilistic” -+-
e B e o
"NoAnalysis® -¥-

Figure 3: Recall-Precison curve of indexing meth-
ods

not found at the documents.

5 Conclusion

The compound analysis in automatic indexing
aims at the improvement of recall performance
by extracting useful component nouns from com-
pound nouns. The task for Korean texts requires
extra efforts due to the complexity of inflections.
The proposcd method gives better potential of
sustaining the precision while improving the recall
than other approaches by making use of proba-
bilistic distributions of terms as the representation
of meaning of the terms.

The proposed method to evaluate the compo-
nents of compound nouns is unique in that it de-
fines and uses term representation, which explains
the superiority of the method to other methods.
The method requires little human involvement
and is very promising for the implementation of
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practical systems by achieving efliciency and ac-
curacy at the same time.
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