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Abstract

Research in
translation (I'BM'L') bas been hampered
by the lack of efficient tree alignment al-
gorithms for bilingual corpora. This pa-

example-based machine

per describes an alignment algorithm for
EBMT whose running time is quadratic
in the size of the input parse trees. The
algorithm uses dynamic programming to
scorc all possible matching nodes be-
tween structure-sharing trees or forests.
We describe the algorithm, various opti-
mizations, and our implementation.

1 Introduction

The development, of a machine translation (MT)
system requires the lengthy manual preparation
of bilingual lexicons and transfer rules. Rescarch
over the past few years using parallel sentence-
aligned bilingnal corpora suggests ways in which
this manual cffort can be partly replaced by
corpus-based {raining. Some of this research
has treated the sentences as unstructured word
sequences to be aligned; this work has primar-
ily involved the acquisition of bilingual lexical
correspondences (Chen,  1993), although there
has also been an attempt to create a full M'T
system based on such treatment (Brown ct al.,
1993).
ploring the possibility of aligning parallel syn-
tactically analyzed sentences from the source and
(Sato and Nagao, 1990},
(Klavans and Troukermann, 1990), (Grishman
1992), (Kaji ct al., 1992), (Mat-
sumoto et al.,  1993) and (Grishman, 1994)).
'T'his offers the potential for acquiring not just lez-
tcal but also structural correspondences between
the two languages. The specific goal in aligning
syntax trees is to identify the corresponding tree
fragments in the source and target trees. By pro-
cessing a substantial corpus, a large set of such

Recently, several groups have been ex-

target languages (cf.

and Kosaka,
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corresponding fragments can be collected. 'T'hese
can then serve as the example base for a form of
example-based M'I' (cf. (Nagao, 1984), (Sato and
Nagao, 1990), (Kajt et al., 1992), (Matsumoto
et al., 1993) and (Iuruse and lida, 1994)). This
approach requires a fast tree alignment technique;
research has been hampered by the lack of efficient
algorithms. 'This paper describes an efficient al-
gorithm for bilingual tree alignment.

2  Our Approach

For each input sentence our parser produces a sct
of trees, corresponding to cach possible syntactic
analysis. Our parsc trees are transformed into a
“regularized” format, to represent the Predicate-
Argument structure. For cach sentence, the out-
put of the parser is a structure-sharing forest. An
example of structure sharing between two parse
trees of the same input sentence is shown in IMg-
ure 1. We apply the parser to the source and target
sentences, using a Spanish and an ¥nglish gramn-
mar, respectively. The resulting sets of structure-
sharing parse trees forrm the input to the alignment
procedure.

Our alignment program employs dynamic
programming’ algorithms, which are described in
detail in later sections. The program begins at the
roots of the source and target trees, and proceeds
top-down recursively, filling a matrix of scores.
Given N nodes in the source tree 1y = 1'(V,, 17,) ?
and M nodes in the target tree 1y = 1'(V,, by, the
score matrix is an N X M matrix. For cach pair of
nodes #5,i =1, .NeV,and y;,7 =1,..MeV,
the corresponding entry in the score matrix is a
measure of how well ; matches ;. The score for
cach pair of nodes depends only on the closeness of
the lexical entries associated with the nodes and

LOf. c.g. (Cormen ct al.,, 1990), pp.299-328

“The expression (Ve I') denotes a trec as a pair
of sets: V. is the sct of vertices (nodes) iu the tree,
and I7; is the set of edges (arcs).
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Pigure 1: T'wo parses lor: I Lenws s un deporle
favorilo del muchacho rico.

on the scores of the best matching pairs of thelr
descendants. Dynamic prograuming assures thab
cach entry in the matrix; (L.e. the score for the cor-
responding pair of nodes) is computed only ouce.

We have implemented this approach for 185 sen-
tences from two sources: I Camino Real (a Span-
ish texthook from which we used 73 sentences with
their English translations), and Curtous Gleorge or
Jorge el Curioso (the Fnglish and Spanish ver-
sions ol T1. A. Ray’s popular children’s boolk, from
which we used all 111 Inglish sentences and 112
Spanish Sentences). Of the total 185 seutences, 57
[rom Il Camino Real and 55 from Curious George
produced at leasl one parse tree in both languages.
T'he alignment procedure was applied only to these

pairs of sentences.”

3  Data Structures

Regularized parses are similar to the I structure
of Lexical PPunctional Gramrmar (LIFG), except
that a dependency type structure is assumed.”
Here a relation Role( P 1RIV 1D, ARG is represented
by an arc, the PRISD ol LIPG at the tal of thie arc,
and the ARG {(or the role recipicnt) at the head

By tmproving the asymptotic speed of alignment
on these few sentences, we open the possibility for us
ing much larger corpora in [ulure work.

*(Sato and Nagao, 1990) and (Matsumoto ot al.,
1993) also assume dependency type structures in their
example-based work.

of the arc. For example, el tenis 1s the subject

of the predicate ser in Iigure 1. In a regular-
ized parse, certain closed syntactic classes, such
as prepositions and subordinate conjunctions, are
represented as are labels denoting roles, (e.g.; the
preposition de o Figure 1) rather than as nodes
i Istructure.

Structure sharing among the trees in the parse
forest allows us (o reduce the mumber of computed
scores.  We compute the score for a given pair
of subtrees only once, regardless of the number
of trees which share these subtrees because the
score of a pair of nodes depends only on the scores
ol their descendants (and not of their ancestors).
Currently our parser records structure sharing
ouly between NPs. Experiments in which all com-
mon stracture is shared; as in Figure 1, suggest,
thal extending structure sharing to other types of
nodes would lfurther improve performance. This
structure-sharing approach is based on previous
work i optimizing Feature Structure-based pars-
ing.  (Sce for example, (Karttunen, 1985} and
(Pereira, 1985)).

4  The LCA-Preserving Algorithms

We lirst discuss the lormal aspects ol the aligument
problem and introduce terminology.

4.1 The Maximal Tree Alignment

Problem

The objective 1s to lind a maxinmni-score corres
spondence between nodes ina pair of trees. The
statement of the problem of aligning two trees” 1
and 1}, corresponds closely to thal found in (Mad-
1993). Our algorithms are based
on those presented in (Steel and Warnow, 1993),
(FParach ct al., 1995b) and ( 1995a).

We say that a node @ 1s a common ancestor of

stumoto et al.,

nodes a and b in a tree 70Af there exist paths of
lengih > 0 from @ to ¢ and [rom 2 to b, "The least,
commmon ancestor (lea) of two nodes @ and b s the
node ay = leala, b), such that

. 2 1s a common ancestor of ¢ and b, and

2. for any other common ancestor x of « and b,
ag 1s a descendant of 2.

An alignment helween two trees 10— (V) V) and
T (V1) is acorrespondence (a one-to-one
mapping) [ 1950y S where S C Voand 5" C VY
which maintains the Tollowing relationship:

“Tor simplicity ol prescutation we state the problem
in lerms of alipnment. of trees. In practice we are using
an optimized variant. of the algorithm, which aligns
pairs ol structure-sharing fovests.
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Figure 2: There is no lca-preserving alignment be-
tween a, b and ¢, and o, ' and ¢'.

If nodes ¢ € V and b € V map into nodes
a = f(a) € V' and ¥/ = f(b) € V',
then f(lca(a,b)) = lca(f(a), f(b)) =
lea(a’, V)

To illustrate, in I"igure 2 there is no lca-preserving
alignment of the two trees which maps all three of
the leaf nodes «a, b and ¢ into the nodes o', ¥ and
¢’. Lea-preserving alignments are possible which
map any two of the leaves.

The algorithm assumes that least common an-
cestors are preserved in the alignment. We assign
a score to each alignment based on the labels of
the corresponding nodes and the arcs from these
nodes, as described below. The algorithm seeks
an alignment with maximal score.

4.2 The Algorithm

Let T, and 7; be the
target trees. The algorithm uses dynamic pro-
gramming to build up, in a bottom-up fashion, the
scores for matching each node in 7; against each
node of 7;. 'There are O(n?) such scores, where
n = max(| 7y |,| 7; |) is the number of nodes in
the trees. Let d(v) be the degree of a node v. We
denote children of v by v;, ¢ = 1,...,d(v), and the
arc (v, v;) by ¥;.

source and the

Procedure SCORELca: The dynamic pro-
gramming builds up a score function S(v,v') for
all v € T, and v' € T;, which is stored in a
| Ty | x | T¢ | matrix S. The value S(v,v') is the
score assigned to the best match between the two
subtrees rooted at v in 7y and at v’ in T}. Initially,
S 1s filled with undefined values. When a value for
S(v,v") is required, and the corresponding entry in
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the matrix is undefined, it is recursively computed
by the following formula:

MATC Hjeq(v,v')
max;—1, . dw) S(vi, ") — P(%)
max;=1, . d(’) (v, v;) — P(7})
(1)
The function M ATCHjeq(v,v') is a measure of

how well the nodes v and v’ align, and is computed
as follows:

S(v,v") = max

MATCHea(v,v") = Lexnoge (v, v')+

Lez, ¢ —‘i) v

P 2, Pt
(i.j)ep

+5(vi, vj) (2)

where:

® LeZnode(v,v’) > 0is a measure of how closely
the label on source node v corresponds to the
label on target node +' in the bilingual dictio-
nary. Lexq,.(¥,9') is the corresponding mea-
sure for arcs.

e P(v,v') is the set of all possible pairings of
the children of v against the children of v’.
There are O(d!) such pairings, where d is the
smaller of the degrees of v and v’.

e P(%;) > 0 is the penalty for collapsing the
edge ¥;, which may depend on the label of
that edge.

The summation in (2) ranges over all pairs, de-
noted by (4, j), which appear in a given pairing
p € P(v,v'). The summation is evaluated for all
O(d!) possible pairings. The pairing with the max-
imum score is then selected.

The total running time for computing the scores
of all of the O(n?) node pairs v and v, is O(d!n?),
where d is the lesser of the degrees of the source
and target trees. Computing the max term in (2)
can be mapped into the Maximum-Weight Clique
problem (which is NP-complete), cf. (Farach ct
al., 1995b). However, in the NLP domain, the
running time is contained because d < 6 for most
trees encountered in practice. Next we describe a
heuristic which achieves a time bound quadratic
in the size of the tree.

5 A Greedy Heuristic

We can reduce the computation time of the max
term in (2), if we do not consider all of the O(d!)
patrings of the children of v and v'. Instead we



use a greedy approach and choose the d highest-
scoring, mutually disjoint pairs from among the
d? possible pairs of children of v and v'. The jus-
tification for this heuristic is that we expect that
the high-scoring pairs will dominate, and will be a
priori mutually disjoint.

The following is an alternative, greedy proce-
dure for computing S(v,v'):

Procedure GREEDY . ca:

1. Vi, jst. 1 <3 <dw),l <j<d) com-
pute the corresponding entry in a d(v) x d(v')
matrix M:

Mij = Lew g (¥, ?7;) + S(”i>'”.l7')

The entry Mi; of M = M (v,v') is the score
of matching the ith child of v with jth child
of v'.%

2. Let T'OP « {} be the sct of highest scoring
pairs.

3. Pind the largest entry M; ;, in the matrix,
such that neither its row nor its column is
already occupied by some pair in TOP:

TOP «1'0P U{(is, o)}
where the coordinates (ip, jo) are such that

M;

ojo

V() e TOP i #4545} (3)

= max{M;;
i

4. Repeat the above step d times, where d =

min(d(v), d{v")).
5. Compute the result:

M'Af['(jl'llca (U7 'U/) =

= ]‘/cwnode(”a U/) +

> My (4)

(i.)erop

With sorting, this can be done in O(d log d + d?)
tirme.

The validity of this heuristic can be tested by
comparing the performance of the procedures us-

3

ing the computation in (2) and in (4).
$Note: if we disregard the arc labels for simplicity,
and set Lexarc(-,-) = 0, then we do not need to build

M, and may simply use Mi; = S(vi,v3).
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6 Strict Lexical Matching Heuristic

(Grishman,  1994) cmployed an optimization
heuristic which favored lexical matches. For each
source node v with label 7.(v), the procedure using
this heuristic would first attempt to find a target
node v' with label L(v') such that 7(v) translated
as L{v') in the bilingual dictionary (a perfect lexi-
cal match). If such a lexical match was found, the
procedure did not attempt to match v with any
other target node.

A similar heuristic (Lex-Match) was incorpo-
rated into our program as the following prepro-
cessing steps:

1 For each source node w, all possible lexical
matches are identified in the target tree.” If
v has at lcast one possible lexical match, all
of those positions in the score matrix S which
do not correspond to a lexical match of v arc
sct to zero.

2 For cach target node v" which has at least onc
lexical match, all of thosc positions in the
score matrix which do not correspond to a
lexical match of v’ are sel to sero.

By setting to zero those positions in the score ma-
trix which represent unlikely matches, this heuris-
tic prevents these scores from ever being calcu-
lated, substantially reducing the running time.
Lex-Match, unlike the (Grishman, 1994) heuris-
tic, allows one source node to match lexically with
more than one node in the target tree,

7 Implementation

We have implemented the greedy LCA-preserving
algorithm with the following features:

Penaltics: 'The penalties for collapsing edges

were set to 0.8

Scores: A lLex,,qe score of 100 and a lezgpe
scorc of 21 was awarded for each match us-
ing our bilingual dictionary. 'hese functions
have the value 0 if there i1s no lexical match.

“A match M(v,v') is also a lexical match if cither
M(v,w") or M(w,v’) is a lexical match, where w and
w’ are children of v and v/, respectively.

8 When penalties are set to zero and an empty bilin-
gual diclionary is used, the alignment algorithm {ills
the scoring matrix with zeros. When we introduce
non-zero penalties, the alignment procedure prefers
matches between nodes dominating similar structures,
since nodes dominating dissimilar structures reccive
negative scores. We expect that non-zero penaltics will
improve precision with a nonempty bilingual dictio-
nary, because they will favor similar structures. [n pre-
liminary testing, penally values of 20 and 30 yielded
improvements in precision.



Bl Camino Real | 47 out of 57 (82%)

Text Daseline | Struc-Share | Lex-Malch | Struc-Share and Lex-Malch
] Camino Real | 11.5 sec 11.3 sec 8.3 sce 7.7 sec
Curious George | 98.0 sec 18.8 scc 87.4 scc 44.7 sec
Total 109.5 sec L60‘1 sec 95.7 scc 52.4 sce
Table 1: Time Improvements Due to Optimizations
Text Lex-Match Off Lex-Match On

A7.5 out of 57 (83%)

Curious George | 44.6 out of 55 (81%)
Total | 916 oul of 112 (82%)

44.6 out of 55 (81%)

92.1 out of 112 (82£J

Table 2: Changes in Accuracy due to Lex-Match Heuristic

Optimization Variables: We experimented with
variants of the procedures which included
Structure Sharing (Struc-Share) and the Lex-
ical Match Optimization (Lex-Match), as well
as with those that did not.

Table 1 shows the time consumed by our pro-
gram to align sentences under different conditions.
The baseline refers (o our program without any
optimizations (which 1s at least 6 times faster
than before using this algorithm.) The optimiza-
tion variables have different effects on the differ-
ent texts. We bcelicve that structure sharing has
a much stronger cffect on Curious George than
on Il Camino Real because the former has longer
sentences which produced more parses. The Lex-
Match optimization has a greater effect on [l
Camino Real than on Curious George because all
of the words contained in Bl Camino Real are in-
cluded 1 our bilingual dictionary, but only a small
poriion of the words in Curious George arc in-
cluded. We expect that as the size of our dictio-
nary increases, the Lex-Match optimization will
have a greater effect.

"The precision for cach aligned pair of sentences
is computed according to the formula:

| ResullSet N Answer K ey

| ResultSet|

where ResultSet is the sel ol source parses to
which the alignment procedure assigned the high-
est score, and Answer Key s the sct of best source
parses as judged by one of the experimenters.’
T'his precision measure was previously used in
(Matsumoto et al.,, 1993) and (Grishman, 1994).
Table 2 compares the precision of the alignment
procedure with and without the Lex-Match heuris-
tic (structure sharing had no eflect on the scores.)
The slight increase in precision observed with the
?1If there was no correcl parse, the parses with the
fewest errors were used for purposes of aligninent.
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Lex-Match optimization, may be an indication that
we should raise the score for lexical matches of
node labels.

8 Results and Future Directions

The current implementation aligns trees 63 times
faster than our previous program (Grishman,
1994), with a 2.3% improvement in precision.!”
We expect {ine-tuning of the paramncters in our
procedures to improve our performance. We ex-
pect to gain greater effictency if all cornmon nodes
between forests arce shared, rather than just the
NPs.  Another elliciency improvement will be
achicved by l(actoring all ambiguity into the parse
tree, as in (Matsumoto ot al,, 1993). Tn our cur-
rent approach, disjunctions arc represented only
al, the root level.

In order to tmprove the precision of alignment,
we plan to experiment with varying the values
of the Lex functions and penaltics in our scor-
ing algorithm and expanding our bilingual dictio-
nary. We will also experiment with the non-greedy
algorithm  discussed  above and a  dominance-
prescrving algorithim (a less constrained version of
the algorithm which we have omitted due to space
limitations). TIn the dominance-preserving algo-
rithm we relax the requirement of lca-preservation,
and require the preservation of the dominance re-
lationship between nodes:

If, for two nodes ¢ € 17" and b € 1) a
dominates b (denoted as @ < b), then
for f(a) € T" and f(b) ¢ 1", f(a) <
J(b).

The 1dea which makes 1t possible to align sen-
tences quickly is that we place restrictions on
the ways in which we align the parse trees. We

1 he dynamic programming algorithm accounts for
an approximately 600% increase in speed of alignment

arough estimate since much of the program has been
re-implemented.



disallow alignments which violate the LCA con-
straint or the dominance requirement, and per-
mil only one-to-one alignments between nodes.
Somne cases where one might posit a correspon-

dence between a single node 2 and a group of

nodes G = {yy ...y}, can be interpreted as an
alignment between 2 and y;, for some j, 1 < j < n,
where y; dominates the remaining nodes in (7. We
do not consider other types of one-to-many align-
ments.
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