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Abstract

This paper describes SemNet the in-
ternal Knowledge Representation for
LOLI'TA'. LOLILA is a large scale Nat-
ural Langnage lnginecring (NLE) sys-
tem. As such the internal represen-
tation must bhe richly expressive, natu-
ral (with respect to Natural Language),
and efficient. In network representa-
tions knowledge is gleaned by travers-
ing the graph. The paper introduces two
properties, (distributedness and non-
linearity) of networks which directly re-
late to the efficiency by which knowledge
is obtained. SemNet is shown to have
the specified properties thus distinguish-
ing it (in terms of elliciency) as a suitable
representation for large scale NI,

1 Introduction

Natural Language Ingineering (LRE, 1992)
{Smith, 1995) is a morc pragmatic approach
to Natural Language Processing than traditional
Computational Linguistics. [t involves secking
a large scale solution to NILP by applying engi-
neering principles to utilise all available resources,
This is in contrast to trying to scale up domain
spectfic applications, or by first attempting to ob-
tain a general theory of language.

A core problem for NLII is the design of

the internal representation.  An ideal repre-
sentation should have several features includ-
ing: rich expressiveness, readability, eflicient stor-
age/retrieval of information. Semantic networks
have long becn recognised as having the poten-
tial to fulfil many of these requirements. 'I'his pa-
per introduces two new criteria for semantic net-
works distributedness and non-linearity and

Harge-scale, Object-basced, Linguistic Interactor,
hy y
Iranslator, and Analyser

discusses their relevance to NLE. They arc par-
ticalarly relevant in large networks where scarch
efficiency is vital to real-time system operation.

The large scale NLE gystem LOLITA (Long,
1993) (Smith, 1995) has been designed and im-
plemented following an NLE, methodology. Tts in-
ternal representation, SemNet, is a semantic net-
work satisfying the above [eatures. The system
analyses complex text, and expresses its meaning
in SemNct. This information can then be used to
perform reasoning, information retrieval, or trans-
lation. Knowledge held in the network can be ex-
pressed for users by generating natural language
from SemNet,

The fundamental principle of Semantic Net-
works 1s that information is stored as nodes and
arcs, which represent concepts and relationships
respectively. Within this framework a wide vari-
cty of networks cxist, ¢.g. KI-ONE based systeins
(Woods, 1992), SNePS/ANALOG (Ali, 1993),
and Conceptual Graph ‘Theory (Sowa, 1984). 1i-
rect comparison with these would not be justified
as each has been designed with different objec-
tives. However, the paper docs discuss aspects of
these representations in order to highlight differ-
ences and why the authors believe SemNet is a
powerful (with respect to search) representation
for large scale NL15.

The rest of this paper is organised as fol-
lows. Section 2 introduces distributedness and
non-lincarity as criteria for judging networks and
explaing their significance for NLE. Section 3 de-
scribes the core of SemNet. Section 4 discusses the
distributedness and non-lincarity of SemNet and
some other well known network representations.
Section b draws conclusions.

2 Distributedness and
Non-Linearity

A syntactic representation will have a semantic
model. The degree to which such a representation



is distributed depends on the proportion of see-
tions of the representation which are both syntac-
tically legal and give inlormation which is sound
with respect to the model. A network is said to be
non-linear if reading [rom any node and in any
direction gives information which is sound with
respect to the model.

In a large knowledge base, the amount of infor-
matbion that must be accessed in order to retrieve
a particular fact 1s eritical. In a semantic network
information s not accessed direclly as in a table,
but by traversing ils arcs as a graph. Retrieval
therelore corresponds 1o scarching for a particu-
lar type of information from a known node in the
net. lFor instance, if the problem is to determine
Johw’s height, the origin-node where the scarch
starts 1s “John”, and the type ol information is
“height”.
trieval is determined by:

In such a model, the ellicicucy of re-

¢ topological distance Since the graph is tra-
versed arce by arc, the number of arcs that
musl be traversed to reach the relevant picce
of information determines the efficiency of re-
trieval. [t is therelfore hmportant Lo ensure
relevant information is represented locally.

o dceterminism of the scarch Although in-
lormation may only be a few arcs away from
the thing deseribed, there may be inany paths
leading from the thing, and of equal distance.
Thus the potential scarch space to be cx-
plored before finding the relevant information
may be quite large. I'his can be reduced by
malking the path to traverse uniquely recog-
nisable.

¢ non-lincarity In order to ensure elliciency,
it is important that the shortest path pos-
sible will be that traversed when scarching
for the required information. 1This cannot
be achieved if the semantic network must be
traversed in any pre-established order, for
a meaning to be assigned to il
seuce of prescribed order corresponds Lo ‘non-

T'his ab-
lincarity’.

e distributedness Information is expressed as
a cluster of nodes and arcs in the scmantic
net. or retrieval, the type ol the cluster must
be identified. "T'he elliciency ol this step de-
pends how information is ordered within cach
cluster. Bach cluster may express a separate
picee of information. Alternatively separate
picces of inforrmation may be cxpressed as a
single more complex cluster. In the first case,
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the cluster will be small and easily recognis-
able, whereas in the sccond case a lot of of-
fort will be required to recognise the larger
cluster. urthermore, extracting the relevant
piece of informatiou from a complex cluster
requires identifying and [iltering out irrele-
vant information. This step s unol necessary
for sitnple clusters which only express the rel-
evant information. 'Thus smaller clusters ex-
pressing separate picces ol informalion en-
sure more clticient retrieval., Phis leads to the
delinition of distributedness as the degree Lo
which independent picces of information are
expressed as independent clusters.

lall distributedness can obviously be ob-
tained by expressing every picee of informa-
tion that could possibly be conceived inde-
pendently as a separate cluster.  llowever,
as separate picces of information are usually
used in conjunction, it may be advantageous
to usc one more complex cluster rather than
many stuple ones: this will reduce the num-
ber of clusters to lind, and the amount of net
to-scarch, A sinple but effective method of
penalising the complete flattening approach
is 1o cousider the ratio of distributedness to
munber of nodes and arcs for statements ex-
pressed in the net,

This discussion will focus more specifically on
the last two criteria.  Although a quantitative
meastre of the criteria is available, to simplily the
discussion, only their qualitative delinitions will
be used.

3 SemNet: LOLITA’s Semantic
Network

SemNet has been designed specifically for large
scale NLIG. This section describes some of the
core aspects needed for this discussion.  Sem-
Net 1s a graph of nodes and ares which can be
read /traversed in cither dircction,  Associated
with cach node arc controls. Controls hold strue
tured information about their nodes.  Because
they are internal Lo cach node they are not subject,
(with respect to SemNet) to the search properties
mentioned previously.

There are three types of nodes: entitics, events
(assertions) and actions (roles).
types of directed arcs: subject, object and action

3

There are three

2 which can be read/traversed in cither direction,

?I'he names of these arcs should neither be con-
lused with their grammatical counterpart, or with the
casc analysis of (I'illmore, 1968). ‘I'hey can be thought
of as argumenty, argument; and argumenty.
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Figure 1: Figurce 1: (a) SemNet event for “Every
farmer that owns a donkey beats it.” (b) SemNet
epistemic event for “Roberto belicves that every
farmer owns a donkey.”

Only cvent nodes can have a subject, object or
action. Only action nodes can be an action for an
event node. A control for each node specifies its
type. Eg in I'igure 1(a) asserts that two entities
(FARMER, and DONKEY;) are in an beating
relationship. The subject/object arcs ensure that
it is understood that farmers beat donkeys and
not vice versa.

A fundamental principle of the design is that
conceptbs are not reduced to primitives. '1'he mean-
ing of any node is defined in terms of its relation-
ship with other nodes, so ultimately each node is
only fully defined by the whole semantic network,
It should be noted that the event nodes can be the
subject or object of another event so that SemNet
is ‘propositional’ in the scnse used by (Kurar,

1993).

3.1 Quantification

A problem for networks is to ensure that rclation-
ships refer to concepts unambiguously (Woods,
1991). Tor example without reference informa-
tion, Iz in figure 1(a), could mean any of: a farmer
beats a donkey, all farmers beat a donkey, all farm-
ers beat a (the same) donkey, or all farmers beat
all donkeys. In SemNet this ambiguity is resolved
by attaching the following quantification® labels
to arcs:

e Universal U refers to the instances of the
concept and says that all the instances of the
concept are involved in relationship specified
by the event.

e Individual I refers to the concept as a whole
and says that it is involved in the relationship
specified by the event.

31t should be noted that this paper presents a sim-
plified account of the quantification scheme used in
SemNet. The full scheme is described in (Short, 1996).

438

o Existential E refers to the instances of the
concept, but the instance involved depends
on the particular instance of some other uni-
versally quantified concept which is involved
in the cvent.

Existential arcs can be thought of as existen-
tially quantified variables in First Qrder Logic
(1"OL), which are necessarily scoped by some uni-
versal.  To represent an cxistential that is not
scoped by a universal we use the individual rank.
Thus for Es in figure 1(a), the donkey that is
involved depends on the farmer. This could be
interpreted? into 'Ol as:-

Va3y(Farmerl(z)
Beats(z,y))

- Donkeyl(y) A

To demonstrate how SemNet can represent
complex expressions, consider the well known don-
key sentence: “fivery farmer that owns a donkey
beats it.” Of course to capture this unambigu-
ously the meaning has to be agreed. It is as-
sumed that 1t is correctly represented by the IFOL
statcment:-

VeVy((Farmer(z) A Donkey(y) A
Owns(z,y)) — Beals(z, y))

SemNet represents this as shown in figure 1(a).
The event lig is an ‘observing’ event, it represents
the assertion of the donkey sentence.® I3 is a
‘defining’ cvent used to build the complex con-
cepts FARMER, (farmers that own (and so beat)
donkeys) and DONKIVY; (donkeys that are owned
by these farmers). Tor clarity the events linking
hierarchics of farmers and donkeys have been writ-
ten as spec (for specialisation).

3.2 Representation of Belief and
Intensional Knowledge

It is important to emphasise that the information
which is recorded within SemNet is intended to
reflect the world as it is to be understood by the
agent that uses the network. No claim is made
that the representation reflects the world as it re-
ally is (if there is such a thing), nor even that the
representation reflects some consensus view of the
way the world is. Thus from an external view-
point the concepts should be interpreted as inten-
sional. However from the agent’s viewpoint, they

* A current project is looking at providing a formal,
type theoretic, semantics for SemNet (Shiu, 1996)

®Note that Farmerl in the fivst formula above rep-
resents “farmers that own donkeys” so this formula
is inferred by second (donkey sentence) formula, as
would be expccted.



constitute the world it believes in, and thus may
be cither extensional or intensional. As it is cum-
bersome to repeal that we are dealing with the
agent’s beliefs, this shall be taken as reae in the
rest of this section. Similarly, the agent will be
referred to by the name LOLITA, as this is the
only agent so far which uses SemNct.

It is possible for LOLITA 1o believe that an-
obher agent believes some relation to hold. For
example, LOLITA may belicve that “Roberto be-
lieves that every farmer owns a donkey.” | sce fig-
ure 1(b). Distributedness requires that one may
read 51 and g independently from the other, Ac-
cording to the description given so far, there is no
difference between the way 19 1s represented when
LOLITA believes it, and whexn it 1s there merely as
a part of some other event, which LOLI'TA believes
(of course it could be both). Thus if 15 is read on
its own, all that would be said is that some agent
potentially believes in the relation it expresses. To
identify any such agent would require some form
of scarch which would be ineflicient as very often
the agent will be LOLI'TA. Distributedness can
be better exploited by using a control. A status
control malkes this distinction, it takes two values:
rcal (when LOLI'TA belicves in the event), and
hypothetical (otherwise).

Statements may either be made about concepts
or about the things concepts refer to. These
cases need to be distinguished. FFor example, con-
gider the three concepts “the morning star”, the
“evening star” and “Venus”. ‘The morning star is
the last point of light 1n the sky to disappear at
dawn, the evening star is the ficst point of light
in the sky to appear at dusk, and Venus is a par-
ticular planet of the solar system. Thus, although
they have the same extension they are different
intensionally, Since the representation represents
different concepts by different nodes, there must
be a means to state that two concepts refer to the
same object. This is done using an extensional
synonym event to connect the concepts. The syn-
onym event has no cffect on distributedness or
non-lincarity but affects topological distance and
determinisin of scarch adversely.

This price is justified as distinguishing in-
tensional and extensional concepts 1s important
in many situations.
LOLI'TA “I need a hammer”, one does not want
her to answer that she has found a hammer: “the
hammer that you need”. Such misunderstandings
will occur unless the hammer is correctly under-
stood as intensional and distinguished in the rep-
resentation from extensional hammmers. This is
done using a ‘tensional’ control stating whether

For cxample, if onc tells
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the node has an extension in the world, an ex-
tension 1n some other {frame of existence, such as
Agatha Christie’s fictional world where the ham-
mer was the murder weapon, or an unknown cx-
tension. Note that ‘tensionality’ and belief arc
independent. A relation may be not only hypo-
thetical, but also intensional: “John believes he
needs a hammer”.

3.3 Featurcs exploiting the search
propertics

If controls were written as cvents, they would be
uni-directional, involving an uni-directional sub-

Ject or object are, 1.c. il a control refers to a node

of the network, there need not be any informa-
tion on that node back to the coutrol. Such uni-
directional events are benelicial to the determin-
ism of scarch since they restrict the number of arcs
that can be traversed from any node. Controls
represent a further improvement on distributed-
ness since they reduce the number of required
event nodes without affecting richness. ‘Ihe n-
[ormation expressed as controls is never referred
to by other events.

Controls allow defaulting, which is illegal for the
network.  Defaulting consists of assuming somne
fact, when no information of that fact’s type is
expressed explicitly. This means that the infor-
mation expressed by some scction of SemNet can
be unsound with respecet to the full semantic net.
It might appcar suflicient to check all the events
abtached to a node to determine whether a default
applies, but it should be remembered that events
can also be inherited from far up the inheritance
hierarchy. Indeed, one of the practical advantages
of distributedness is that it docs away with the
ueed of inheriting all a nodes ‘ancestors’ informa-
tion while allowing the benefits of a hierarchical
knowledge base.

4 Distributedness and
Non-Linearity in known
Networks

"This section begins with a discussion of the dis-
tributedness and non-linearity of SemNet. ‘I'he
latter part investigates the properties for other
representations.

In SemNet a single node (say 141 in figure 1(a))
tells us nothing, except that some concept exists.
Its controls will specify its type (event, exten-
sional, real in this case). livery arc attached to
the node specifies 194 Tarther: the action arc spec-
ifics its type (an owning relation), the subject arc
specilies that it is all the nstances of FARMIIR,
that participate in the owning relation in the sub-



Ject role, and the object arc specifies that there is
a (scoped) instance of DONKIEY; which partici-
pates in the relation in the object role. "T'his in-
formation can be combined into the interpretation
that all instances of FARMER,; own a (scoped)
instance of DONKFEY; Thus each arc conveys
an independent piece of information which can
be combined composttionally with other informa-
tion known about the node. The interpretation
assigned to a node need not be retracted when
reading more information specifying it:  rather
it is augmented by this additional information.
I"urther information can be obtained by reading

more of the graph: FARMER; is a ‘subsct’™® of

FARMLER. If the whole of the graph in figure 1(a)
Is traversed then the donkey sentence is inferred.
Ii1 is still not entirely defined: each node is only
fully defined by the whole semantic network. This
example illustrates the full distributedness of Sem-
Net.

'To demonstratc non-lincarity consider again
the highlighted section of figure 1(a). Reading
from TARMER to DONKEY, gives:” “Entity
FARMER is a ‘supcrsct’ of FARMER,, which
is a universal subject of B9, which has action
BEATS, and existential object DONKEY,”. Al-
ternatively reading from DONKIEY) to FARMER,
gives: “DONKEY; is an cxistential object for
Ii4, which has action BEATS, and universal sub-
ject FARMER,, which has ‘superset’ FARMER”.
Clearly both readings convey the same informa-
tion and each sub part would be sound informa-
tion in its own right. SemNet is thercfore non-
linear.

The remainder of this section describes some
initial investigations into the distributedness and
non-lincarity of other representations. This 1s
done not as a criticism of other networks, but to
test out the relevance of these new propertics and
also to try and show where SemNet differs from
other well known networks.

The 'I-Box of KL-ONE based systems (Woods,
1992), (Beierle, 1992) is Semantic Net based, the
A-Box usually consists of a subsct of I'OL. Since
these assertions are expressed as ordinary logical
statements, they must be read from left to right:
there is a prescribed order for reading them so
they are not non-linear. Similarly rcading ar-
bitrary sections of the statements is unlikely to
give meaningful or sound statements. I'or exam-
ple, reading part of the donkey sentence gives:

%'he terms subset and superset arc used loosely
here, formally concepts are Interpreted as types and
so the interpretation is not strictly correct

"LOTITA is of course able to gencrate linglish
statcments rather than the following.
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Pigure 2: Iligure 2: CG'T - version of ‘Donkey

sentence’.

VaVyBeats(x,y) which is not sound with respect
to the full reading. Thus asscrtions in KL-ONE
are neither distributed nor non-linear.

CG'T (Sowa, 1984) builds cotnplex logical as-
sertions using contexts. IMgure 2 shows how the
donkey sentence is represented by CGT. This
usc of contexts requires the whole context to be
read /traversed for any sense to be made. For ox-
ample, the innermost sub-context ig interpreted
as “Farmers do not Beat Donkeys”. 1f this is read
independently from the rest, the interpretation de-
rived is not sound with respect to that provided
by the full context. 'Thus sub-contexts are not
combined compositionally to form the full context.
l'or CGT the independent pieces of network must
be at the level of a context rather than its com-
ponents. T'his is less distributed than SemNet,
where arcs form the smallest independent picces
of the network.

Partitioned Networks (Hendrix, 1979) have a
similar notion of conlext, called spaces. ‘These
spaces are collections of nodes and arcs of the full
network. They are associated with nodes in the
network, allowing them to be rveferred to. This al-
lows the set of statements within a space to be
negated, be the objects of someone’s belicf, or
be treated in any other propositional way. A hi-
erarchy of these spaces states which spaces have
contents visible to which other spaces. A space,
and the spaces visible from it, is called a vista.
This leads 1o multiple views of a semantic net,
where different vistas express possibly contradic-
tory statements. Ilach vista is independent from
the rest of the network in that the rest of the
network is invisible from 1t. Ilowever within a
vista, spaces may be negated. Indeed, if a space is
negated, the space in which the negation is made
is visible from it. As a result, the interpretation
of parts ol a vista is not guaranteed to be sound
with respect to the vista itself. Partitioned net-
works thus have a low distributedness, but provide
an alternative means of limniting the amount of in-
formation to be processed. Unlike distributedness
however, the creation of vistas requires additional
processing.
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IMgure 3: Figure 3: ANALOG version of the ‘Don-
key sentence’

FARMER

SemNet does not have any such notion of con-
text which can be negated. Insbead, a nonaction
arc replaces the action arc on the negated event. Ll
a sct of events are to be negated, as in the negation
of “farmer Giles owns a donkey and likes a cai”,
it is the logical connective event which 1s negated.
Nested negations are normalised into zero or one
negations.

ANALOG (Ali, 1993) is a logic for natural lan-
guage with stractured variables. IMguare 3 shows
how ANALOG represents the donkey sentence.
This representation scems quite close to SemNel
and indeed comes close Lo achieving the level of
distributedness and non-lincarity which the au-
thors scek. However, as argued previously, effi-
ciency of search depends on the ratio of distribul-
cduess to the size of the graph required Lo read
Lhe statement.  lxpressing quantification on the
arcs maintains the possibility to read or ignore
the quantification, while reducing the graph’s size.
ANALOG also provides the possibility of read-
ing the quantification independently from the re-
Liowever the authors
have not found any application in which this is

[atlon in which it occurs.

or could be useful in their work building the
LOLITA NLE system. 'Thus the distributedness
achiieved in SemNet provides a greater efficiency

than ANALOG S,

5 Conclusions

I'wo new measures ol elliciency for large scale
NLIL systems have been introduced:  distributed-
ness and non-linearity. SemNet has been designed
with these propertics in mind. The resulting rep-
resentation has been compared with other widely
used representations in the field of NLP. SemNet
was found o salisfy these criteria best. It was also
shown (o be propositional and to have a rich syn-
tax for addressing with problems snuch as quantifi-
cation and intensionality., lor these reasons, the

88emNet is able to represent the donkey sentence
using fewer nodes and arcs, providing a better trade-
off between distributedness and node monber.

A4

authors believe that SemNel is an efficient and
rich internal representation for large scale NLIY
systems, such ag LOLITA.
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