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Abstract

Verbal idioms can be divided into two
main groups: non-compositional id-
ioms as kick the bucket and composi-
tional/decomposable idioms as spill the
beans. In the following we will point
to the fact that there are German de-
composable idioms which can be decom-
posed into components, having identifi-
able meanings contributing to the mean-
ing of the whole. These idiom compo-
nents are taken to have referents. Taking
these facts into account we propose an
adequate way to represent the idiomatic
meaning by Kamp’s Discourse Represen-
tation Theory (DRT). Furthermore, we
show how to parsc idiomatic sentences
and how to process the proposed scman-
tic representation. While parsing id-
ioms, the necessary idiomatic knowledge
of the idioms’ syntax and semantics is ex-
tracted from a special idiomatic knowl-
edge base called PIIRASEO--L1X.

1 Introduction

Today it becomes more and more evident that a
too restricted view on idiomatic phenomena is of
limited use for the purpose of natural language
processing. Therefore, it is now widely accepted
that we have to distinguish at least two groups
of figurative verbal phrasal idioms: first, there
is a group of syntactically frozen idioms as kick
the bucket, meaning “die”, which are called non-
compositional. Second, there is a group which
shows more syntactic and semantic flexibility. An
example for the latter group, often called compo-
sitional or decomposable! idioms, is spill the beans

1By classfying idioms with the terms compositional
respectively decomposable the same property is de-
cribed by two different point of views. The first notion
is a more structural term, the second notion a more
process—oriented term. See (Geeraerts, 1992).
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meaning “divulge information”. With this group
we are dealing here in depth. In this paper we
propose an adequate semantic representation for
idiomatic knowledge and show a way of processing
syntax and semantics of decomposable idioms.

In the following we will first deal with the idea
of decomposability of idioms in section 2. In sec-
tion 3 we will present our proposal of an ade-
quate representation of the idioms’ meaning by
means of DRT. Before we will outline a way of
processing decomposable idioms in section 5, we
will briefly introduce the necessary tools for the
parsing process in a few brief words in section 4.
Finally, in section 6 we show some possible exten-
sions.

2 Decomposable idioms and the
referential status of their idiom
chunks

In contrast to nen-compositional idioms, decom-
posable idioms arc able to undergo several syntac-
tic operations that lead to the opinion that “pieces
of an idiom typically have identifiable meanings
which combine to produce the meaning of the
whole” (Wasow, 1982).

As example, we consider the syntactic behavior
of the German verbal idioms einen Bock schieflen
(lit.: “shoot a buck”, fig.: “make a mistake”,
fig. eq.: “make a bloomer”)? and jmdm. einen
Béren aufbinden (lit.: “tic sb. a bear on”, fig.:
“tell a tall tale to sb.”, fig. eq.: “pull sb.’s leg”;
“spin sb. a yarn”)

In the following examples several modifications

Since a high degree of language competence is
necessary when judging about grammaticality of id-
iom constructions, we - as German native speakers
- - choose German idioms as examples. We establish
the following convention for translation: literal: lit-
eral English word-by--word translation of the German
idiom; figurative: English paraphrase of the figurative
meaning; fig. equivalent: English idioms with an equiv-
alent meaning,.



(1) Tom hat aut der Sitmung  cinen  groflen  Bock  geschossen.
Tomn  has on  the meeting a big buck  shot.
Tom made a big mistake on the mecting,

(2) Tom het in  sciuem Leben  schon cinsgge  Bdcke  geschossen.
Tom has in  his life alrcady  several  bucks  shof.
Tom alrcady made several mistakes in his life.

(3) Diesen Bock hat  lom  geschossen.

T'his buck has Tom  shot.
"Tom made this mistake.

(4) Tom bindet Kim  einen  unglawblichen  Baren  auf.
Tom  ties Kim & unbelicvable  bear on.
Tom tells Kim an unbelievable tall tale.

(5) Was far  cinen  Bdren hat Vom  Kim  aufgebunden?
What  for bear has  Tom Kim  tied-on?

What kind of tall tale did Tom tell to Kim?

can be found: adjectival modifications in (1, 4),
quantification in (2), and focussing by demonstra-
tive determiner (3) and by question in (5) apply to
the idioms internal NPs . 1t is important, to notice
that these operations and modifications in (1) (5)
are not result of puns or word plays but grammat-
ically and stylistically unmarked constructions.
Stmilar examples can be found in other lan-
guages, too. ‘The first German example has a
Dutch cquivalent: cen bok schicten, where inter-
nal modifications and quantification are possible.
A french decomposable idiom is lever un lidvre
(lit.: “raise a hare”, fig.: “touch a declicate sub-
jeet”); prendere wne cantonaete (lit.:“take a cor-
ner”) meaning “to make a mistake” is an italian
one. Thercfore, internal modifiability of idioms
seems not to be restricted on the German lan-
guage.
2.1 Deccomposable idioms are structured
entitics

1t s evident that a component like bucket of a
non compositional idiom as kick the ducket can-
not undergo such kind of syntactic opcrations.
Thercfore, the meaning of non--compositional id-
ioms is secn as an unstructured complex. Compo-
nents like bucket which do not carvy any individual
meaning are called quasi-arquments with a non-
referential function (Chomsky, 1981). In opposite
to this, components of decomposable idioms do
carry some individual meaning! “Of course, these
meanings arc not the literal meanings of the parts”
is stated in (Wasow, 1982). Then, the questions
arise, which kind of meaning do these parts carry?
Which is the hidden semantic stuff of Bock or Bdr
respectively, that is modified, inguired, quantified,
and emphasized?

We adopt the point of view that items as Bock
or Bdir cannot be congidered as quasi- -arguments
but as figurative arguments. Farthermore, we fol-
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low the opinion that such idiomatic strings are
not, unstructured complexes; but structured en-
tities.  Their structuring takes place in paral-
lel to the structuring of the literally interpreted
string (Burger, 1973). Our intuition suggests to
paraphrase einen Bock schieflen by “cinen Fehler
machen” (lit.: “make a mistake”) and jmdm. cinen
Biren aufbinden by “jiudin. cine Liigengeschichte
crzithlen”, (lit.: “tell a tall tale to sh.”). It is cvi-
dent for the paraphrase and the idiom to have at
least, the same syntactic structure as shown in the
next table.

[einen || Bock schicBen
« buck shoot
“einen || Tehler | machen
« mastake | make
jmdm. | cinen | Biren “aufbinden
to sb. a bear tie-on 1
jmdm. | ecine | Ligengeschichle | erzalilon
to sb. a tall tale tell

In addition it is important that also the seman-
bics of the paraphrase and the idiom can be struc-
tured in parallel.

2.2 Figurative referents of idiom chunks

To cxplain this, let us now consider the prob-
lem from the referential point of view. We claim
that individual components of decomposable id-
ioms can be considered figurative arguments and
that these figurative arguments have referents on
their own.

Following (Nunberg, 1978) who lirst discussed
the referential aspect of idioms let “us consider
that verb phrases ‘vefer’ to states and activi-
tics, and transitive verly phrases normally refer
to states and activities that are best identified as
‘open relations’ of the form RBab where ‘B stands
for the relation referred to by the verb, 47 is a
variable for the referent ol the sentence subject,
and 7 stands for the referent of the object, NP.”



On this basis, an idiom is called decomposable be-
cause the situation to which it refers can be seen
as an open relation Rxzb.

For the idiom einen Bock schieflen this means
that schieffen is a two -argument relation with a
variable for the subject NP, the noun phrase einen
Bock referring to the concept o mistake and the
verb schieffen denoting a situation where someone
is acting. Extending this idea to the decomposable
idiom jmdm. einen Bdiren aufbinden, it is neces-
sary to suppose a three-argument-relation Rzyb
with two open variables: z represents the sub-
ject NP and y the indirect object NP. The idiom
gmdm. einen Bdiren aufbinden is now decompos-
able into the noun phrase einen Bdiren, referring
to a tall tale, and the verb aufbinden, referring to
the activity of telling.

By paraphrasing dccomposable idioms, the
identifiable parts of meaning are taken into ac-
count. That mecans that the concept of the un-
derlying referent, which often may be an abstract
entity lacking a physical extension, should be ver-
balized and included into the paraphrasc.

Notice that in the above cases the relation be-
tween the idiom components Bock, Bdar and its
paraphrased referents Fehler, Ligengeschichte is
not a metaphorical one, but a conventional one.
There are also decomposable idioms where decom-
posability is based on metaphoriocal knowledge.

Besides our introspective intuition, evidence for
the proposed paraphrases is found through text
analyses. The strongest support comes from the
everyday usage of language being observed for ex-
ample in textcorpora with newspapers, literature
ete. (Keil, 1995).

3 Semantic representation of
decomposable idioms via DRT

In the following, we will point out the problematic
nature of meaning representation of idiomatic lan-
guage with the help of DRT (Kamp, 1993). We
will show the advantages of our theoretical con-
siderations above, that can be best illustrated by
DRY already including mechanisms to handle ref-

TYyvwu TYZUVW
p— Kim(z) Kim(z)

y oy Tom(y) vy Tom(y)
Kim(z) Kim(z) ineredible(?) Kim(z) incredible(z)
Tom(y) sz $) lie-to(z,y) (9) | Tom(y) (10) | tall-tale(z)
bear(z) : on‘z(y v=z incredible(z) tell(z,y,z)
incredible(z) ;@med’z'ble(?) W=y tall-tale(z) v=1g
tie-on(z,y,2) te-to(s,y) tall-tale(u) tell-to(z,y,2) W=7y

belicve(w,v,u) %=z
u=7 believe(w,v,u)

crents.

Consider example (4) Kim bindet Tom einen
ungloublichen Biren auf (fig.:“Kim tells Tom an
incredible tall tale”). DRS (6) shows the result
of processing the --- in this case senseless - — lit-
cral reading of sentence (4) without any idiom
handling procedures.? DRS (7) represents a non-
compositional solution: after analysing the struc-
ture syntactically, the literal mecaning of the multi-
word lexeme jmdm. einen Bdren aufbinden is sub-
stituted by the “complex meaning” of the simple
verb phrase as “jmdn. beliigen” (“lie to sb.”).
Note that it is now a problem to represent the
internal adjectival modifier incredible correctly.
There is no discourse referent for that the con-
dition incredible as semantic representation of the
adjective unglaublich holds. Furthermore, if we
want to represent the sentence Er glaubte ihr die
Liigengeschichte (“He believes her the tall tale”)
— continuing example (4) —, the connection of
the discourse referents cannot be made correctly
as shown in DRS (8). The connection of the re-
sumed constituent einen unglaublichen Bdren and
the resuming definite description die unglaubliche
Liigengeschichte, which definitively exists, cannot
be mapped into the DRS.

We claim that a more appropriate semantic rep-
resentation of this idiom should respect its kind
of composition and take its referents into con-
gideration. On the base of the discussed para-
phrase “eine Liigengeschichte erzihlen”, we of-
fer the solution shown in (9). This representa-
tion now includes the condition incredible(z), tall-
tale(z), tell(z,y,z) to represent the idiom. In (10)
the continuation of our sentence is shown. Refer-
cuce identity between bear and tall-tale is estab-
lished by the cquation u=z.

What decomposable idioms concerns, now the
3Tor the reason of simplification, we choose
FEnglish predicate names for the conditions in the
DRSs, c.g. instead of logical clauses as bdr(z), auf-
binden(x,y,z), or beligen(r,y) we present the sentence
meaning with bear(z), tie-on(s,y,z), or lie-to(z,y).
This way the expenditure of translation can be re-
duced in this paper.



base for adequate anaphora resolution and reso-
lution of definite descriptions resuming carlier in-
troduced discourse material is created.

4 Used Tools: The Basic Parser
and the Lexicon

In the following we introduce the tools we have
used for parsing idiomatic sentences. We give a
short description of the underlying chart—parsing-—
system (Fischer, 1995) and our idiomatic lexical
database, called PIIRASKEO--LX, that we use in
the sense of an additional idiom list proposed by
(Weinreich, 1969).

The design of our parsing system was governed
by two main goals: parallelisim and incrementality.
Nevertheless different formalisms are used to rep-
resent syntactic and semantic features, having the
advantage that for syntax as well as for semantics
the most appropriate formalism can be chosen.®
Consequently, to guarantee parallelism, this also
requires a conncction mechanism between these
formalisms is necessary. In the following sccetions
the structure of the parser will be described along
these lines.

The grammar formalism of our system is
an extension of the well known PATR-II. Syntac-
tic information is encoded in featurc structures.
With the help of constraint cquations these fea-
ture structures can be modified. The underlying
unification mechanisim is enriched with scquences
as well as simple value disjunctions.

For our application the semantic formalism is
of more interest. We decided to adopt Pinkal’s ap-
proach (Bos, 1996) of DRT. In contrast to Kamp
DRSs arc not constructed in a top down fashion
from a phrase structurc tree, but bottom-up us-
ing a version of A-calculus. When combining A-
calculus and DRT, two different kinds of abstrac-
tion arc possible. First onc can abstract over a
complete DRS (partial DRS) or one can abstract
only over a single discourse referent (predicative
DRS). The following example shows both kind of
abstraction with the A-DRS for the indefinite de-
terminer and the noun mistake.”

AQAR (ﬂl QRGN T“‘ =

Feature structures are used to encode the A-DRSs.

The main operation on A- DRSs is the functional
4 Phis is the so called co-descriptive approach. Us-

ing the same formalism for syntactic and semantic

construction is called the integrated approach, in the

descriptive approach they are build up sequentially.
5+ indicates the union of DRSs.
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compostion on a partial DRS as functor and a
predicative DRS as argument. It is implemented
with the help of unification on the feature struc-
tures.

Our parsing engine is an active chart parser.
The chart edges are marked, as usual, with cat-
egory symbols.  Additionally, syntactic featurc
structures and A DRSs are attached to every edge.
For the extension of active edges according to the
fundamental rule of active chart parsing, all syn-
tactic and semantic constraints of the respoctive
grammar rude must be satisfied.

A grammar rule consists of three parts:
Context free rules over category symbols consti-
tute the backbone of every grammar. They arc an-
notated with cquations, the solutions of which re-
sult in syntactic feature structures. In these equa-
tions the category symbols are used as projections
to mark the structures to be used. The category
symbols are also used in the semantic operations
on DRSs. For semantics, besides an operator com-
posc for functional composition, an operator id for
tdentity 1s used.

An interface module helps to connect different
lexicons to the parser. At the momeut, a syntac-
tic lexicon containing feature structures, a scman-
tic lexicon with A-DRSs and a special lexicon {or
idioms, called Punraseo-Lix (Keil, 1994), (Keil,
1995) arc conuected to the parser.

Phraseo-Lex is a computational lexicon which
was specially developed for idiomatic knowledge.
Of all diversed syntactic, semantic, and pragmatic
information provided by Piirasio-LiX, we only
need for our purpose lemmata, base loxemes, (id-
iom participating lexical words: Bock, schiefien),
the internal syntactic structure encoded as a syn-
tactic tree, the internal semantic structure en-
coded as predicate-argument- structure and the
logical form.

As example, we show the lexical entrics of our
first examplary decomposable idiom.

lemma: einen Bock schieflen
base lexemes: Bock, schieflen
internal syntactic structure:
(vpll
(np-acc (det einen)
(n Bock))
(v schieBen))
internal semantic structure:
I_ Idiom
subject subject
X —3 X
“direct object direct object

Paraphrase |

einen Bock a mistake
predicate predicate
schiefien — make

logical form: make (x,y), mistake (y)



During the parsing process this necessary id-
iomatic information is extracted from PHRASEO-
LEX and mapped into feature structures the
parser can handle.

5 Processing decomposable idioms

When parsing decomposable idioms with the
parser described in the previous section, the fol-
lowing steps are taken:

While initializing the chart, it is important
to control whether potential parts of an idiom are
found or not. For every word of a sentecne to
be parsed it is checked if it is a base lexeme of an
idiom. If this test was positive, an additional chart
cdge is inserted for every idiom the word can occur
in. This edge is marked as usual, but with the
syntactic feature structure and the A--DRS built
from the idiomatic information of PIRASEO-LEX.

The feature structure of this idiom cdge con-
tains information about how the idiom has to be
completed and its underlying syntactic structure.
This information is extracted from the PHRASEO—
LEX syntax-tree. The following examples show
the feature structures of schiefflen and Bock of our
running example.

number:singular
| person: two
stem: schieflen_vpll3

[casc:  nominative §
agrm:

head: stem: bock.vpll3

val: case: accusative
| rest: nil ]
case:  nominative| |

number :singular
person: two
gender: masc

agrm:

stem: bock_vpll3

vpl: [verb : Schieﬁen_vpllf&] ]

The features wal (for valency) respectively wvpl
(for verbal phraseologism) contain the information
necessary to find other relevant parts for build-
ing the idiom. While in the case of verbs the
fecature wal just contains more information than
usual, namely the stems of the missing parts of the
idiom, the feature wvpl is used to mark idiomatic
information in other syntactic featurc structures.
Every part of the idiom is marked with an extra
ending, in our example _upll3. This is due to the
fact that the same words can occur in different id-
ioms and should not be mixed up during parsing,
because of the corresponding semantic structures.

392

For example, the words Katze and Sack occur as
well in die Katze aus demn Sack lassen (fig. eq. “let
the cat out of the bag”) as in die Katze im Sack
kaufen (fig. eq. “buy a pig in the poke”).

The A-DRS of the idiomatic edge already con-
tains the literal referent of the part of the idiom
they represent. This means the semantic entry for
schieflen as part of einen Bock schieflen already
contains the predicate make(z,y).

RN maken,y) -

For the same rcasons the A DRS for bock con-
tains the predicate mistake(z). This information
is taken from the internal semantic structure of
the idiom encoded in Puraseo-LEx as shown
above and translated into the A-DRS.

It is important to notice that the information
concerning decomposable idioms is distributed
among all its base lexemes. Nevertheless, we only
have one cntry for cvery idiom in our idiomatic
database. Only when initializing the chart, this
information is spread over several edges.

In the grammar, special rules must be written
to handle the idiomatic edges. In these rules it
must be checked whether a complete idiom can be
constructed. This is done with the help of extra
cquations over the special features val and wpl of
the idiomatic feature structures. The following
example shows a rule connecting an object and
the verb phrase of a sentence, checking if both the
verb and the noun arc parts of the same idiom.%

mistake()

(VP = V NP

((V val head) = (NP agrm)
(V val head stem) = (NP stem)
(NP vpl verb) = (VP stem)
(VP val) = (NP val rest)
(VP obj head) = NP
(VP stem) = (V stem))
(compose NP V))

No changes were nccessary neither to the chart
parser itself nor to the fundamental rule. All fea-
tures concerning idioms are handled in the lexi-
cons or the grammar.

The result of the parsing process arc two
readings of the sentence: the literal one, and the
idiomatic one. The syntactic feature structures of
the literal and the idiomatic reading are the same,
as there is no pure syntactic difference between the
two readings. Only the semantic structures differ:
one DRS represents the literal idiomatic and one
the idiomatic reading,.

8Feature structures and rules are reduced to a min-
imum in our examples to keep the structures clear.



This technique allows us to parse sentences like
(1) (5) where one part of the idiom is modified
and not the idiom as whole. A discourse referent
for bar or bock respectively tall-tale or mistake
is already introduced during the initialization of
the chart. This referent can scerve as an anchor
for an possible adjectival modifier as unglaublich.
With the help of the rule connecting adjectives
and nouns (not cspecially written for idioms!),
the predicates incredible(z) and tall-tale(z) arc in-
serted in the DRS. This approach also works for
anaphoras. The discourse referent introduced for
B7aris the antecedent for the anapher in the next
sentence.”

6 FExtensions

It is quite simple to add the processing of non-
compositional idioms to our parser. In this case,
the whole literal meaning is bound to the main
part of the idiom, in most cases the verb. The se-
mantic of all the other parts is considered cmpty,
the empty A-DRS is bound to the corresponding
edges. When parsing a sentence where a part of
a non-compositional idiom is modified, the corre-
sponding rules fail, because no discourse referent
can bhe found this modification may be bound to.
The only result will be the literal meaning of the
sentence.

Our system starts processing a potential idiom
as soon as onc base lexeme was found. An im-
proved version of our approach will handle an
idiom after some more base lexewnes appeared.
This will reduce the number of lexical lookups to
PHRASIO-LEX as well as the number of edges in
the parser.
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