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Abstract

This paper provides an approach to
the semi-automatic extraction ol colloca-
Lions from corpora using statistics. "L'he
growing availability of large textual cor-
pora, and the increasing nutmber of ap-
plications of collocation cxtraction, has
given rise to various approaches on the
topic. In this paper, we address the
problem of nested collocations; thal is,
those being part of longer collocations.
Most, approaches till now, treated sub-
strings of collocations as collocations,
only if they appeared frequently enough
by themselves in the corpus. ‘These tech-
nigues left a lot of collocations unex-
tracted. In this paper, we propose an al-
gorithm for a semi-automatic extraction
of nested uninterrupted and interrupted
collocations, paying particular attention
to nested collocation.

1 Introduction

The increased interest in collocation extraction
comes {rom the fact that they can be used for
many NLP applications such as machine transla-
tion, machine aids for translation, dictionary con-
struction, and sccond language learning, to name
a fow.

Recently, large scale textual corpora give the
potential of working with the real data, cither
for grammar inferring, or for enriching the lex-
icon. These corpus-based approaches have also
been used for the extraction of collocalions.

In this paper we are concerned with nested
collocations. Collocations that are substrings of
other longer ones. Regarding this type of colloca-
tion, the approaches till now could be divided into
two groups: those that do not refer to substrings
of collocations as a particular problem, (Church
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and Hanks, 1990; Kim and Cho, 1993; Nagao
and Mori, 1994), and those that do (Kita et al.,
1994; Smadja, 1993; Ikcehara ot al., 1995; Kjellmer,
1994). Howcever, even the latter, deal with only
part of the problem: they try not to extract the
unwanted substrings of collocations. In favour of
this, they leave a large number of nested colloca-
tions unextracted.

In scction 2 collocations arce briefly discussed
and the problem is determined. In section 3 our
approach to the problem, the algorithin and an
example are given. In scction 4 the experiments
arc discussed and the method is compared with
that proposed by (Kita ct al., 1994). In section
5 there are comments on related work and f{inally
Section 6 containg the conclusions and the future
work.

2 Collocations - The Problem

Collocations are pervagive in language: “letters”
arc “delivered”, “tea” is “strong” and not “pow-
erful”, we “run programs” and so on. Linguists
have long been interested in collocations and the
definitions arc numerous and varied. Some re-
searchoers include multi-element compounds as ex-
amples of collocations; some admit only collo-
cations consisting of pairs of words, while oth-
ers admit only collocations consisting of a max-
imum of five or six words; some emphasize syn-
tagmadtic aspects, others semantic aspects. The
common points regarding collocations appear to
be, as (Smadja, 1993) suggests': they are arbi-
trary (it is not clear why to “fall through” means
to “fail”), they are domain-dependent (“interest
rate”, “stock market”), they are recurrent and co-
hesive lexical clusters: the presence of one of the
collocates strongly suggests the rest of the collo-
cation (“United” could imply “States” or “King-
dom”).

[le classifios collocations into predicative rela-
tions, rigid noun phrases and phrasal templates.



It is not the goal of this paper to provide yet
another definition of collocation. We adopt as a
working definition the one by (Sinclair, 1991)

Collocation is the occurrence of two or
more words within a short spacc of cach
other in a text.

Let us recall that collocations are domain-
dependent. Sublanguages have remarkably high
incidences of collocation (Ananiadou and Mec-
Naught, 1995). (Frawley, 1988) neatly sums up
the nature of sublanguage, showing the key con-
tribution of collocation:

sublanguage is strongly lexically based
sublanguage texts focus on content

lexical selection is syntactified in sublanguages
collocation plays o magor role in sublanguage

sublanguages demonstrate elaborate lexical co-
hesion.

The particular structures found in sublanguage
texts reflect very closely the structuring of a sub-
language’s associated conceptual domain. It is the
particular syntactified combinations of words that
reveal this structure. Since we work with sublan-
guages we can use “small” corpora as opposed as
if we were working with a general language corpus.
In the Brown Corpus for example, which consists
of one million words, there are only 2 occurrences
of “reading material”, 2 of “cups of coffec”, 5 of
“for good” and 7 of “as always”, (Kjellmer, 1994).

We extract uninterrupted and interrupted col-
locations. The interrupted are phrasal templates
only and not predicative relations. We focus on
the problem of the extraction of those collocations
we call nested collocations. These collocations are
at the same time substrings of other longer collo-
cations. To make this clear, consider the follow-
ing strings: “New York Stock Exchange”, “York
Stock”, “New York” and “Stock Exchange”. As-
sume that the first string, being a collocation, is
extracted by some method able to extract colloca-
tions of length two or more. Arc the other three
extracted as well? “New York” and “Stock Ex-
change” should be extracted, while “York Stock”
should not. Though the examples here are from
domain-specific lexical collocations, grammatical
ones can be nested as well: “put down as”, “put
down for”, “put down to” and “put down”.

(Smadja, 1993; Kita ct al., 1994; lkehara et al.,
1995), mention about substrings of collocations.
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Smadja’s Xtract produces only the biggest possi-
ble n-grams. Ikehara et al., exclude the substrings
of the retrieved collocations.

A more precise approach to the problem is pro-
vided by (Kita et al., 1994). They extract a sub-
string of a collocation if it appears a significant
amount of times by itself. The following cxam-
ple illustrates the problem and their approach:
consider the strings a=“in spite¢” and b="“in spite
of”, with n(a) and n(b) their numbers of occur-
rencics in the corpus respectively. It will always
be n{a) > n(b), so whenever b is identified as a
collocation, a is too. However, a should not be
extracted as a collocation. So, they modify the
measure of frequency of occurrence to become

K(a) = (la] = 1)(n(a) — n(b)) (D

where

a is a word sequence

|a is the length of a

n(a) is the number of occurrencies of a in the cor-
pus.

b is every word sequence that contains a

n(b) is the number of occurrencies of b

As a result they do not extract the sub-strings of
longer collocations unless they appear a signifi-
cant amount of times by themselves in the corpus.

The problem is not solved. Table 2 gives the ex-
tracted by Cost-Criteria n-grams containing “Wall
Strcet”. The corpus consists of 40,000 words of
market reports. Ouly those n-grams of frequency
3 or more are considered. It can be seen that
“Wall Street” is not extracted as a collocation,
though it has a frequency of occurrence of 38.

Table 1: n-grams extracted by Cost-Criteria con-
taining “Wall Street”

[CCTF ] Candidate Collocations
114 | 19 | Staff Reporter of The Wall Street Journal
6 3 Wall Street analysts
0 19 | Reporter of The Wall Street Journal
0 19 | Staff Reporter of The Wall Street
-72 20 | of The Wall Street Journal
-108 | 22 | The Wall Strect Journal
-108 | 26 | Wall Street Journal
-152 | 19 | Reporter of The Wall Street
-152 | 38 | Wall Street
-228 | 20 | of The Wall Street
-230 | 23 | The Wall Street




3 Our approach - The Algorithm

We call the extracted strings candidate colloca-
tions rather than collocations, since what we ac-
cept as collocations depends on the application.
It is the human judge that will give the final de-
cision. This is the reason we consider the method
as semi-automatic.

Let us consider thestring “New York Stock Ex-
change”. Within this string, that has alrcady been
oxtracted as a candidate collocation, there are two
substrings that should be extracted, and one that
should not. The issue is how to distinguish when
a substring of a candidate collocation is a candi-
date collocation, and when it is not. Kita et al.
assume that the substring is a candidate colloca-
tion if it appears by itself (with a relatively high
frequency). To this we add that:

the substring appears in more than onc
candidate collocations, even if it doces not,
appear by itsclf.

“Wall Street”, for example, appears 30 times in 6
longer candidate collocations, and & times by it-
self. If we cousidered only the number of times
it appears by itself; it would get a low value as
a candidate collocation. We have to consider the
number of times it appears within longer candi-
date collocations. A sccond factor is the number
of these longer collocations. The greater this num-
ber is, the better the string is distributed, and the
greater its value as a candidate collocation. We
make the above conditions more specific and give
the measure for a string being a candidate collo-
cation. The measure is called C-value and the fac-
tors involved are the string’s frequency of oceur-
rence in the corpus, its frequency of occurrence in
longer candidate collocations, the number of these
longer candidate collocations and its length, Re-
garding its lengil, we consider longer collocations
to be “more important” than shorter appearing
with the same frequency. More specifically, if |al
is the length? of the string a, its C-value is analo-
gous to |a| — 1. The I is given since the shortest
collocations arc of length 2, and we want them to
be “of importance” 2-1=1.

More specifically:

1. If @ has the same frequency with a longer
candidate collocation that contains a, it is
agssigned C-value(a)=0 i.c. is not a colloca-
tion. It is straightforward that in this casc a
appears in onc only longer candidate colloca-
tion.

We use the same notation with (Kita ct al., 1994).
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2. If n(a) is the number of times a appears, and
a is not a substring of an already extracted
candidate collocation, then a is assigned

C-value(a) = (Ja] — 1)n{a) (2)
3. If a appears as a substring in onc or more

collocations (not with the same frequency),
then it is assigned

C-value(a) = (|a| -- D(n{a) — (a)) (3)
e(a)
where £(a) is the total frequency of a in longer
candidate collocations and ¢(a) the number
of those candidate collocations. This is the
most, complicate case.

The importance of the number of occurrences
of a string in a longer string is illustrated
with the denominator of the fraction in Lqua-
tion 3. The bigger the number of strings a
substring appears in, the smaller the fraction
total frequency of occurrence

'fL’ll,'n’L])(,‘T ()f QCCUTTENCES
value of the string.

, the bigger the -

The algorithm for the extraction of the candi-
date collocations follows:

extract the n-grams
decide on the lowest frequency of collocations
remove the n-grams below this frequency
for all u-grams o of maximum length
calculate their C-value= (n — D)n(a)
for all substrings b
revise £(b)
revise c(b)
for all smaller n-grams ¢ in descending order
if (total frequency of a)=(frequency of a in
a longer string)
a is NOT a collocation
else
if ¢ appears for the fivst time
C-value= (n — 1)n(a)
elsc
C-value= (n — 1)(n(a) - (L—(‘(%)
for all substrings b
revise t(b)
revise ¢(b)

The above algorithm computes the C-value of
each string in an incremental way. That is, for
cach string a, we keep a tuple (n(a), t(a), ¢(a)) and
we revise the ¢(a) and e(a) values. For cach n-
gram b, every time it is found in a longer extracted



n-gram a, the values ¢(b) and ¢(b) are revised:
t(b) = () + (n(a) — t{a))

() = ¢(b) + 1.

In the initial stage, n(a) is set to the frequency of
a appearing on its own, and ¢(a) and ¢(a) are sct
to 0.

Table 2: n-grams extracted by C-value containing

“Wall Street”

[(CV T

Candidate Collocations j

114 19 | Stafl Reporter of
The Wall Street Journal
37.34 | 26 | Wall Street Journal
36 22 | The Wall Street Journal
33 38 | Wall Street
31.34 | 23 | The Wall Street
6 3 Wall Street analysts
4 20 | of The Wall Street Journal
0 19 | Reporter of The Wall Street
0 19 | Reporter of T'he Wall Street Journal
0 19 | Staff Reporter of The Wall Street
0 20 | of The Wall Street

An example:

Let us calculate the C-walue for the string “Wall
Street”. Table 2 shows all the strings that appear
more that twice, and that contain “Wall Street”.
1. The analysis starts {rom the longest string, the
7-gram “Stall Reporter of The Wall Street Jour-
nal”. Its C-value is calculated from Equation 2.
[For cach substrings contained in the 7-gram, the
number 19 (the frequency of the 7-gram) is kept,
as its (till now) frequency of occurrence in longer
strings. For cach of them, the fact that they have
heen already found in a longer string is kept as
well. Therefore, t(“Wall Street”)=19 and ¢(“Wall
Street” )=1.

2. We continue with the two 6-grams. Both of
them, “Reporter of The Wall Street Journal” and
“Stafl Reporter of The Wall Street” get C-value=0
since they appear with the same [requency as
the 7-gram that contains them. Therefore, they
do not form candidate collocations and they do
not, change the ¢(“Wall Street”) and the e(“Wall
Street”) values.

3. Tor the 5-grams, there is one appearing with
a [requency bigger than that of the 7-gram it
is contained in, “of The Wall Street Journal”.
This gets its C-value {rom liquation 3. Its sub-
strings increasc their frequency of occurrence (as
substrings) by 20 19=1 (20 is the frequency of
the 5S-gram and 19 the frequency it appeared
in longer candidate collocations), and the num-
ber of occurrence as substring by 1. There-
fore, t(“Wall Street”’)=1941=20 and ¢ “Wall
Street”)=141=2. The other 5-gram is not a can-
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didate collocations (it gets C-value=0).

4. Tor the 4-grams, the “The Wall Street Jour-
nal” occurs in two longer n-grams and thercfore
gets its C-value from Equation 3. From this
string, t(“Wall Street”)=20+2=22 and ¢(“Wall
Street”)=24-1=3. The “of The Wall Street” is
not accepted as a candidate collocations since it
appears with the same frequency as the “of The
Wall Street Journal”.

5. “Wall Street  analysts”
first. time so it gets its C-value from Equa-
tion 2. “Wall Street Journal” and “The Wall
Street” appearing in longer extracted n-grams
get their values from Equation 3. They make
t(“Wall Street”)=22+3+4+1=30 and c(“Wall
Street” )=3-+1+1+1=6.

6. IMnally, we evaluate the C-value for “Wall
Strect” from Iiquation 3. We find C-value( “Wall
Street”)=33.

appears for the

4 Experiments - Comparison

The corpus used for the experiments is quite small
(40,000 words) and consists of material from the
Wall Strect Journal newswire. Lor these exper-
iments we used n-grams of maximum length 10.
Lounger n-grams appear once only (hecause of the
size of the corpus). The maximum length of the
n-grams to be extracted is variable and depends
on the size of the corpus and the application.

From the cxtracted n-grams, those with a fre-
quency of 3 or more were kept (other approaches
get rid of n-grams of such low frequencies (Smadja,
1993)). These n-grams were forwarded into the
implementation of our algorithm as well as our
implementation of the algorithm by (Kita ct al.,
1994).

The Cost-Criteria algorithm neceds a second
threshold (besides the one for the frequency of the
n-grams): for every n-gram a, K (a) is evaluated,
and only those n-grams with this value greater
than the presct threshold will take part to the rest
of the algorithm. We set this threshold to 3 again
for the same reason as above (the gain we would
get for precision il we had set a higher threshold
would be lost on recall).

Table 3 shows the candidate collocations with
the higher values, extracted with C-value. A lot of
candidate collocations extracted may secm unim-
portant. This is because the algorithm extracts
the word scquences that arc frequent. Which of
these candidate collocations we should keep de-
pends on the application.  Brill’s part-of-speech
tagger, (Brill, 1992), was used to remove the n-
grams that had an article as their last word.



Table 3: Iixtracted candidate collocation with C-

velue in descending order, -
r C—VJ I¢ I Candidate Collocations ]

81 | 92 | WALL STREET JOURNAL
114 19 | Stall Reporter of The Wall Strect

Journal

United States

the United States

the United

<number> to <money> [rom
to <momney> (rom

87.6 93
79.6 44
03.2 59
49.5 20

4475 | 25

44 48 | said it

41.17 | 44 | the company

37.34 | 26 | Wall Street Journal

36 6 <number> to <imoncy > Irom

<oney > o year

36 22 | 'T'he Wall Street Journal

33 38 | Wall Street,

3134 1 23 | The Wall Street,

27.8 31| a year

27 3 There were <nunber> selling days
in the pertod this year

27 3 x 'I'here were <number> selling
days in the period this

27 30 | to be

24 27 | will be

24 10 | at the end of

23.34 | 27
21.34 1 27

the company’s
compared with

21 10 | <COMMIINT"> Paragraphing
lsrror < /COMMIINT>

20) 10 | <moncy> a share

20 ) priced at <nurnber> Lo yield

White House
the market

19.67 | 23
18.5 23

18 18 1 Total cars

18 6 in the United States

18 9 Tan Sr1 Khoo

18 9] The United States

18 21 | National Bank

17 17 | has been

(e 17 | said Mr

L7 17 | sadd that

L7 L1 the end of

17 21 | of its

16.4 19 | fowrth guarter

16 16 | Diamond Shamrock

16 1 <umumnber> <COMMIEN'T>

Paragraphing Lirror <COMMIENT>

16 8 as well as

L6 19 | that it

5.5 20 | more than

() 15 | had been

L5 15 | it s

1.5 3 <wmoney>> at Lhe end of <number>

L5 3 [ a Securities and Exchange

Comnissiou

15 3 o <nuamber> for <oumber> stock
split

15 3 sales rose <nwuber> to <moucy >
{rom

15 b that the United Stales

) 18 | because of

Among the extracted n-grams we can sce the
domain-specific candidate collocations, such as
“Stafl Reporter of the Wall Street”, “National
Bank” cte., and those that appear within other
collocations rather than by themsclves, “Wall
Street Journal”  “Wall Street” ete.

There are, however, problems:

1. We did not caleulate the precision or recall
of the Choalue algorithm. These ealculations de-
pend on the delinition of collocation and they are
domain dependent.  (Kjelliner mentions 19 cate-
gorics of collocation (Kjellimer, 1994)).

2. As it can be seen from Table 3, one string ap-
pearing both in small and capital letters is treated
as two dilferent strings. The problem can be par-
tially solved if we use a canonical form. However,
il we want to apply the algorithim for the extrac-
tion of domain-specttic collocations, case is perti-
nent,

3077 an strings like 7edt.e.”, et all” ete., is
taken as a sentence boundary even when it s not.

4. Tow to filter out the extracted n-grams that
arc not relevant to the application (for the candi-
date collocations) we are interested in, is another
problem. Actually, for some of the extracted o-
grams (“to be”, “has been”, “said that”, ote.), we
cannol think of any application that these n-grams
would be uselul. And though some of them could
he 1iltered out by a part-of-speech tagger, we can-
not. say this for all the types of the “unwanted”
extracted n-grams.

5 Related Work

Besides the work by Kita ot al. mentionoed car-
licr, there are other interesting approaches to the
extraction of collocations.

(Choucka ¢t al.,, [983) proposed a method,
bhased on the observed frequency of sequencies of
words, to extract uninterrupted collocations, but
the results are dependent on the size of the corpus.

(Church and Hanks, 1990), proposed the associ-
atlon ratio, a measure based on mutual informa-
tion {[fano, 1961), Lo estimate word association
nors. They identify pairs of words that appear
together more often than by chance. The collo-
cations they identify could also be due to seman-
Lic reasons. They allow gaps belween the words
and therefore extract interrupted word sequences.
Since they only deal with collocations of length
two (though mutual information can be extended
for an arbitrary number of events, (IFano, 1961;
Mclliece, 1977)), they do not consider nested col-
localions.

(Kim and Cho, 1993), proposed mutual infor-
mation to caleulate the degree of word association



of compound words. They extend the measure
for three words in a different way than that de-
fined by (Fano, 1961), and no mention is given to
how their formulas would be extended for word-
sequences of length more that three. They do not
consider nested collocations.

(Smadja, 1993), extracts uninterrupted as well
as interrupted collocations (predicative relations,
rigid noun phrases and phrasal templates). The
system performs very well under two conditions:
the corpus must be large, and the collocations we
are interested in extracting, must have high fre-
quencies.

(Nagao and Mori, 1994), extract collocations
using the following rule: longer collocations and
frequent collocations are more important. An im-
provement to this algorithm is that of (Ikchara et
al., 1995). They proposed an algorithm for the
extraction of uninterrupted as well as interrupted
collocations from Japanese corpora. The extrac-
tion involves the following conditions: longer col-
locations have priority, more frequent colloca-
tions have priority, substrings are extracted only
if found in other places by themselves.

Finally, the Dictionary of English Collocations,
(Kjellmer, 1994), includes n-grams appearing even
only once. For cach of them its exclusive fre-
quency (number of occurrences the n-gram ap-
peared by itself), its inclusive frequency (number
of times it appeared in total) and its relative fre-
quency (the ratio of its actual frequency to its ex-
pected frequency), is given.

6 Conclusions and Future Work

As collocation identification (either in general lan-
guage or in sublanguages) finds many applica-
tions, the need to automate, as much as possible,
that process increases. Automation is helped by
the recent availability of large scale textual cor-
pora.

In this paper we dealt with the extraction of un-
interrupted and interrupted collocations focusing
on those we call nested collocations (those being
substrings of other collocations). A method for
their extraction was proposed.

In future, we plan to extend our algorithm to
include predicative relations. We are going to in-
corporate linguistic knowledge to improve the re-
sults. Finally, this algorithm will be applied for
term extraction.
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