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Abstract

In Rhetorical Structure Theory (RST) the definitions
of some relations are rather vague because they are
given ot a pragmiatic basis. 'This paper presents an-
other way of seceing the relations which leads to a
more precise specilication of the relations. The rela-
tions are assoclated with coustraints on the semantic
relationships between the propositional contents of two
clauses, their Modality and ‘Tense/Aspect.

1 Introduction

The Rhetorical Structure Theory (RST) by Mann and
Thompson [Mann and Thompson, 1987] is a theory
ol inter-sentential (or inter-clausal) relationships in a
text. Although RST is intended to serve both as a
framework for text analysis and text generation, it has
so Tar been nsed exclusively in text generation [Hovy
et al,, 1992 [Linden ct al., 1992) [Rosner and Stede,
1992]. Several researchers recognise that RST has de-
fects as an analytical framework. Moore and Pollack
[Moote and Pollack, 1992}, for cxample, claim that the
assumption of a single relation between discourse el-
ements is one of the reasons why RS'T analyses are
inherently ambiguous. They also claim that the under-
specificity of the rhetorical relation definitions causes
problems.

Our claitn is that the main cause ol the difficultics of
applyiug RST to text processing systems is that some
of the relations are defined on the basis of the ellects
which they have on a reader. This is particularly the
case for the relations classified as presentational rela-
tions, the relations whose intended effccts are to in-
crease some inclination in a reader.

Background relation, for example, is delined as a
relation whose Satellite increases the ability of a reader
to comprehend an clement, in Nucleus and the reader
will not fully comprchend Nucleus hefore reading the
text of Satellite, "This definition i1s problematic because
there are many ways of increasing the ability of a reader
to comprehend Nucleus. More seriously, the definition
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itself does not predict, anything about textual forius of
Nucleus and Satellite.

In order to use RST in actual text processing sys-
tems, we have Lo break down such definitions to re-
late them with textual forms. In this paper, we show
how the definitions can be broken down and be asso-
clated with semantic constraints between constitueuts
(clauses), in order to relate them with constraints on
surface linguistic forms. Aimong the 24 rhetorical rela-
tions defined in [Mann and ‘Thowpson, 1987], we focus
on presentational relations (7 relations are classified as
such) which are the most problematic. The results of
applying our mcthod to leading articles in a Japanese
newspaper are also discussacd.

2 Basic Framework

In RST, 24 relations are divided into two groups: pre-
sentational relations and subject malter relations. Ac-
cording to Mann and Thotpson [Manu and Thomp-
son, 1987], subject matter relations are those whose
ntended effect is that the reader recognises the rela-
tion in question and presentational relations are those
whose intended eflect is to incrcase some inclination
in the reader. Moore and Pollack [Moore and Pollack,
1992] comment that subject matter relations are infor-
malional and presentational relations arc intentional.

Table | shows what kind of inclination cach presen-
tational relation i itended to increase. One can sec
that the definitions are highly abstract and have noth-
ing to do with the surface realisations of the relations.

On the other hand, it has been observed that there
arc various surface cues in texts which are useful
for identifying inter-sentential (or inter-clausal) units.
Halliday and lasan {Ialliday and Hasan, 1985] iden-
tified a set of linguistic devices for linking one part of
a text to another, such as reference, substitution and
ellipsis, congunction, and lexical cohesion.

I'rom the view point of text processing, these linguis-
tic devices can be used as cues for segmenting a text
into structural units (Satellite and Nucleus). However,
these cues hardly give any clue about which clause of
a unit is Satellite, which clause is Nucleus, and which
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"I'able 1: RS relations and their inclination type

relation kind of inclination

Background | ability of R to comprehend an eleinent

Fnablement | potential ability to perform action in
N

Motivation | desire to perforin action in N

Tvidence beliefof N

Justity readiness to accept writer’s right in N

Autithesis postlive regard for situation presented
in N

Concession | positive regard for situation presented
in N

RS relation combines the two clauses into a single unit.
For determining these, we have to look for other kinds
of surface cues.

Because RS relations are defined pragmatically, their
ultimate recognition requires understanding of texts
which in turn requires detailed knowledge about the
world. Furthermore, the condition that the presenta-
tional relations arc inherently intentional, iinplics that
their recognition requires knowledge about the writer’s
intention, plans, etc. Because this kind of information
is implicit in texts, its recognition often causes prob-
lems.

Mowever, though the writer’s intention is lmplicit,
certain linguistic devices give us clues to infer if.
Modality information in a clause, for example, ex-
presses the writer’s attitude toward an event /state de-
scribed, and therefore, often gives us clues to recognise
a RS relation.

Let us consider the following two examples:

[Example 1]
(1) I prepared docunents for a meeting.
(2) I sent thew to the head office.

[Example 2]
(1)’ T am preparing docunents for a meeting.
(2)” 1 have to send them to the head office.

Though these two examples describe pairs of similar
events, the relation between (1) and (2) in Example 1
is (temporal) Sequence (a subject matter relation) be-
cause they simply describe two events which happened
in sequence. On the other hand, in Fxamnple 2, (1)
describes an event occurring simultaneously with the
utterance, and (2)” concerns what the writer plans to
do. While the two events, preparing documents and
sending them, tmay happen in this sequence, the rela-
tion is not regarded as Sequence but as Background.
(2)" gives the reason why the writer is performing the
action described by (1)

This change of RS relalion occurs due to the dif-
ference of modality of (2) and (2)’. Owr basic claim
is that, though they cannot determine RS relations
uniquely, information of modality and tense of clauses
imposes significant constraints on possible RS rela-
tions, and, being used together with other surface cues
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like clausal conjunctions, it can reasonably restrict a
scl of possible discourse structures of texts without re-
sorting to detailed knowledge about the world and the
writer’s plan.

Ilowever, the contribution of modality and tense to
the constraints of RS rclations is not straightforward.
Both these graminatical features are intertwined with
the propositional content of clauses. Therclore, 11 or-
der to formulate the constraints on them properly, we
have first to reveal how the intended effects of RS re-
lations can be attained. This leads to our breaking
down single RS relations into sets of subschemas, each
of which is formulated in terms of the scmauntic re-
lationships between propositional contents of clauses,
their modality and temporal relationships.

3 Properties of Clauses

Like Mann and Thompson, we usc clauses as the ba-
sic constituents which arc related by RS relations, cx-
cept that clausal subjects and complements and re-
strictive relative clauses are considered parts of their
host clause. The constraints which we formulate for
each RS relation arc expressed in terms of propertics
of clauses. [n order to express these consiraints for-
mally, we first introduce the basic terms.

3.1 Contents and Modality

A clause compriscs its Conlents and Modality. Modal-
ity is the part which expresses the writer’s attitude
toward the Contents.

While individual languages have their own linguistic
devices or gramumatical forms of modality, what sorts of
modality are expressed by such linguistic devices does
not vary from one langnage to another. For example,
although the major linguistic device for modality arc
modal auxiliary verbs both in Fnglish and in Japanese,
some kinds of medality expressed in Japanese by modal
auxiliary verbs are cxpressed by lexical verbs in Fn-
glish, and vice versa.!

Furthermore, we find many phrasal or quasi-phrasal
expressions which consist ol several words, and which
collectively express the writer’s attitude toward the
event/state described. 1In order to freat them, we
adopt a semantics-based view for the delinition of
Modality. That is, we treat expressions which concern
the writer’s attitude as modal cxpressions, whichever
linguistic forms they may take. We first cstablish a
classtfication schema of Modality based on semantic
considerations (See Section 3.3) and then treat all ex-
pressions whose functions can be classified under this
schemna as modal expressions.

IThe concepts expressed by linglish lexical verbs like wish,
hope, beg, urge, etc., for exammple, are often cxpressed by modal
auxiliaries in Japanese, when the subject is the writer or speaker.



Contents of a clause is delined as the part which
remains afber removal of the modal expression. Con-
tents contain cxpressious concerning tense and aspect,
which also contribute to the specilication of constraints
on RS relations. The same discussion as the above can
be applied to Tense and Aspect, so that all expres-
sions whose function is to express temporal aspects of

clauses are, regardlessly of their actual forins, treated
in the same classification schemas. Tense/Aspect are
represented as propertics of Contents (Sce Section 3.2).

3.2 Properties of Contents

Contents is the main part of Clause of which a truth
value can be established. Contents is characterised by
three attributes: Type, Time and Quality.

{(a) Type
The truth value of Contents changes according to
the time axis. We can think of two time points,
te and iy, where the Contents C' is true during
the time interval between ¢, and ¢,. Depending
ou the temporal nature, we classify Contents into
the following four classes.
o Static
te = undel, ¢, = undef, C(1) = true
(tu <t < [’b)
o Duralive
tq == def, t, = del, C(1) = true
(ta <t < 1y)
e Repelitwve
Ly = def, t, = del, C(1;) = true
(b <ty <ty < o lyg <o <ty <)
e Non-repelitive
ty = del, 1, = def, C(1;) == true
(7 =1, <l <yt = ’l'b)
In the above, 4,/ = undel in Static incans that
the truth value of Contents does not change.

(b) Time

The temporal nature of Contents is also classificd
in ters of the speech tiine, Ty, as follows,

o Hefore s <y,
o Sunullancous bty < T <t
o After chy < Ty

We use the following notation to specify a tem-
poral relationship between two Contents (€ and
Cy).

Cp > Oy

C'y oceurs before ¢y
C' oceurs after €Yy
(¢) Quality

Contentsis also classified according to whether the
writer believes it 1s good or had. This classifica-

tiou is represented by the atiribute Quality (qty)
whose value is either good or bad?

3.3 Properties of Modalitly

Concerning modality, a number of criteria have been
proposed.  Palimer [Palmer, 1986] took the same
semantics-bascd view of Modality as we discussed in
Section 3.1, though lie hardly extended his analysis to
cover phrasal or quasi-plirasal expressions. We adopt
his classification schema and modify it. e classilied
modality into Fpistemic modality and Deontic modal-
ty. Tpistemic Modality is concerned with language as
information, with the expression of the degree or ua
Lure of the writer’s communitment to the truth of what
s/he says. Deontic modality is concerned with lan-
guage as action, mostly with the expression by the
writer of his/her attitnde towards possible actions by
hitn/herself and others.

3.3.1 Epistemic modality

Iopisteric modality is classified according to the degree
of the writer’s commnitient to the truth of Contents,
as follows.

o Juidentiad (M-ep,;)
The truth condition of Contents 1s based on cvi-
dence like sensovy evidence or linguistic evidence.

o Confidential (M-cpon)
T'he truth condition ol Contents is based on the
degree of confidence expressed by the writer.

o Inferentiol (M-epipny)
The truth condition of Contents is based on a rea-
soning rile of the writer and inferred from the
other facts.

o Assumplive (M-¢paun)
The truth condition of Contents is based on sonie
asswinption.

The degree of the writer’s commitinent to the truth
becomes weaker in the order of Bvidential, Confiden-
tial, Inferential, Assumptive. In the following sections,
we use “<” and “>” to indicate this orderiug.

Cy 2 Cy

means that the degree of the writer’s commitinent to
the troth of Contents ¢, is higher than or equal to
the degree of the writer’s commitment to the truth of
Contents Cy.

Cp - Cy or

2When the writer does not think that his/her judgement is
obvious for readers, s/he usually expresses the judgement by
Modality. Therefore, this attribute has a value only when the
Judgement can be made based on common sense knowledge.

1179



3.3.2 Deontic modality

Deontic modality is classified according to the kind of
a writer’s attitude which s/he expresses.

o Fvaluative (M-degyqq, M-deey,.)
Evaluative cxpresses the writer’s attitude towards
what s/he already accepts as true in his/her mind.
There are two kinds of attitude; positive (‘+’) and
negative (‘=").
o Volitive (M-deyory, M-deyg—)
Volitive is concerned with a possible action or situ-
ation which a writer is hoping or wishing to occur.
There are two kinds of attitude; possible (‘4’) and
impossible (‘—).
Directive (M-deg;, )
Directive is concerned with an action which a
writer tries to get others to perform. Though
Directive is further classified into Permission and
Obligation, their distinetion is not relevant for our
purpose.

o Commissive (M-de o)
Commissive is concerned with an action which a
writer commits him/hersell to perform or to en-
sure that an event takes place.

o Request (M-deyeq)
Request is concerned with an action which a writer
can ask others to do.

3.3.3 Combination of Epistemic and Dcontic
modality

In Deontic modality FEvaluative and Volitive are con-
cerned with a writer’s attitude toward Contents which
has a truth value. Therefore, clauses with these modal-
ities can also have Lipistemic modality. If a clause has
any of the other valucs of Deontic modality like Di-
rective, etc., the Clause has no Epistemic modality as
such. However, for the simplicity of formulation in Sec-
tion 4, we assurne their Epistemic modality value to be
Confidential 3

4 Breaking Down of Rhetorical
Relations

In this section, we will show how Background, Enable-
ment, Motivation and Evidence of the presentational
rclations are broken down into subschemas, and give
formal representations of their constraints. The con-
straints comprise

(a) Semantic Relationships between Contents of the
two clauses

(b) Constraints on Time

3This is not inappropriate because it is considered that a

writer commits the action in the Clause with full confidence in
his/her action.
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(¢) Constraints on Modality.

{(b) and (c) are expressed by using a characterisation
of clauses of Section 3. We first show the framework
for (a) and then give the actual breakdown of prescn-
tational relations.

4.1 Semantic Relations

By semantic relationships between Contents we mean
the relationships between states/actions/events de-
scribed by Contents in the extra-linguistic world.* As
we see in Example 1 and 2, even when two actions seem
to stand in the same semantic relationship, they can
be used to attain different effects on a reader by adding
different expression of a writer’s attitude as Modality
or putting them in different temporal relationships.

We classify seimnantic relationships into five cate-
gories, four of which also are subject matter relations
in RS'T". That is, if two Contents are presented without
any Modality, they stand in the corresponding subject
matter relations. We use the following symbols in their
definitions.

Cl; : Clause 1 composed of Contents and Modality

C; : Contents of Clausc 1

S; : Contents of Clause ¢ whose Type is Static

A; @ Contents of Clause ¢ whose Type is not Static

M; : Modality in Clause ¢

[Semantic Relations]

L] Si——(/lk)—é Sj
Ay causes a situation change from S; to S;. 1 a
Contents states that Ay causes a situation Sj, Sj
will be omitted.

® S |=Cl;
C'; is held true or acceptable in the environnent
stated in ;. If Cl; expresses a situation, this
relation is the same as Circumstance.

o S;HC
Cl; is held true or acceptable, if S; is true. If C';
expresses an action caused by 5;, this relation is
the same as Cuuse and Resull.

. Si ~r Aj
S; has the possibility to resolve the problem stated
in A;. This relation is the same as Solutionhood.

. Cz = Cj
C; presents additional details about C; or is in-
ferentially accessible in €} in one or more ways.
This relation is the same as Fleboration.

*One may argue that such relationships have to be called
pragmatic. However, we adopt a rather narrow definition of the
term pragmatic and a broad definition of the tertn semantic.
We usc pragmatic only when it concerns effects on readers or
the intention of the writer. The rest, like relationships held in
the extra-linguistic world, are called semantic issues.



4.2 Subschemas of Presentational Re-
lations in RST

We show breakdowns of four typical prescutational
relations into their subschemas and state their con-
straints more formally. The subscripts of “nu” and
“sa” means Nucleus and Satellite, respectively.

4.2.1 DBackground

L. Time and space situations are stated by an action
in Satellite, and uunder these situations an action
in Nucleas becotnes possible.

(?l) S()‘(Asu)" Sl; Sl l: A n

(]’) Asu L Ay
(A, becomes true while Sy is true.
the time of A, is before A,,,.)

(¢) Aya = Apu, Mgy € {M""]’;:uﬂcml|inj|a.tm}
(It A, becomes possible in the environ-
ment given by A,,, then the modality of Ay,
should be more certain than that of Ay,,.)

Then,

2. 'Time and space situation arc stated in Satellite,
and under the situation an action in Nucleus be-
coes possible.

(d) Ssa |‘: nu
([)) Ssa A
(C) Sea t nu Moo € {M (I)mzlu)n]m}'lmnl}

3. Satellite presents additional information to under-
stand Contents in Nucleus.

(“’) Coa = Cpy

(b) no

(C) M.\'a ($] {M“(fpau-i](:{m[injlusm}a
M. € {M’W’;zui\crm.\in[|u.vm}

(Both Clauses will be understood as true, so
they have to have truth value.)

4. An action in Nucleus has the possibility to resolve
an undesirable situation which is caused by an ac-
tion 1 Satellite.

(a) Sp—(Asa) Silgty = bad),
(IJ) As(l << /17L'U,

(C) A/lsa € {NI"CI)Itililc()1L}
(Asq is an event which has occurred or is oc-

curring, or a writer is conlident about the
cevent. A writer Intends to do A, to resolve

Anu ~ 5y

a problem caused Ag,.)

5. Nucleus states an undesirable situation caused by
another undesirable situation stated in Satellite.

(a) Syalgly @ bad] b Spugty @ bad)
(h) Ssa < Snu

(('») Ssa 7 Snuy Msa € {M"cpevilcun|inf|a.sm}v
M, € {NI"{"I)MH'ICO?Llin‘(LSHL}

6. Au action in Nucleus can resolve an nndesirable
situation stated in Satellite.

(a) Ssalgty : bad] (Anu)— Silgty : good]
(l)) Sm < Spu
(() M, € {M“Cpmﬁi|mn|inf|usm}

7. An action in Nucleus is caused by a situation in
Satellite.

(“) S.m F Anu
(h) Sea € Apu
(C) Ssa bt Anu, A/Isu S {M"("I)m/i]::onlmflasm};
My € {NI‘"‘])pui[r-un|inf|u.~zm}
8. Bascd on a situation which is caused by an action

in Satellite;, a writer’s attitude stated in Nucleus
is acceptable.

(a) Ssa = Clyy or Ssa | Clyu

(b) no

((.’) Ssa 7 Suu, Msq € {M“cl)tz'uilr'oulmj\usm}a
A/I““ € {lvl“(lcf'Uu|unllrlir|cmn|1'nq}

9. Based on a judgement stated n Satellite, «a
writer’s attitude stated in Nuclens is acceptable.

(a) Clya |7 Cly or

(b} no

(¢) Mso G {M-de,y, ),
M, € {1\/1—([(1’V”'“”l|‘“7'|(‘“7’1|1‘“l}

("[su F (/‘[n(l

4.2.2  Enablement

1. Nucleus states an action which will be performed
1
by a reader, and the action becomes possible b
1
presenting the situation in Satellite.

(;\) ‘SVHM |‘ /1”1[

(l)) ‘S'S(L << A“rll
(When S, is presented, A, becomes possi-
ble. So, the time of S, is before 4,,,,.)

((7) /wcu € {Nl (Prm|mm} nu c {Nl (l(«lnlwq}
(Ssq alrcady cxists or will exist, so S5, has
the possibility to have truth value. 1If S,, is
true, A,y becomes possible. So, Sg, should

be more certain than 4,,,.)

2. Nucleus states an action which will be perflormed
by a reader, and the action hecomes possible by
presenting the situation which is caused by an ac-
tion in Satellite.

(‘1) Q'() {Am)" gly bl ‘— Anu
(

b) Loa € Anu
(C) /\43{: S {M*(ﬁ])m;i}crm}, 1\471” S {N]“{lcrli1'|y'r:(/}
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4.2.3 Motivation

1. An action stated in Nucleus causes a good situa-
tion stated in Satellite. It is considered that the
situation motivates the reader to perform the ac-
tion.

(EL) SO_(AHH)_” Ssux Ssu[qu : .{]')Od]:
actor(An,, Reader)

(b) Anu & Seu

(C) M, € {M'cpcon|inf|asm})
My € {M“dceﬂalvol|dir|com|req}

2. An action stated in Nucleus causes a bad situa-
tion stated in Satellite. It is considered that the
situation motivates the reader not to perform the
action.

(ﬂ) SO—(Anu)%“ Ssuy Ssa WU . b(”l]»

actor(A,,, Reader)
(b) Anu < Ssa

(C) M, € {M“epconlinjlusm}a
Mnu (S {M”deev(dUnl|(lir|comi7'cq}

3. Satcllite states some attributive information re-
lated to an action in Nucleus, and the information
may be desirable for Reader.

(2) Ssalgty : good] = Ay
(b) no
(¢) Msq € {M‘Upwi\conh'nfIusm}

4.2.4 FEvidence

(a) Coa b Chu

(b) Csu < Cha

(¢) Msy € {M-eperi}, Mpu € {M-ep.onjing}

5 Examples

We will show an example of a text structure analysis.
Figure 1 shows a sample text from a leading article
in a Japancse newspaper®S and Table 2 shows the at-
tributes of each sentence. The discourse structure of
the sample text is shown in Figure 2.

In this example, the following relations are analysed
as presentational relations. ‘The number attached to
a relation name shows the subschema number of the
relation.

e Background(8) between ‘1-2’ and ‘3’

Sentence 3 has Evaluative modality about the sit-
uation ‘3’ (economic crisig) and it is based on the
situation of ‘1-2’ (drop of dollar). These satisfy the
constraints of the 8th subschema of Background.

5This article appeared in the October 30th, 1987, morning
edition of the Asahi Shimbun.
81iteral translations are made by the authors.
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S bral TR oL MBI 2T LB L

(A world-wide confusion in stock market affected

—

the foreign exchange rate,)

2 RIVIRSAS 2 L7z, (and exchange rates for the
dollar dropped sharply.)

3 RN . —BIE RS /o b7, (It s
regarded that the aspect of economic crisis has
been worsened.)

1 BB R o kA oBLIU | dihE EiRs

W CWA, (Disagreement of internalional policy is

making the market unsetile.)

KL E 9 472802 (o protect the dollar)

6 KENL, SWAE LICHBEZRINRE L &, (It
is high time that US should show a resolute atti-
tude.)

7 RIALIRE LTI E MO & D | (The dol-
lar is the key currency,)

8 b UKIEMTEFE UL, (if US comes to a dead-
lock,)

9 JEBEN LIS R42, (a bad economical influence
affects all the world.)

10 flDE < . & D E S AT s % 16
OS2 UL 570\, (Other countries should

re-solidify their cooperation taking this point into

(243

consideration.)
(©1987 Asahi Shimbun)

Iigure 1: Sample text

e Background(6) between ‘4’ and 56’

The semantic relation is that a bad situation in
sentence ‘4’ (unscttle market) will be resolved by
performing an action i ‘5-6° (show a resolute at-
titude). Sentence ‘5-6’ has Direclive modality.
These satisfy the constraints of the 6th subschema
of Background.

Background(7) between ‘7’ and ‘8-9’

The situation 7" (dollar is a key) is held true,
so Contents ‘8-9" (cffect of bad influence) is true.
These satisfy the constraints of the 7th subschema
of Background.

Table 2: Attributes of sample sentences

No. I'ype Time Modality
1 Durative Before  M-epey;
2 Non-repetitive  Before  M-eppy;
3 Stalic Simult.  M-deqyq,M-epeon
4 | Static Simult.  M-e£pgon
5 | Durative Aflter M-epeon
6 Non-repetitive  After M-de gy
7 Static Simult.  M-epeon
8 Non-repetitive  After M-epasm
9 Durative After M-ep.on
10 Durative Alter M-de, .,




1-10
Background
-3~ 1-10
BchkZ;rou 1d _—~Joint
1-2 3 14-6 T-10
Non- H:uzkg‘roumll Motivabion
volitignal . )
cause 4 5-6 7-9 10
Purposk  Background
2 { J _)L L ﬂ
5 ¢ 7 8-9

Conditifm
8 9

Figure 2: Discourse structure of the sample text

o Motivation(2) between ‘7-9” and ‘10’

Sentence 7-9” states a bad situation (ellect ol bad
influence), and the action in ‘10° (re-solidify their
cooperabion) has the possibility to change the situ-
alion. ‘The writer is requesting the other conntries
to take this action. These satisly the constraints
of the 2ud subsclicma ol Motivation.

o Background(9) between ‘1-3" and ‘“4-10°

The request in ‘4-10" (ve-solidify their coopera-
tion) is based on the judgement of ‘1-3" (a writer’s
evaluation ol the economic crisis). These satisly
the constraints of the 9th subschema ol Back-
ground.

6 Conclusion

In this paper, we propose further a hreakdown of the
presentational relations in RS'T into their subschemas.
The subschemas represent strategies by which two
states/actions/events which stand in certain seman-
tic relationships can be used to attain intended ef-
[eets on readers. By associating the defimtions of the
relations with formally stated constraints, these sub-
scliemas help human analysts to recognise them in
texts, and thus improve RST as au analytical tool,
Moreover, because characterisation ol clauses in See-
tion 3, especially Modality and "Tense/Aspect, are ac-
companiced hy their actual linguistic realisations, some
parts of the constraints stated in Section 4 can readily
be associated with textual forms and be used for text
processing systems. Although constraints on semantic
relations hetween Contents can only be evaluated by
reference to a knowledge base, we expect that, even
withont constraints on semantic relations, the other
constraints can be used to restrict a set ol possible
inter-clausal strictures of texts.

We have defined four presentational relations im RS'T
more formally and analysed a saunple text using these
definitions. But the delinitions do not cover all the re-
lations in RST and have not been widely tested. After

defining all the relations, we will apply thew to analyse
a full range of text.
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