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Abstract

In this paper, we propose an automatic method

for detecting discourse structure using a variety of

clues existing in the surface mformation of sentences,
We have considered three types of clue information:
clue expressions, occurrence of identical/synonymous
words/phrases, and similarity hetween two sentences,

Experimental results have shown that, in the case of

scientific and technieal texts, considerable part of the
discourse structure can be estimated by incorporating,
the three types of clue information, without perform-

anding processes which requires

ing sentence unders
giving knowledge Lo computers.

1 Imtroduction

To understand a text or dialogue, one muast track the
discourse structure (DS), specilying how sentences
are combined and what kind of relations (coherence
relations) they have, Work on DS has mainly focused
on such questions as what kind of knowledge should be
cmployed, and how inference may be performed hased
on such knowledge (e.g., Grosz and Sidner 1986; Hobbs
1985; Zadrozny and Jensen 1991). However, by exam-
ining the current status of work bolh on automatic ex-
traction and on manual coding of knowledge, detailed
knowledge with broad coverage availability (o comput-
ers 1s unlikely to be constructed for the present. On

the other hand, recent rapid increase in the amount of

on-tine texts has foreed us to analyze not only isolated
sentences but also discotrses using present available
knowledge,

We propose here an automatic method for estimat.-
ing DS in scientific and technical texts by a variety of
keys existing in the surface information of sentences.
One nnportant key for DS is clue words (e, Co
hien 1984, Grosz and Sidner 1986; Reiclunan 1985).
Furthermore, we have considered two more important

Oue is the occurrence of identical/synonymous
words/phrases for delecting topie chaining or topic-
dominant chaining relation (Polanyi and Scha 19341);
the other is a certain similarity between two sentences
for detecting their coordinate relation. The judgment
based on such clue nformation is not absolute but just
probable. Therefore, we have incorporated the above
nientioned three factors into one evaluation measure to
estimate (he most plangible DS,

2  Discourse Structure Model
and Coherence Relations

Studies of DS have been reported by a large number
of researchers (e.g., Cohen 1984; Dalgren 1988; Grosy
and Siduer 1986; ITobbs 1985; Mann 1984; DPolanyi
and Scha 1984; Reichman 1985; Zadrozny and Jensen
1991).  What has been commnonly suggested is that
the DS vesulting lrom the recursive embedding and se-

quencing of disconrse wnits has the form of a tree
(isconrse hstory parse tree). However, there has been
a variety of definition for discourse units, constituents
ol the tree, and coherence relations. [n this research
we have adopted the siniplest model in the interest of
focusing on how to detect DS automatically. In our
model, eaclt sentence is considered a discourse unit,
and cacli node of the discourse history parse tree is a
sentence and each link a coherence relation.!

Colierence relations existing in a text, as Reiclhian
(1985) pointed out, greatly depend on the genre of the
texts narrative, argument, news article, conversation,
and scientific report. Among a nunmber ol the coher-
ence relations suggested so far, we sclected the follow-
ing sctof the relations which accounted for intuitions
concerning our target texts, namely scientific and tech-
mical texts (81 denotes the former sentence and s3 the
latter).

List @ Si and S3 involve the same or similar events
or states, or the same or simifar important con-
stituents, ltke s4-3 and «1-6 in Appendix.

Contrast @ Si and 53 involve contrasting events or
states, or contrasting important constituents.

Topic chaining : S1 and 53 have distinet predica-
tions about the same topie, like s1-13 and s1-19.

Topic-dominant chaining : A dominant constit-
uent apart from a given topic in Si becomes a topic
in 53, like s4-1 and s4-5.

Elaboration : Sj gives details about a constituent in-
troduced in si, like s1-16 and s1-17.

Reason @ Sj is the reason for Si, like s1-13 and s1-14,

Cause @ 5j oceurs as a result ol 81, like s1-17 and
sl-18.

PAL present, we regard a sentence arked off by a period as
adiscourse unit. Coherence relations are existing also between

clauses in a sentence, We think our appr 1 examining surface
clue information can be adapted (o extract their relations, and

wo intend to extend our system to handle them.
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Figurc 1: Examples of discourse structures.

list

N
s4-6

Change : The event or state in Si changes in 83 (usu-
ally as time passes).

Exemplification-present : An  example  of  the
event, state or constituent in Si is mtroduced in
Sj, like s1-13 and s1-16.

Exemplification-explain : An example of the event,
state or constituent in Si is explained in S3.

Question-answer @ $3 is Lhe answer (o the question
in Si, like s4-1 and s4-2.

The DSs for the sample text in Appendix is shown in
Figure 1.

As in many previous approaches, we also make the
following assumplion in the DS model: anew sentence
coming in can be connected to the node on the right
most cdge in the DS trec (hercafter, we call a new
sentence an NS, and a possible connected sentence on
the right edge in the DS tree a CS: Pigure 2). This
means that, after detailed explanations for one topic
terminate, and a new topic is introduced, details of the
old topic are hidden in inner nodes and are no longer
referred to.

3 Automatic Detection of Dis-
course Structure

3.1 Outline

Considering our DS model, what the DS analysis
should do is clear; for cach NS, it tries to find the
correct CS and the correct relation between them. In
order to estimate them, we have directed our alten-
tion to three types of clue information: 1) clue ox-

pressions indicating some relations, 2) occlirrence of

identical/synonymous words/phrases in Ltopic chaining
or topic-dominant chaining relation, 3) similarity he-
tween two sentences in list or contrast relation. By the
method described later we can transform such infor-
mation into reliable scores for some relations. As an
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Figure 2: Ranking relations to CSs by three types of
clue information.

NS comes in, for cach CS we calculate reliable scores
for all relations by examining the above three types
of ¢lues. As a final result, we choose the CS and the
relation having the maximum reliable score (Figure 2).

As an initial state a DS has one node, starting
node. We always give a certain score for the special
relation, start, between an NS and the starting node.
When any other relation to any €S does not. have larger
score for an NS, it is connected (o the starting node by
start relation. This means that the NS is the start-
ing sentence of a new large segment, like paragraph or
scetion, in the DS,

3.2 Detection of Clue Expressions

We prepared henristic rules lor finding clue expressions
by pattern matehing and relating them to proper re-
lations with reliable scores. A rule consists of the fol-
lowing parts:

e condition for rule application :

- rule applicable range (how far in the sc-
quence of CSs the rule can be applied to)

-~ relation of CS to its previous DS

- dependency structure pattern for CS
dependency structure pattern for NS

e corresponding relation and reliable score.

Patterns for €S and NS are matched not for word
sequences bul for dependency structures of both sen-
tences.? We use a powerful pattern matching facility
for dependency structures, where a wild card matching
any partial dependency structure, regular expressions,
AND-, OR-, NOT-operators, ete. are available (Mu-
rata and Nagao 1993). We apply cach rule for the
pair of a CS and an NS. If the condition of the rule
is satisfied, the specified reliable score is given to

2lnput to our system is a sequence of parsed sentences, de-
pendency structures, by our developed parser (IKurohashi and
Nagao 1992a). In Japanese the dependency structure of a sen-
Lence consts

ts of head/modifier relations between bunsetsus,
cach of which is composed of a content word and suflix words.



Table 1: Examples of hcuristic rules for clue expressions.

Rule-1 Rule-2 Rule-3
range @ | range : range @ 1
relation of CS @ * relation of C§ @ # relation of CS @ exemplification-present
CS @« s NS % -——* CS o
NS : 71i- * NS *
NAZI-NARA # - XNO A ‘
{because) (ol —1 relation @ elaboration

4 X & *1' RET score @ 25

relation : reason 4 (cxnmplc)j
Bd

score ; 20
relation ¢
score 30

the corresponding relation between the €S and the

NS.

Ior example, Rule-1 in ‘Fable 1 gives a score to the
reason relation between two adjoining sentences (note
the rule applicable range is '1') if the NS starls
with the expression “NAZI-NARA (because)”. Rule-
2 1 Table | is applied not only for the neighboring €S
but also for farther CSs, by specifying the occurrence of
identical words (“X”) in the condition. We also can
specily the relation of CS to its previous DS as
a condition, like Rule-3 in Table 1. ''his rule considers
the fact that when some examples are introduced by
exemplification-present relation, detailed explanations
for them often follow.

3.3 Detection of Word/Phrase Chain

In general a sentence can be divided into two parts;
a topic part and a non-topic part.  When
tences are in a tlopic chaiming relation, the sane
topic is maintained through them. Therefore, the oc-
currence of identical/synonymous words/phrases (the
word/phrase chain) in topic parts of Lwo sentences

{wo sen-

supports this relation. In the case of Lopic-dominant
chiaining relation, a dominant constituent introduced
in a non-topic part of a prior sentence becomes a topic
in a succeeding sentence. So, the word/phrase chain
from a non-topic part of a prior sentence to a topie
part of a succeeding sentence supports this relation,

Ilowever, since there are many clues for an NS sup-
porting othier relations to sonmie CSs, we must not only
find such word/phrase chaing but also give some reli-
able score Lo topic chaining or topic-dominant chain-
ing relation.  In order to do thiy, we give scores Lo
words/phrases in topic and non-topic parts according
to the degree of their importance in senlenees; we also
give scores to the matehing ol identical/synonymous
words/phrases according to the degree of their agree-
ment. ‘I'hen we give these relations the sum of the
scores of two chained words/phrases and the score of
their matching (Figure 3).

All of these ave done by applying rules consisting of a
pattern for a partial dependency structure and a scorc.
For example, by Rule-a and b in ‘Fable 2, words in a
phrase whose head word is [ollowed by a topic mark-
ing postposition “WA” are given some scores as topic

exeiplification-present,

“A = B3 denotes a head/modifier relation
)
where “A” depends on “B”.

w, »

+” denotes a wild card,

Topic part
s

Non-topic pant

Give 28 points to
topic chaining relation.

Topic pait

Non-topic part
cH I

Mateh: § --o-o-
S S 11

Figure 3 Scores for topic/topic-dominant chaining.

Give 30 points to topic-
dominant chaining relation.

parts. A word in a non-topic part in the sentential
style, " GA ARU(there is ...)” is given a large score

by Rule-¢ in Table 2 because this word is an important
new information in this sentence and topie-dorminant
chaining relation involving it often occur. Matching of
phirases like “A of B” is given a larger score than that
of word like “A” alone by Rule-d and e in Table 2. 3

3.4 Calculation of Similarity between

Sentences

Wiien two sentences have list or contrast relation, they
have a certain similarity. lowever, their similarity can-
not be detected by rules like the above which sce rel-
atively small blocks in sentences, because it is not the
simple similarity but the similarity in the sequence of
words and their grammatical structures as a whole.
In order to measure such a similarity, we extended
our dynamic programming method for detecting the
scope of a coordination in a sentence (Kurohashi and
Nagao 1992b). "This method can caleulate the overall
sinilarity value between two word-strings of arbitrary
lengths, First, the simlarity value between two words
are caleulated according to exact matching, matching
ol their parts of speech, and their closeness in a the-
saurus dictionary, Then, the similarity value between
two word-strings are calculated roughly by combining
the similarity values between words in the two word-

F0mne diflicult problem is that authors often use subtly dif-
ferent expressions, nol identical words/phrases, for such chains.
While somie of them can be caught by using a thesaurus and by
rules like Rule-f in Table 2, there is a wide range of variety in
their differences. Their complete treatment will be a target of
our future work.
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Table 2: Examples of rules for topic/non-topic parts
and matching,.

Topic part, Matching
Rule-a Rule-d

pattern :

* WA

pattern : X ot - X

score 1 10 score | §
Rule-b Rulc-e
pattern : pattern :
X % X ik
j g j
) VS bAL
score : 8 WA score : 8

Non-topic part Rule-f

. pattern :

Rule-¢

pattern :

x{NOINIYORU)
XY# <—— (0f | by) j

ARU . ¥
(there is) score @ 6

score @ 11

As for rules for topic/non-topic parts, the score is given to
the bunsetsu marked by a square. As for rules for matching,
“X” and “x” denote identical words or synonymous words
from this Japanese thesaurus, “Bunrui Coi Hyou”. So do
“Y” and “y”,

strings.

While origimally we calenlated the similarity value
between possible conjuncts in a sentence, here we cal-
culate the similarity value hetween two sentences, a 'S
and an NS, by this method. ‘This can be done simply
by connecting two sentences and calculating the simi-
larity value between two imitative conjuncts consisting
of the two sentences. We give the normalized similar-
ity score between a CS and an NS (divided by their
average length) to their list and contrast relations as a
reliable score.

4 Experiments and Discussion

Experiments of detecting DS were done for nine sec-
tions of an article of the popular science journal, “Sci-
ence”, translated into Japanese (Vol.17,No.12 “Ad-
vanced Computing for Science”, the original is “Sci-
entific American” Vol.257,No.4). For the first three
scetions, we wrote rules lor clue expressions and
word /phrase chains, and adjusted their parameters
through experimentation. Then we analyzed the re-
maining six sections by adding rules only for the clue
expressions. The analysis results are shown in Table
3. Here the NSs in the text were classificd accord-
ing to their correct relations in connecting to proper
CSs.  “Success” means that the correct relation and
CS were detected for an NS (correct relations and ('Ss
were judged by authors).

Table 3 shows that many clues exist in a text so that
much of the DS can he guessed without detailed knowl-
cdge. In order to construct rules for clue expressions
with broad coverage, we need to consult and analyze
a large volume of lexts. However, in most cases rules
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Table 3: Analysis results.

. Training text Test Text

Relation 3 sections) (6 scctions
Success Failure | Success Failure
Start 7 1 6 2
List 10 | 15 2
Contrast 6 1 2 2
Topie chaining 13 1 21 5
‘Topic-dominant c¢. 10 1 37 14
Elaboration 9 ! 9 1
Reason 3 0 | 0
Canse 2 0 6 0
Change 3 0 0 0
Exemp.-present 1 0 0 0
Exemp.-explain 3 0 2 0
Question-answer ! 0 1 0
Total 68 9| 0 26
(Success ratio) (88%) (79%)

for clue expressions can be written exclusively so that
they scarcely interfere with cach other. In our experi-
ments, added rules for the remaining six sections had
no influence on the analysis of the first three sections.
The text from s1-13 to s1-19 in Appendix was trans-
formed 1o the structure in Figure 1-a as follows.

s1-14: the clue expression, “DAKARA-DEARU?
which means “this is because”.

s1-15: the c¢lue expression, “WAKI-DEARU”.

§1-16: the clue expression “example of X7,

s1-17: the heuristic rule supporting elaboration rela-
Lion after exemplification-present relation,

s1-18: the clue expression “(SONO)REKKA(-WA),
(the result is)” which corresponds to “lead” in se-
mantics.

$1-19: the chain of “synthetic approach”.

The text from s4-1 to s1-7 in Appendix was also
transformed to the structure in Figure 1-h as follows.

84-2: the clue expressions: “~KA” (a suffix indicating
an Interrogative sentence) in s4-1 and “(the) answer
? i sd-2,

54-3: the chain of “double star”.

s4-4: the chain from “shrink” in s$4-3 to “this pro-
cess” in sd-1 (some expressions hke “this process™
are regarded as matching any verb in a previous
sentence),

s4-5: the chain of “nuclear fusion”.

§4-G: the large similarity value between s4-3 and s4-6
and the clue expression “similarly”.

$4-7: this NS could not he analyzed correctly. List
relation with s4-6 was detected incorrectly because
of their similarity value,

In s1-6 and s1-7, while the same word “hecatl”
is used in Eaglish, the prior “heat” was trans-
lated into “ONDO(temperature)-GA  JOUSHOU-
SURU(rise)” in Japanese. In order to detect the chain
for their topic-dominant chaining relation, we must in-
fer that the rising of temperature produce a heat. Such
a problem is ignored in this rescarch.



5  Conclusion

We have proposed a method of detecting DS automat-
ically using surface information in sentences: clue ex-
pressions, word/phrase chains, and similarity between
sentences. In the case of scientific and technical texts,
considerable part of the DS can be estimated by incor-
porating the three types of clue information, without
performing sentence understanding processes which re-
quires giving knowledge to computers. This approach
can he smoothly integrated with the current NLP sys-
tems dealing with large amounts ol texts.
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In Proccedings

Appendix: Sample Text

Title: Advanced Computing for Seience

(‘0 and <G in sisj denote the seetion number and the
sentence number respectively)

1-13: AL [ D Y AT A KOO NI T
WAL D o COL A MO W AT A ORI D
MHV] E VAL (The synthetic approach
is called for when the fundamental processes of the -
teractions among the parts of asystem are known, hut
the detailed configuration of the systemn is not.)

Determination of

s1-14: Hu* 0. RO A AL > T LD,
nfeze M e B 2 C, FOREY ’;’..Jt,b'(‘lﬁ/ b NURTFAFY

5Cdh % (Onc can attempt Lo determine the unknown
confliguration by synthesis: one can survey the possible
confligurations and work out the consequences of each.)
s1-16: %9 L7 e dir oMo s Mrle s — 4 Lo
EN b CHud L MREEORA A RS X CBBITE D%
WAL ECE LD CH L (By carefully matching the
observable details of the experimental situation with

these consequences, one can choose the configuration
that best accounts for the observations.)

s1-16: | 9l o Mlikoqi s me Lo, RN
TR DS AL AT IR 4 BURY & IR L 9 & L el by
L A& B (A Tamons example of the synthetic ap-
proach from the 19th century is the attenmipt that was
made to understand the observed but unexplained per-
turbations in the orbit of Uranus.)

ST-17: g f 7 i bs 5 Yz, Willow
CPEHAE O R H LT, ZOMMDIT A ¥ - L3
vt (lnvcs,ng,atoxs added a hypothetical planet to
the solar system and varied the parameters of its orbit
until a satisfactory reconstruction of the perturbation
was found.)

s1T-18: O PSS WA o CCol oSN L
WO R o wW s oo ¢ h A (The work led directly
to the discovery of Neptune, found near the predicted
position.)

S1-19: ZOGUEDTEICE L ol #2alid, JLIHHE
BBy deT vz (In the past the synthetic approach
was Himited to cotparatively simple situations. )

sd-1: NIR RO UM"[EVJ?”I:'»\ [N L ODREL G,
(Why are astronomers interested in this kind of colli-
sion”)

$4-20 OB AR XA L O AN 0w D
el d 4 (‘The answer lies in the role of double stars
in generating "heat.” )

Se-30 WENL S DT LI TR ACANE e L L
LS ST O R SN S 2 L TIOR3 B R o TR SR RN
4% L (hiracollision between a donble star and a single
star, the double star can shrink, transferring cuergy to
the single star and thereby heating the pool of stars
around them)
sd-4: SO "":J'-I"'/in’h LT Ly & DT
A D o W Y L #h & KB (This
process s zuml()gous to nuclear fusion, wherein atomic
nuclei collide and fuse into heavier nuclei, releasing en-
crgy.)

s4-50 B, ABASOIULE LD AU X ATH
Z (Nuclear fusion is the same phenomenon that makes

I TN

the stars, including the sun, shine,)

§4-G: F A0, WG Lo A, 0)'|"LJII7J‘:1WJ L. £0O7dioes
WIEO WO TEOMER LA L EbE L LD (Simi»v
larly, orbital shrinkage of double stars induced by en-
counters can heat the core of dense star clusters.)
84-T0 ZOMIT O DGR U L Cv B AL O RN B3y
LS G L L0 CE L6 0TCHD (This heat can
halance the losses al the surface of star clusters, where
stars hoil ofl continnously.)
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