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Abstract

Serial verb constructions (SVCs) in Chinese are popular
structural ambiguities which make parsing difficult. In this
paper, we propose a quantitative model, 'S-model’, based on
theta grids information, that can systematically resolve
ambiguities of SVCs to arbitrate competence between verbs in
parsing  SVCs S-model  has
characteristics: (1) it can resolve SVCs without relying on
specific types of SVCs classified by linguists; (2) it can handle
long SVCs, i.e., SVCs with more than two verbs; (3) it can
simultaneously determine whether a verb candidate is really
acts as a verb in the sentence.

sentences. three  major

1 Introduction

In Mandarin Chingse, it is common that there are
two or morc verbs in a scntence without any marker
indicating the relationships between them. Such peculiar
construct is called Scrial verb constructions (SVCs) [Li
and Thompson 1981]. For example, in the sentence: "#
& #Y & BH" (the defendant hope the plaintiff
forgive) (The defendant hoped that the plaintiff could
forgive him.), there are two verbs: "4 2" (hope) and "3
8" (forgive), however, therc are no such markers as
subordination markers, conjunctions, preposition, or
other morphological cues, which indicate the
relationships between them. In developing a parser,
SVCs cause considerable problems. We have designed a
modificd chart parser using theta grids information. In
parsing scntences with SVCs, different verbs will
compete in searching the chart for their own theta rolcs.
Thus, some mcchanism for arbitrating among the
compcting verbs for the ownership of each constituent in
the chart must be designed. The theta grid chart parser is
to be described in the next section.

The study of SVCs is still primitive. Most previous
work [Chang and Krulee 1991] [Yeh and Lec 1992]
were based on Li and Thompson's classification of SVCs
[Li and Thompson 1981]. Surveying their work, we find
there are some limitations. Yang {1987] and Chang ct al.
[Chang and Krulec 1991} dealt with only subsets of
SVCs. Moreover, it is not clear how the implementations
of Yang [1987], Chang ct al. [Chang and Krulee 1991],
and Yeh ct al. [Yeh and Lee 1992) can be extended to
handle /ong SVCs, i.e., thosc sentences containing more
than two occurrences of verbs. 1t is because their work
were based on the classification of SVCs, and the
classification was based on two-verbs cascs only. Pun
[1991] claimed that his work could handle long SVCs;
however, did not report how to systematically extend his
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method to SVCs with three or more verbs. In our model,
there arc threce characteristics: First, instcad of
classifying SVCs into scveral types, we make use of a
numerical scoring function to determine a preferred
structure. It is an attempt to make the SVCs handling
process more systematic. The information encoded in
theta grids are uscd as bascs for scoring. Second, it can
handle long SVCs. Third, category ambiguitics can be
taken into consideration at the same time. Namely, we
can simultancously determinc whether a verb candidate
actually plays a verb or not. While in previous work,
before the SVC handling processes are triggered, it must
determine the actual verbs in the sentence.

This work is part of our long-term rescarch for
building a natural language front-cnd of a verdict
understanding system. Thus, thc corpora we use arc
judicial verdict documents from the Kaohsiung district
court [Taiwan 1990a][Taiwan 1990b], which werc
written in a special official-document style. Thus, our
analysis is based on such kind of sub-language.

2 A Theta-grid Chart Parser

Since the mechanism we propose is under the
framcwork of a theta-grid chart parser, in this section,
we introduce the parser briefly. Thematic information is
one of the information sources that can bridge the gap
between syntactic and semantic processing phases. In
theta-grid theory [Tang 1992], rich thematic information
is incorporatcd for the anatysis of human languages. The
idca of theta-grid theory is as follows: we usc a predicate,
say, a verb, as the center of a "grid" and, by finding the
theta-roles registered in the lexical entrics of this
predicate, we can construct a grid formed by this
prcedicate and then construe the scntence (or clause)
spanned by this predicatc. We think the theta-grid
representation suitable for processing Chincse. This
sharcs similar viewpoint with other work of designing
Chinesc parser which uses thematic information, such as
ICG parser [Chen and Huang 1990]. To
computationalizc  theta-grid  thecory, some  control
strategics for parsing must be implemented.

The well-known chart parscr [Kay 1980}, which
utilizes the data structurc "chart" to record the partial
parsing results, is suitable for our work. Since it keeps
all possible combination of constitucnts, it can accept
sentences with missing theta roles. Thus, we designed a
modified chart parser called TG-Chart parser [Lin and
Soo 1993] by combining theta-grid thcory and chart
parser. Note that currently in our work, only the theta



grids for verbs are considered. For each verb, there are
two kinds of theta roles registered: the obligatory roles,
which must be found for this verb to construct a legal
"grid"; the optional roles, wilh their appcarance being
optional. Take " 4 3 " for example, its theta roles arc
registered as: +|[Th (Pd) Agl; thus, two NPs must be

found in the chart for the construction of a legal grid
(From syntactic clues, both "Ag" and "Th" arc always
played by NPs. [Liu and Soo 1993]), whilc the
appearance of a clausc to serve as a "Pd" role is optional.
A bricl description of our parsing algorithm is as follows:

Syntactic knowlcdge is used in this step.

theta roles of this verb.

model will be described in scction 3.

{Step 1] Scarch the sentence for positions of all "verd candidates". (What we call verb candidates are those
words that have the verb-calcgory as onc of its syntactic catcgorics in the dictionary.)
[Step 2] By considering al} possible combination, the charl parscr groups the words into syntactic constituents.

{Step 3] If only onc verb candidatc is found in [Step L], scarch the chart for constitucnts which can play the

[Step 4] If more than onc verb candidate arc found, call S-nodel 1o determine the most preferred structure. S-

3 The S-model
We design a model which utilizes scoring lunctions
and theta-grid theory to handle the SVCs problem. This

handling modcl"), consists of four modules: a
combination gencrator, a combination filter, a score
cvaluator, and a struclure selector as shown in [figure ).
We now describe these modules as (oltows:

N

Scores for every verb candidate

mode!l, called S-model (an abbreviation of "SVCs
Sentences with SVCs e C-
. - [Combmatlon Generatori
Constituents from J/
chart parser - . :
‘ Combination Filter I
Theta grids \L
for each verb candidate s :
= [ Score Evaluator J

"

—-—}1 Structure Selector '

a most preferred structure

.

J

Return to TG-chart parser

Figure 1 Modules of S-model

As we know, all verb candidates compete to act as
verbs. The question is: "which candidates can actually
act as verbs?" and, "what is their correlation?". 1f we can
enumcratc all possible combination and cvaluale their
scores respectively, we can determnine the most preferred
construction, Take the two-verb-candidates casc as an
example, let the two verb candidates be v1, v2, there arc
five combination: (1) only vl is a verb while v2 is not, (2)
only v2 is a verb, (3) both vl and v2 are verbs, while
there is not any subordination relation beiween them. (4)
both arc verbs, and vl is subordinate to v2. (5) both arc
verbs, and v2 is subordinate to v1.

3.1 Combination Generator

Cormbination Gengerator consists of two submodules:
Verb-string  Generator and  Subordination-relation
Tagger. We illustrate a casc with threc verb candidates:

Verb-string Generator generates all possible verb strings
by scquentially cnumerating the binary string: 001, 010,
011, 100, 101, 110, 111 The verb string "101"
represents the situation where vl and v3 act as verbs,
while v2 docsn't. And then, Subordination-relation
Tagger tags these verb  strings  with  possible
subordination rclations. It divides thesc strings into three
classcs according to the occurrences of 1's in the string,
that is, the numbcer of verb candidates in the sentence.
These three classes arc: (1) For the one-1 class (i.c., 001,
010, 100), there is obviously no subordination rclation,
That is, there is only onc possibic case to consider: this
candidate acts as the only verb in this sentence. (2) For
the two-1 class (i.c, 011, 101, 110), there are three
possibititics to consider: vi=vZ, vi<v2, and vi>v2. We
follow the notations uscd by Pun [Pun 1991], where
"vI>v2" mcans v2 is subordinatc 1o vl; "vIi=v2", no
subordination rclations exist between the two verbs, (3)
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For the three-1 class (i.e., /1), there are seventeen cases.
We use abbreviated notations to represent them, where
"><" is the abbreviation of "v1 > [v2<v3}", with squarc
brackets being represented by underlines, meaning that
locally v2 is subordinate to v3, and they together form a
clause, which then plays a prepositional role for v1, and,
for another example, "=<" is the abbreviation of "[v1=v2]
< v3". Thesc scventeen cases arc: ==, =<, =<, => =>
<=, <=, <<, <L, <, <)oo=, >, > > >, and >>,
These cases arc generaied simply by cnumerating
possiblc combinations of these three symbols: =, <, and >,

For each pair of symbols §,.S,, two combinations arc

possible: S8, and S,§,. Note that "==" and "=="

represents the same case; thus, only a single "==" is
generated. Therefore, 3x3x2—1 = 17 cases arc
possible. By summarizing classes (1), (2), and (3),
Combination Gencrator generates

CPx1+C) x3+C) x17 = 29 cascs. It is easy to
design a routinc which systematically enumcrates these
possibilitics.

3.2 Combination Filter

The Combination Generator above docs not take
linguistic knowledge into consideration. Actually, there
are some¢ cases which will never happen in a real
sentence according to syntactic constraints. Thus, it is
not necessary to pass it to the score evaluator.
Combination Filter is responsiblc for filtcring out
impossible cases. We illustrate three circumstances.
Firstly, for "vl > v2", thc Combination Filter will check
the theta grid for v1; if there is a Pd or Pe role registered
in v1, it is possible, since v2 can be subordinate to vl
only if vl also expects a prepositional role; otherwisc,
such a case is filtered out. The second circumstance is,
when vl has only a single syntactic category, verb, it
must act as a verb in the sentence. Thus, the case that v2
acts as a verb while vl docsn't is removed. The third
circumstance rcgards the three-candidates situations,
Combination Generator generates  seventcen — cases;
howevcr, under some circumstances, there are four cascs
which are impossible: <<, <>, <>, and >>. Thesc
circumstances happens when the main verb of the
prepositional part (i.e., the part marked by a underline.)
expects an animate agent. In such circumstances, a VP
cannot be subordinate to an "cvent". Thus, these four
will be filtecred out by Combination Filter. For example,
the following sentence, with the relation "<>" (i.c., 47<
(# %> % w)), is impossible: "1 & A% v Hx
#% & " (play thunder hope attend the labor insurance)

(Thundering hoped to attend the labor insurance.). It is
because " # % " expects an animate NP to act as its Ag,
the VP "41 %" thus cannot act as its Ag role.

There are still many linguistic knowledge and
constraints which can be used by Combination Filter.
However, some of them, such as the third circumstance
mentioned above, are too specific and thus must be used
carcfully to avoid over-constraints. Thercfore, how to
collect and select those constraints and knowledge which
are gencral enough is still our future concern.

The main function of Combination Filter is to
improve the performance of the S-modcl. Note that in
this paper, for the beneficiary of brevity, Combination
Generator and Combination Filter are designed as two
scparate modules., However, Combination Filtcr can
bechave as an embedded module of Combination
Gengrator so that it can cut off some generating branchcs
which are impossible as carly as possible. It is also our
future concern.

3.3 Score Evaluator

Whenever Combination Filter passcs a feasible case
into Score Evaluator, the Score Evaluator utilizes a
scoring function to computc the score of the input casc
and then, passes the evaluated score to the structure
sclector. We will now describe it:

3.3.1 The S-function

In our legal domain corpora, therc arc many
occurrences of SVCs. Sincc our parscr is based on the
theta grids, in case of SVCs, diffcrent verbs will compete
in finding their own theta roles. Thus, some mechanism
for arbitrating among verbs for the owncrship of cach
constituent in the chart must be designed. Just as what
Yorick Wilks said, /anguage does not always allow the
Jormation of "100%-correct” theories |Hirst 1981];
therefore, we atteinpt to find a more flexible method for
recognizing SVCs. We proposc a scoring function to
sclect a "preferable” construction for the sentence with
SVCs. (For the "preference” notion, scc {Wilks 1975]
[Fass and Wilks 1983].) The scoring function is called S-
function, an abbreviation for "SVCs scoring function".
S-function is defined as in [figurc 2], where RWR is the
abbreviation of "Ratio of Words included in some phrase
with Roles assigned", RRF, "Ratio of Roles Found",
OBR, "OBligatory Rolc”, and OPR, "OPtional Rolc"
(Note that OBR and OPR indicate those roles registered
in theta grids.).



3 Score—~ Per—Verb

every verh

Score = ———————— (1)
nuniber of verbs
Score — Per —Verb = RRI' x RWR  (2)
ey~ 1oumber of OBR found) x & + (number of OPR found)]
Base
RWR - number of words included in some phrase with roles assigned

number of words in the clausc
Base = k x (number of OBR) + (numbcr of OPR) (5)

(4)

Figure 2. The S-function

The score is calculated as the average value of scores
obtained by cach verb in the senlence (as in cquation 1).
For cach verb, the scorc is estimated by two [actors: first,
the ratio of theta roles found, i.c., RRF, and, second, the
ratio of words with roles assigned, i.e., RWR. For
detailed formula, sec cquation (2). The relative
significance between obligatory roles and optional roles
is heuristically weighted by 2:1, as in (3) and (5); thus,
the value of & is sct to be 2. In somc cascs, the verb finds
many theta rolces in the clause it constructs, but the words
in this clause arc not all assigned rolcs. We consider
such assignment docsn't construe the real construction of
the senience. Thus, to reflect such cascs, we calculate
RWR by dividing thc number of words which arc
included in some phrase with a rolc assigned by the total
number of words in the clausce (sce equation 4).

3.3.2 Hlustration of S-function
Now, let's illustrate the calculation of S-function by the

In this example, we demonstrate how to determine
whether a verb candidate can actually act ay a verb. In
[Step 1], "$ " (file) and " 453 " (tell) are both found

oA o
[ER

as "verb candidates”. Here has two syntactic
categories registered in its lexical entry: the verb and the
noun, while " $# ;i " has only one category, the verb.
The theta grid for "$£ 1 " is +[Th Agl, "4 3", -[Th
(Pd) Agl. So, to decide whether " 45 #f " is treated as a
verb or a noun, there are four cases to be considered:

(1) "$ " is treated as a verb, while "4 3" a noun.

R R sl A

K 1,

In the above, "# i " enveloped by a box means it plays
a verb. When it searches for theta roles, " Jit " "k

and
W " are respectively found as its Ag and Th, the two
obligatory theta roles registered in its lexical entry. The
score is calculated as follows: For “3 # ", there arc two
obligatory roles, so Base = 2 X2 = 4. Moreover, in
this sentence, " J 45", "B & ", $ 44 "and " 43 are all
assigned some roles; thus, RWR = 4/4 = 1. And then,

Score-Per-Verb = {[(number of OBR found)*2 -+

(number of OPR found)|/Base} * RWR = {[2X2+0]/4}
X 1=1. Finally, Score = 1/1 = 1.00.

(2) "H 4" and "4 3" both are treated as verbs. Score

= (0.5+0.4)/2 = 0.45.

(3) "# 41" and "4 3" both are treated as verbs, while

453 is subordinate to " . Score = (0.37540)/2=

0.1775

@) " 4" and "4 7" both are treated as verbs, while

# 01 " is subordinate to "4 ¥ . Score = (0.5+0.2)/2

highest score (1.00). So, the parsed structure in case(l)
is preferable to those in the other cases. That is, in this
sentence, * $% 4 " plays the only verb, while “ ¢ ¥ "
plays a noun. Therefore, the right syntactic category for
"4 FE" in this sentence is determined.

In this example, we will demonstrate how to determine
the relationship between verbs. Tn [Step 1], " 3§ K "
(request) and " # 45" (divorce) are both found as "verb
candidates". Here "% K * and “ ¥ 45" both have two
syntactic categories registered in its lexical entry: the
verb and the noun. The theta grid for "3 K " is +[(Th)
Pe Ag], "B i +|Ag (Ag)|. So, there are five cases to
be considered:

(1) " K" is treated as the only verb, while "B " a
noun. Score = 0.15/1 = 0.15.

(2) "Hi#5" is treated as a verb, while "3 K" 4 noun.

EESEE S L
(AQ) CONJ Ag

For " ¥t #f, Base=3. Note that although "3 K " is an
NP, it cannot play as Ag for “ B 45 . It is because it
doesn't satisfy the constraint for playing as Ag: an Ag
must has a feature "+animate", according to Gruber's
theory that an agent must be an entity with intentionality
[Gruber J. S. 1976]. The situation that a verb cannot
find a theta role is represented by the symbol "7 1", So,
RWR = 3/4 = 0.75, and Score-Per-Verb =
{[1*2+0]/3}*0.75 = 0.5. Score = 0.5/1 = 0.5,
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(3) "# k" and "HE #5" both are treated as verbs. Score is preferable to those in the other cases. That is, in this

= (0.134+0.67)/2 = 0.402, sentence, "# R " and " ¥ 3" both are treated as verbs,
(4) "3 & and "H 4" both are treated as verbs, with * while “ ¥ #§ " is subordinate to " # 3R “. The clause
¥ 5" being subordinate to "3 K " constructed by "Bt 4" is assigned the Pe role for "33k ".
S R s LG Thus, this is a SVC sentence; moreover, this kind of
Lk i i A SVC is commonly called "sentential objects".
(AgTCONT Ag 3.4 Structure Selector
L ) Structure Sclector plays a final arbitrator. Tt collects
pé all feasible cases and their scores. After scorcs of all
cases arc evaluated, the competition of all cascs is
T arbitrated by Structurc Sclector.  Structure  Sclector
Ag (Th) Pe selects the casc with the highest scorc as the most
For "#3K", Base=5. RWR=4/4=1. Score-Per-Verb = preferred one. The final result is returned to the parser.
{[1*2+0}/5} = 04. For " Ht # ", Base=3.

RWR=3/3=1. Score-Per-Verb = {[1%2+0]/3} = 0.67. 4 Experimental Results
Score = (0.4+0.67)/2 = 0.535.

(5) " k" and "B 4§ " both are treated as verbs, with 4,1 Results of More Sample Sentences
% K " being subordinate to " BE # ". Score = In table 2, we show the results of more sentences with
(0.134+0)/2 = 0.067. SVC in the legal documents which arc parsed by this

From the above discussions, case(4) apparently gets the schemc in our TG-Chart parscr. The sample sentences
highest score (0.535). So, the parsed structure in case(4)  are shown in table 1:

Table 1. Somc sample sentences with SVCs
SL/RE SRE WE ABF Z+3MIT (the plaintiff petition the defendant give three hundred thousand dollars)
The plaintiff petitioned the defendant to give him three hundred thousand dollars.
1S2: E% %%Sk ?EZ% /ﬁﬁ fﬁ}% (the plaintiff request the defendant repay M
The plaintiff requested the defendant to repay his debts.
s3: s R OF OB OB (the defendant didn't amrive the court argue)
The defendant didn't arrive at the court to argue.
S4: #EEs 2B RGN BEFE BIE  (the defendant suddenly causclessly loft home desert his family)
The defendant deserted his family suddenly and causelessly.
Ss: ?ﬁ% 5'5 g ? il [Bs Bl (the_defendant didn't return home with the plaintiff’ cohabit)
The defendant didn't return home to cohabit with the plaintiff,
S6: I:?_\%: ¥§§ Eﬂﬁ:ﬁ %A (the defendant w imcn‘ogatc the witnesg)
The defendant petitioned to interrogate the witness.
ST IS BE RE BE AR (the defendant hope the plaintiff can forgive)
The defendant hoped that the plaintiff could forgive him,
S8: #5t5 hEE B0 B IR (the defendant apply attend the labor insurance)
The defendant applied to attend the labor insurance.
89: }?% SIZH% ﬁ AR Iﬂji (the plaintifl’ ordinarily treat people very friendly)
Ordinarily, the plaintiff treats people friendly.
s10: ;ﬁ%m 3 —{@ TEHE ?E{_E.i% (the plaintiff break Asp onc vase very valuable)

The plaintiff broke a vase that was valuable.

Tabhle 2 nction calculation for sample sentences
vi: EREEV2 5T vl v2 vi>v2 1.00
vl SR V2 AR vlv2 vi>v2 1.00
vl |, v2: BH viv2 vl=v2 0.84
vl B, v2: HHE vl v2 vi=v2 1.00
vl:iE, v2:@ERE vl v2 vi=v2 0.83
vl: R¥5% v2: B vl,v2 vI>v2 0.70
vl FEB v2: AR vl v2 vI>v2 0.84
vl BBEA V2 210 vl,v2 vI>v2 0.75
vl 5, v2: Fl8E vl,v2 vl<y2 1.00
vl ¥Ti8,v2: {E§% viv2 vl=v2 1.00

946



4.2 Demonstrating How to Handle
Three-Verbs SVCs

Let's consider the following three-verbs scnicncce:
Bk B K fEs gt & s %" (the plaindfl return
home remind his wifc pay fees) (The plaintiff
returncd home to remind his wife to pay fces.). There are
three verbs in this sentence: ¥ (return), £ 8¢ (remind),
and 4 (pay). At the first stage, Combination Generator
generates 29 possible  combination;  and  then,
Combination Filter filters out 26 of them, and only three
cases remaincd to be considered: "8 = JZHE = H""1& =
[#E s> " and "[ B =S B | > B " Thus, Score
Evaluator only nceds to calculate the scores for these
three rcmained cascs. At the final stage, Structurc
Selector accepts the evaluated scores for these cascs and
selects the one with the highest score. In this example,
the structure "=>" gets the highest score: 0.94, it is the
correct structure for this seatence.

Consider another interesting example, "4t A &y 3%,
WK A6 4 ey " (he think 1 mock he is wrong)
[Pun 1991]. This sentence is ambiguous to native
speakers, since there are two possible readings: (1) | 4
VA2 3K B E ] st 44 ey (His thinking that [ mocked
him is wrong.), and (2) "4, ¥4 &y [4% =9 % 1 2 459"
(He thinks that I mocked him for being wrong.). In S-
modcl, both these two rcadings get the highest score: 1.0,
and thus both arc sclected by Structure Sclector as the
final output. S-model docsn't attempt to sclect a
“uniqucly-correct” structure, but just sclects what arc
preferred. TL matches humans' behavior since cven a
human may not be able to tcll which of these two i1s
better,

5 Conclusion

In this paper, wc proposc a systcmatic mecthod for
analyzing SVCs. The mcthod is based on the
information offcred by theta grids. Many possible
corrclation rclations may cxist between verbs, we use a
numcrical scoring function to dctermine the most
preferred onc. To utilize the S-function defined, we
design a S-modcl, which consists of four modules: a
combination gencrator, a combination filtcr, a scorc
evaluator, and a structure sclector, to realize it. For the
cxamples we have tested so far, taken from the legal
documents [Taiwan90a] |Taiwan90b], our mcchanism
always produccs the correct reading,

Li and Thompson [1981] classificd SVCs into four
types: (1) two or morc scparate cvents (2) a VP or a
clause plays the subject or dircct object of another verb (3)
pivotal construction (4) descriptive clauscs. We usually
split type (2) into two sub-types: (2)-1 sentential subjects,
and (2)-2 scatential objects. Most work for handling
SVCs arc based on this classification. In our design of S-
function, information about this classification is not uscd.
However, in our testing scntences, it turns out that these
five lypes arc actually covered by the S-modcel which
scelects a preferred structure bascd on only scoring
functions. For example, S5 in tablc 1 belongs to type (1),

59, type (2)-1, S6, type (2)-2, 82, type (3), and S10, type
4). The rcason why S-model may cover the
classification is duc to the rich information encoded in
theta gnds. As an cxample, consider the sentence "4 &
A 3 R 3 AM. (The defendant petitioned to
intcrrogatc  the witness.) By Li and Thompson's
classification, it belongs to the "sentential objects" type.
If we can classify the sentence into the correct type, the
structure " 4 5f (petition) > MY (interrogate)” will be
determined. This is the idca used in most previous work.,
However, in S-model, we achicve the same result without
rclying on the classification. [n S-model, since " AF %
nceds a "Pe" which implics that it cxpects an "cvent”,
i.c., a "scntential object” to play the thela role, after
calculating S-function, the structure where " 38 B " is
subordinate to " AF 3§ " naturally pets the highest score
and thus becomes the "winner". As the previous example
in scction 4.2, for the ambiguous sentence S-model also
yiclds more than one highest score. We can conclude
that S-modcl could be a wvery gencral and sound
mcchanism to handle SVC sentences,
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