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Abstract

This paper presents some techniques {or selecting
linguistically adequate hypotheses of new gram-
matical knowledge to be used as resources of
grammadtical knowledge acquisition. In our frame-
work of linguistic knowledge acquisition, a rule-
based hypothesis generator is invoked in case of
parsing failures and all the possible hypotheses of
new grammar rules or lexical entries are gener-
ated from partial parsing results. Although cach
hypothesis could recover the defects of the exist-
ing gramar, the greater part of hypotheses are
linguistically unnatural. The techniques we pro-
pose here prevent such unnatural hypotheses from
being generated without discarding plausible ones
and make the following corpus-based acquisition
process tore cllicient and more reliable.

1 Introduction

Reusability of existing linguistic knowledge is the most
important requiretnent lor the rapid development of
practical nalural langnage processing systems. In or-
der to realize automatic customization of existing lin-
guistic knowledge to cach application domain, we pro-
posed a new approach of linguistic knowledge acquisi-
tion, which is a combination of symbolic and statistical
approaches [Kiyono and T'sujii, 1993].

The framnework ol our approach is shown in I'igure 1.
The acquisition flow starts with executing the parse of
each sentence in a corpus. Il parsing failed, the ‘Hy-
pothesis Generator’ produces the hiypotheses of addi-
tional grammatical knowledge, each of which could re-
cover the incompleteness of the existing grammar. Al
ter iterating this hypothesis generation process for all
the sentences in the corpus, the hypotheses are passed
to the statistical analysis process and finally plausible
hypotheses arc chosen as new knowledge by observing
statistical propertics of the hypotheses.

Unlike robust parsing [Mellish, 1989; Goeser, 1992;
Douglas and Dale, 1992] or nou-statistical approach for
granunar acquisibion, our approach does not require
a mechanism to detect the cause of the parsing fail-
ure in the sentencial analysis phase and thercfore the
‘Mypothesis Generator’ may output all the possible hy-
potheses. llowever, the greater part of hypotheses gen-
crated by a simple deductive mechanisin are unnatural
revisions of the existing grammar. For example, even a
rule which derives a top node category S directly from
the input string of words might be hypothesized.
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Iigure 1: Framework of Grammar Acquisition

Linguistically unnatural hypothescs have harnful ef-
fects on the following corpus-based process, not only
making the process inetlicient but also interfering with
statistical data as noise. In this paper, some techniques
to remove such inadequate hypotheses are proposed
and the results of experiments which show the eflce-
tiveness of the proposed technignes are also discussed.

2  Grammar Hypothesizing
2.1 Grammar Formalism

The prammar formalism we use is a conventional
unilication-based grammmar. Fach grammar rule is
written in the form of a combination of a context-free
rule and feature unification functions. This formalisin
is not specific to any lingnistic theory, but we intro-
duced a number of concepts widely accepted in liu-
guistic theorics, such as grammatical functions, sub-
calegorization frames, and X-bar theory.

The parsing systein we introduced to apply our
grammar formalism is a sysitem called SAX [Mat-
suinoto, 1986]. SAX uses the concepts of active and
inactive edges of Chart Parsing and analyses an in-
putl sentence with & bottom-up and parallel algorithrn.
As the grammunar hypothesizing algorithm is supposed
to refer partial parsing results of unsuccessfully parsed
sentences, we slightly modiflied SAX so that it oulputs
inactive cdges as partial parsing results.
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2.2 Basie Algorithm

When SAX fails to parsc a sentence, no inactive edge
of category S spanning the whole sentence exists in the
parsing result. Grammar hypothesizing is a process to
introduce this inactive edge by augmenting the current
grammar. The basic part of the hypothesis generation
algorithm is written as follows:

[Algorithm] An inactive edge [ie(A) : xg, 2] can be
introduced from x¢ to wx,, with label A, by cach of
the hypotheses generated by the following two steps.

[Step 1] For cach sequence of inactive edges,
[ie(B1) : o, 1], ..., [fe(Br) : ®po1, %], spanning
from zy to z,, generates a new rule.

A:>Bll"'an

[Step 2] For each existing rule A = Ay, - - A,
find an incownplete sequence of inactive cdges,
[ie(A1) @ xo,21], ..., [le(Aim1) @ @i, wini],
[Fe(Aigr1) @5, wiqa], -, [fe(A)) ¢ w1, T], and
call this algorithm for [{e(A4;) @ 2;_q, 4]

Featurc Structures: A rule generated in [Step 1]
could be a lexical entry when this top-down algorithim
rcaches the bottom. As we adopted a unification-
based grammmar formalism, we extended the algorithm
so that it can hypothesize a feature structure of a lex-
ical entry by observing surrounding successful cate-
gories. As the algorithm works even for a complex
feature like a subcategorization frame, it can be used
to acquire a subcategorization dictionary. While some
previous works on subcategorization fraune acquisition
assumed very little prior knowledge concerning the
classification of subcategorization frames [Brent, 1991;
Manning, 1993], our approach assumes the existence
of gramunar rules specifying subcategorization frame
agsignment, which enables mmore accurate learning of
subcategorization frames.

Multiple Defects: In [Step 2] of the algorithm, it
is supposed that each unsuccessfully parsed sentence
has exactly one cause of failure hut a sentence in actual
texts often contains two or more causes of failure (for
exammple, two unknown words). To solve this problem,
we extended the algorithin so that it searches for a
nultiple hypothesis which 1s a sel of rewriting rules
and lexical entries.

3 Hypothesis Selection
3.1 Basic Grammatical Constraints

From a linguistic point of view, hypotheses generated
by the algorithin given above might contain many un-
natural hypotheses because the algorithm itself does
not have any linguistic knowledge to judge the appro-
priateness of hypotheses. 'To remove unnatural hy-
potheses, we have introduced the following criteria
[Kiyono and T'sujii, 1993].

e The maximmum number of adjacent unsuccessful cat-
egories is set to 2 in order not to decrease the effi-
ciency of the algorithm.

o ‘T'he maximum number of daughter nodes is set to 3.

e Supposing that the existing grammar contains all
the category conversion rules, a unary rule which
has only one danghter node is not generated.
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e Using generalizations embodied in the existing
grammar, a hypothesis containing a scquence of
subnodes which are collected into a larger category
by existing graminar rules is not generated.

¢ Distinguishing non-lexical categories from lexical
categories, a hypothesis whose mother category is
a lexical category is not generated.

e Assuming that the existing grannuar has a complete
set of functional words, a lexical hypothesis is re-
stricted to the open lexical categories, such as noun,
verb, adjective, and adverb.

3.2 Constraint based on Local Boundaries

A new constraint on the violation of the boundary
condition given to phrases was introduced to avoid
any collection of adjacent successful categories in rule
hypothesizing. The boundary condition is given by
putting pareniheses at both cnds of a phrase, such
as a noun phrase, a verlh phrase, and a prepositional
phrase. This constraint {ilters out a hypothesis which
crosses cither end, not both ends, of a phrase. For
example, when parentheses are put like “[The default,
blocking factor] is [20 blocks]”, a hypothesis ‘V P =
VP,NP,VERBBE’ covering “blocking factor is” is
discarded because of the violation of the boundary con-
dition of a noun phrase “I'he default blocking factor”

This constraint requires the human task of putiing
parentheses before the hypothesis generator is invoked.
In comparison with writing a constituent structure of
the whole sentence, this work is much easier becausce
we have only to give parentheses o definite phrases.
Morecover, instcad of giving parentheses by hand, we
call even obtain various tagged corpora.

As this constraint is also applicable to other con-
stituents of the input sentence, it might improve the
clliciency of the top-down hypothesizing algorithm.

3.3 Constraint based on X-bar Theory

Most of the criteria in 3.1 are based ou linguis-
tic category classification but none of them com-
mits itself to dealing with the relationuship among the
mother node and the daugliter nodes. For example,
supposing the existing grammar does not contain a
rule for participial adjuncts in noun plhrases, the hy-
pothesizing programn generales a new rewriting rule
‘NP = VP, NP from the plirase “blocking factor”
in the sentence “I'he default blocking factor is 20
blocks”. Iowever, the program also generales other
alternative hypotheses [rom the same plirase, such as
‘PP = VP NP, INFINITIVE = VP, NP’ and
‘THAT CLAUSFE = VP,NP’, cach ol which derives
a post-posilional adjunct for “default” by believing
“default” is a head noun of the noun phrase. Linguisti-
cally, such combinations of mother nodes and daughter
nodes are not allowed.

As a general principle for explaining phrase struc-
tures, X-bar theory is widely nccepted. According to
X-bar theory, a gramnar rule is (or can be converted
to) either of the following forms, where eacli prime(’)
expresses the projection level of a head X. The projec-
tion level increases as grammar rules are applied and
X' is called a maztmal projection of that category. U
and W are adjuncts of X’ and should be maximal pro-

jections of sone calegories.



X'"=vX'Z
X' 0UXwW

If the existing granmunar is written in X-bar theory,
this coustraint is drastically effective in reducing the
munber of hypotheses.

3.4  Plausibility of Hypotheses

Among the hypotheses which passed through all the
constraints, each one has a dilferent plansibility as
grammatical knowledge.  Assumning that the existing
gramumar is reasonably comprehensive, lexical or id-
osyncratic knowledge should be more plausible than
general rewribing rales. Tu order to emphasise this ten-
dency, cach hypothesis is given the [ollowing plausibil
ity value.

W{llypo;) x 1 ({Typo;)

[P £t

W(S) x 11(8)

"T'his valuc is related to the proportion ol the size; or
the product of the width and the height, of the sublree

P(ypo;) =

composed by the hypothesis in the whole structure of

the sentence. "The value ranges from 0 to 1 and gets
bigger il the hypothesis covers a smaller part of the
sentence. ‘The width of the hiypothesis; W (lypog), is
defined as the word count of the subtree and the height
H(Hypo;) is as the shortest path from lexical nodes to
the top node of the subtree.

4 Experinents
4.1 Corpus
In order to check the ellects of the hypothesis selection
techniques, we carried out some experiments with the
UNIX on-line manual. 100 sentences were chosen as an
cxperimental sel from the manual. The characteristics
ol this corpus are as follows.
e Number of sentences: 100
e Length of sentences: 9.08 words (average)
e Number of diflerent words: 381
o [ixatuples:
There s no cscape sequence thal prints a
double-quote
Use the next arguiient as the blocking factor
[or tape records.
Thie default blocking factor 1s 20 blocks.

4.2  Given Grammatical Knowledge
Two sets of graammar rules were prepared for the ex-
periments, Grammar A and Grammar 13 Grammar A
contains L8 rewriting rules that cover basic expres:
sions ol Bnglish. Grammar B is asubset of Grammar A
and contains only 25 rewriting rules, The contents of
Grammar A and Grammar B ace shown in Table 1.
The dictionary we use is the FDR English Dictio-
naery conlaining 200,000 entries. "T'he entries ol this dic-
Lionary arc notl written in the form ol a feature struc-
ture but have the encoded information of the syntactic
patterns, which we interpret as a featare stracture. As
the EDR Dictionary was developed as a master dictio-
uary for various applications, it took in the informa-
tion concerning all the appearances of cach word with-
out screening by freguencies. This characteristic of the

[ “Mother Category | Grammar A [ Grammar B ]

Sentence 23 ]
Verb Plirase 10 12
Noun Phrase 27 s
Prepositional Phrase 2 1
Adjective Phrase 9 |
Adverbial Phrase 5 1
fufinitive Clause 4 |
That Clause l L
Relative Clause
LHul)m'dimLLc Clanse

[ oW T

Table L Rule Connts of "I'wo Grammar Scts

EDIR Diclionary increases the ambiguity of parsing. In
fact, cach word within the sample sentences rom the
UNIX mianual has 1.49 parts of speech in the EDR
Dictionary while the saine value is 141 according to
the COLLINS COBUILD Dictionary.

4.3 Generated Hypotheses

General Outeome:  The experimients of generating
hypotheses were carried oul with Granunar A nnder
three different conditions, (a) using the basic gratmmat-
ical constraints ouly, () adding the constraint with
local phrasal boundaries given as parentheses, and (¢)
adding the constraint with X-bar theory. To carry
out experiments (b) and (¢), within the target sen-
tences, parentheses were given to noun phrases, wfiu-
Live clanses, that-clauses, and subordinate clauses. A
part of the result of experiment (a) is shown in 'Table 2,
cach column of which displays the number of hypotlie-
ses generated. Uhe columns ‘Single” and ‘Mulliple’
show the numbers of single and nultiple hypotheses
respectively.

‘T'he results of the three experitnents are sumimarized
in 'Table 3. 'T'he parser lailed to analyse 61 out of
100 sentences and the granumar hypothesizing program
was iuvoked for those sentences. While no hypotheses
were generated rom 20 or 30% of unsuccessiully parsed
sentences becanse the current hypothesizing algorithm
does not allow vertical duplication of incompleteness
and also because the paramceters of the basic grammat-
ical constraints do not allow the existence ol more than
two adjacent incomplete nodes, the results on the num-
bers of actual hypotheses made sliow that the stronger
the constraint we pose, the fewer hypotheses are gener-
aled. The average hypolheses per sentence, calculated
by dividing the total hypothesis count of 1,301 in (a),
708 in (b), and 231 in (¢), by the number of actual
sentences Irom which hypotheses were generated, 50
in (a), 14 1 (b), and 41 in (¢}, was reduced (rom 26.0
to 5.6,

In some cases, all the hypotheses are removed by
newly introduced constraints, 6 sentences by the local
bhoundary constrait and 3 more scutences by the con-
straint of X-bar theory. Investigation of the initial set
ol hypotheses generated from such sentences revealed
that no plausible hypothesis was included in it There
fore, these sentences are not eritical 1o the hypothesis
selection method we introduced.

In the final set of hypotheses, 30 plausible hypothe-
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Sentence Single Multiple Total
Lex | Rule | Lex | Mixed [ Rule

The default blocking factor is 20 blocks. 3 18 0 0 0 21
The output device in use is not capable of backspacing. 4 26 0 0 0 30
Remove initial definitions for all predefined symbols. 3 24 0 0 0 27
The escaped NEWLINE is not included in the macro value. 0 0 2 2 0 41
Comiponents of an expression are separated by white space. 2 16 0 0 0 18
The namne of this directory is listed in the folder variable. 3 0 0 0 0 3
The name of the editor is listed in the EDITOR variable. 2 0 0 0 0 2

Table 2: Part of the Result of Experirent (a)

—

[ Experiment (a) T Txperiment (b) [ Experinent (¢)

No. of Unsuccesstully Parsed Scntences 61 61 61
No. of Sentences which gencrated No Hypothesis 11 17 20
No. of Sentences which generated Single Hypotheses 43 39 37
No. of Sentences which generated Multiple Iypotheses 7 5 4
No. of Sentences which generated Plausible Hypothescs 33 32 30
Rank of Plausible Hypotheses (Average) 74 2.8 1.6
No. of Hypotheses (Total) 1301 708 231
No. of Hypotheses (Average) 26.0 16.1 5.6

Table 3: Hypotheses Generated {rom Diflerent Conditions

ses, 7 new rewriting rules and 23 new or modified lex-
ical entries, remained without being filtered out by
newly introduced constraints. Some of the plausible
hypotheses are listed below.

New Rule: np = np,adjp.

New Rule: np = np,np.

New Rule: np = vpnp. {(from 3 sentences)
New Rule: np = vppsv,np.

New Rule: vp = vp,p.

New Lexical Entry: n = DELETE’.
New Lexical Entry: n = [pathnames].
Modified Lexical Entry: v = [default)].
Modified Lexical Entry: adj => [invisible].
Modified Lexical Entry: adj = [capable].
New Lexical Entry: adv => [recursively].

The weighting function explained in 3.4 was not

used for selecting hypotheses but the validity of it was
proved by counting the order of each plausible hypoth-
esis in the set of generated hypotheses. The row of
‘Rank of Plausible Hypotheses’ in Table 3 indicates
that plausible hypotheses stand much higher than the
middle of the order.

Examples:

Iereafter, in order to show how lhy-

potheses were selected by each constraint, we explain
the results for some typical examples.

Ex.1) “The default blocking factor is 20 blocks.”
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As Grammar A does not contain a rule for participial
adjuncts, the parser fails to analyse the noun phrase
“the default blocking factor” and the grammar hy-
pothesizing program is invoked. While this program
generates 21 hypotheses in experitnent (a), it filters
out the following 12 hypothescs in experiment (b).
While checking local boundary violation, the pro-
gramn removes those grammatically unnatural com-
binations of categories, thongh it does not use any

linguistic knowledge.

New Rule: advp => np,vp.

New Rule: infinitive => np,vp.
New Rule: infinitive => vp,np,vp.
New Rule: np => s,vp,np.

New Rule: np => vp,np,vp.
New Rule: pp => np,vp.
New Rule: pp => vp,np,vp.

New Rule: that_clause => vp,np,vp.
New Rule: vp => vp,np,auxbe.

New Rule: vp => vp,np,s.

New Rule: vppsv => vp,np,auxbe.
New Rule: vppsv => vp,np,vp.

Moreover, the program filters out the following 4
hypothese with the constraint of X-bar theory.

New Rule: infinitive => vp,np.
New Rule: pp => vp,np.

New Rule: that_clause => vp,np.
New Rule: vppsv => vyp,np.

I'inally, the following 5 Lypotheses, among which the
expected hypothesis ‘N7 = VP, NP’ still remains,
are generated.

Modified Lexical Emtry: n => [factor].
New Lexical Entry: adv => [factor].
New Lexical Entry: n => {blocking].
New Rule: ap => vp,np.

New Rule: np => s,vp,np.

Ex.2) “The ontput device in usc is not capable of

backspacing.”

This sentence is also parsed unsuccessfully because
the current version of the EDR Dictionary does not,
have information that “capable” subcategorizes a
prepositional phrase. Among the initial set of 30
hypotheses, the following 8 hypotheses pass through



Grammar A [ Grammar B

No. of Unsuccessfully Parsed Sentences 61 97
No. of Sentences which gencrated No Hypothesis 11 45
No. of Sentences which generated Single Hypotheses 13 41
No. of Sentences which generated Multiple Uypothescs 7 11
No. of Senterces whicl generaied Plausible Hypotheses | 31 16
No. of Typotheses (Total) 1301 5560
No. of Hypotheses (Average) 26.0 10.6

Table 4: Hypotheses Generated fromn Two Granmar Scts

the constraints ol local houndaries and X-bar the-
ory. The first hypothesis in the list is the plausi-
ble hypothesis obtained in search of the real cause
ol the feature disagrecment between “capable” and
“of backspacing”. This lexical hypothesis for “capa-
hle” contains a inodified version of its subcategoriza-
tion frate so that it subcategorizes of-prepositional
phrase.

Modified Lexical Entry: adj => [capablel.
New Lexical Entry: n => [capable].

New Lexical Entry: v => [capablel.

Wew Lexical Entry: v => [not].

New Rule: adjp => neg,adjp.

New Rule: adjp => neg,adjp.

New Rule: s => g,adjp.

New Rule: vp => vp,p.

4.4 Hypotheses from Smaller Knowledge

Another experiment was performed with Grammar B3
under the basic grannnatical constraints in order to
compare the effects of the maturity of existing gram-
malical knowledge. The numbers of hypotheses gener-
ated [rom two grammar sets are shown in Table 4.

The coverage of Granunar B is so linited that 97 out
of 100 sentences were parsed unsuceessfully and passed
to the Hypothesis Geuerator. However, as the imina-
turity of Grammnar B also allects the muuber of gen-
crated hypotheses, the nmuber of plansible hypotheses
among the 550 hypothieses (10.6 hypotheses per sen-
tence) generated from 97 sentences was only 16, This
result claiins that cyclic acquisition of grammatical
knowledge is valid. ven the sentences [rom which no
hypotheses are generated with a small grammar would
be taken into consideration in a later acquisition cycle
with a larger gratnmar.

5 Conclusion

This paper proposed techuiques for selecting appro-
priate hypotheses in the rule-based processing stage
ol grammar acquisition. The experiments to examnine
the effects of these techniques indicate that they have
several advantages.

o The newly imtroduced constraints reduce the num-
ber ol hiypotheses per sentence, from 26.0 to only
5.6, small enough to be treated in a corpus-based
processing environment. This hypothesis selection
is done without discarding plausible hypotheses. Al-
though, all the nitial bypotheses may he, in certain
cases, removed by the new constraints, this happens
only if no plausible hypothesis is included in the ini-
tial set.

e Even if no hypothesis is gencrated from an unsuc-
cesslully parsed sentence (20 out of 61 sentences
in experiment (c¢}) or no plausible hypothesis is in-
clnded in the initial hypothesis set (11 out of 41
sentences in experient (¢)), a plausible hypothesis
will be generated in the later acquisition cycle af-
ter adding grammatical knowledge vital for the sen-
lence.

o Among the generated hypotheses, lexical hypotlheses
are more plausible than rule hypotheses (23 out of 30
plausible hypotheses were lexical in experiment (¢)).
This fact means that the grammar used for the ex-
periments has an alinost sufficient set of rewriting
rules and that, after the grammnar reaches such a
mature situation during the acquisition cycle, only
lexical or idiosyncratic knowledge has to be added.
As our method has a facility to hypothesize a lexical
entry with its [eature structure including a subcate-
gorization [rame, we can set the larget of acquisition
ouly to lexical knowledge for a large dictionary.

e 'I'he local boundary constraint was introduced for
automatic hypothesis selection, but it might also be
used in an interactive debugging tool for grammmar
maintenance.
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