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Abstract

This paper describes the experiment of the English
generation from interlingua by the example-based
method. The generator is implemented by using English
Word Dicttonary and Concept Dictionary developed in
EDR. How to construct examples and how to define the
similarities are main problems. The results of experi-
ments are shown.

1. Introduction

This paper describes the generacor that is originally
implemented to correct and evaluate English Word Dic-
tionary and Concept Dictionary being developed in EDR
(EDR,1993). To evaluate Concept Dictionary, as the first
strategy, interlingua method was introduced. As the num-
ber of concepts is very large and they are elements of
complex hierarchy, it is difticult to make rules and on the
other hand the example-based method was expected to be
more cffective than the rule-based method. So, as the sec-
ond strategy, the example-based method was also intro-
duced.

The example-based method is usually used in MT by
the transfer method (Nagao, 1984; Sato, 1991; Sumita,
1992), though one by Sadler (1989) is by the interlingua
method. In this generator, the example-based method co-
exists with the interlingua method because of above rea-
sons, but the combination of the example-based method
and the interlingua method is not important, because
from another point of view, the generation from
interlingua is recognized as a translation from one lan-
guage i.¢. interlingua to another i.c. English and the gen-
eration from interlingua can be seen similar as transla-
tions in above MT systems. So in this experiment, how to
apply the example-based method to various natural lan-
guage processing and for which parts the method are
suitable are the main interests. For this purpose, the gen-
erator is designed to execute the generation with maxi-
mum usage of the example-based method.

In this experiment, the coverage of the generation is
not complete, that is, some elements such as articles and
conjunctions are not generated.

Below, section 2 describes the input and output of the
generator, section 3, examples used in this system, sec-
tion 4, the similarities used to retrieve examples and to
select words, section 5, the generation algorithm, section
6, the experiments for verb selections and section 7, the
conclusion,

The examples, similarities and the generation algo-
rithm are decided a priori then modified in response to
the output of the generator.

To avoid confusions, the word "example” is used only

(*y This work has been done when the author was in EDR,

to mean example data of the example-based method. And
the terms "interlingua” and "syntactic tree” are used to
mean sets, elements and fragments of elements.

2. Input and Output

The generator translates an interlingua to a syntactic
tree. Fig.2.1 shows a sample of input interlinguac and
Fig.2.2, a sample of output syntactic trees. Both samples
correspond to the same sentence "My brother will take
the medicine”.

"My brother will take the medicine.”

(non-statement)
{3be086) ———m~ {2dc301)} (non-statement)
modify

agent

(31)1‘()(1@ (statement)
object

fuwre ¢3p019) (on-statement)

Fig.2.1 Input Interlingua

Interlinguae consist of concepts, conceptual relations
and attributes. Each concepts are classified as “state-
ments” or "non-statements”. Concepts arc represented by
concept identification numbers (To distinguish concepts
easily by men, concept illustrations are also given). Inter-
pretations of codes relating to interlinguae in this paper
are shown in Table 2.1. In the table, as for concept iden-
tification numbers, concept illustrations are showed as in-
terpretations of codes.

"My brother will take the medicine.”

brother(GN1) —M- my([iP1)

M(si)
tak(EVE;EVED;LCV9;EVDO0) <S—— will(EAV)
S o(BBY)
M(do)
medicine(EN1)

Fig.2.2 Output Syntactic Tree
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Table 2.1 Codes for Interlinguae

Information | Code Interpretation
Concept {3bfod2) | to drink something
1dentification
Numbers (3bc086) | brothers
{0c351f) | sisters
{2ac301) | 1
{2dc304) | cithe
{3bI0fY) | a substance uscd on or in the body 1o treat a disease
{3bdbi6) | a drilled liquor named whiskey
{3bdg62) | adrug or agent that reduces fever
{3ceeaf) |to obtain a thing which one wanted
{3ceac3) | to become a centain condition
{0fdesf) | 10 accept others' opinions and wishes
{0cY8dc) {ihe first part of the day, from the time when the sun
rises, usually until the time when the midday meal
is eaten
Concept agent Subject that brings about a voluntary action.
Relations Conscious and automated entitics are such subjects,|
"Animals eat”
cat } ~— agent— {animals)
object Object affected by an action or change
“Lat food.”
(cat}—— object—® {food)
lime Time at which an event begins
"Work until a se time"
(wake up) ~—— time—- (in time)
modifier | Other relationships
past Viewpoint is in the past
present Viewpoint is in the present
future Viewpoint is in the future
end The end of an action or event
already Already occurred

Table 2.2 Codes for Syntactic Trees

Information Cule Interpretation
Part-of_Speech | EN1 Common noun
EP1 Personal pronoun
EVE Verb
LAV Auxuriary verb
EEY Verb ending
EPR Preposition
EAR Article
Grammatical EVSTM | Uninflected part
Information EVB Inficitive
EVED Past tense
EVEN Past participle
ECVY Partially irregular inflections
("e" follws)
EVDOO | Takes a direct object
EVDO6 | Takes a direct object
(the direct object is to-infinitive)
Surface Relationg M(sj) subject velation
M(do) direct object relation
M(adj) adjective modification
M(obpp) | obligatory prepositional phrase
S relations between content words
and functional words

Syntactic trees consist of words, part-of-speeches,
grammatical information and syntactic relations.

The interpretations of codes relating to syntactic trees
used in this paper are shown Table 2.2.

3. Examples

An example should be a pair of an interlingua and a
syntactic tree. For the flexibility of usage of examples,
interlinguae and syntactic trees in examples are divided
into smaller parts that are small enough to use flexibly
but have enough information for generations.

Fig.3.1 shows the common form of interlingnae and
syntactic trees in examples (referred as "basic unit’, be-
low). An example is a pair of fragments in this form made
from an interlingua and a syntactic tree.

. lower node
~=— up (near o the root of the tree wer node

structure of an interlingun) low -
€T arc

lower node

upper arc
upper node Pl

(statement / non-statement) atiribute

Fig.3.1 Basic Units

Fig.3.2 shows the linguistic resources used by the gen-
erator. As the results of trying to exccute as many pro-
cesses as possible by the example-based method, it be-
came necessary for the gencrator to use two different
kinds of examples (referred as "Basic Lxample Set " and
"Example Set for Attribute", below).

EDR English Word Dictionary

English Generator

Examples / \
Z AN
\_Exl\mplc Se for Aurihutcs-l

Fig.3.2 Linguistic Resources

EDR Concept Diclionary—l

Inflection Table

Basic Example Set

Fig.3.3 shows examples in the Basic Example Set.
Circled nodes are "central nodes” . Basic Example Set is
supposed to be used for selecting content words for con-
cepts. Functional words except prepositions and gram-
matical information for inflections are removed, since
they are unnecessary for this purpose. In Fig.3.2, example
(A) and (B) have no upper node and Example (C) and (D)
have no lower node. Examples in this set are accessed by
concepts in the central nodes of interlinguae; Example
(A) and gB) are accessed by {3bf0d2) and (C), by

{3bf09) and (D) by {0cH8dc) . When several ex-
amples with the same key exist, by the similarity defined
below, only one example is finally accepted.

Fig.3.4 shows examples in the Example Set for At-
tributes. This example set is supposed to be nsed for de-
ciding inflection (i.c. selecting the word whose inflection
corresponds to the attributes) and adding functional
words for attributes. Content words in lower nodes are



removed, since the upper node influences to the inflec-
tion of the center word, but the lower nodes rarely don't.
Functional words in lower nodes are added to the outputs.
Concepts and spellings of words are also removed, since
they can be decided by Basic Example Set and unneces-
sary here. Examples are accessed by combinations of at-
tributes in interlinguae, some grammatical information of
the upper node, those of central nodes and the surface re-
lation of the upper arc; in Fig.3.4, Example (a) is accessed
by (past, -, EVE; EVED, -), Example (b) by (end, already,
-, EVE; EVEN, -), Example (c) by (present, -, EVI;
EVSTM; ECVY, -), Example (d) by (present, , -, EVE;
EVBE, -), Example (e¢) by (future, -, EVE; IVSTM;
FCVO,- ) and Example (f) by (-, EVE; EVDOO, ENI,
M(do) ). Example (a), (b), (c), (d) and (e) have no upper
node. Since examples in this set don't include concepts,
examples are accessed deterministically and the similar-
ity is not used.

4. Similarities

There are two major similarities in the example-based
method. One is for the source language and used for se-
lecting examples. Another is for the target language and
used for creating outputs. In this generator, the former is
the similarity between interlingnae (in the form of basic
units) and the latter is the similarity between words. In
the generator, the similarity is used only for Basic Ex-
ample Set.

Example (A) : Brother takes the medicine in the morning,

{3bc086) brother(1iN1)
agent M(sj)
@ (sttcrment) Tk (EVELEVDOO
object
M(do),
{3bi0f9)

medicine(IENT)

Interlingua Syntactic Tree

Eixample (B) : Sister drinks the whiskey.

{0castf) sister(IINT)
agent M(sj)
CTBIBED uatoment)  CAk@EVIEIVIOOD
abject
(.m)\
Candbre) . o whiskey(IiN 1)
Interlingua Syntactic Trec

Example (C) : Brothers takes medicine in the morning,

{3bM1xi2) —object—w 1k(EVE,EVDO0).-M(do)-pe

{non-statement)

Interdingua Syntactic Tree

Example (D) : Brothers takes medicine in the morning.

{3b0d2) —time—d=

(non-slatement) S

1ak(EVEEEVDO0) ~M(obpy;

fnterlingua Syntactic Tree in(EPR}

Fig.3.3 Examples in Basic Example Set

Example (a) : *(EVE;EVED;EVDO0)
@ (statement)

past
Example (b) : have *(EVE;EVEN;EVDO0)

@%lmc ment)

end
already

Example (¢) : *(EVEEVSTMECVO;EVDOO0) ¢

@smcmcm)

present

*EVE,EVED

CHEVEEVENECYY

e
HEVE,EVSTMECVY) S—e(lZRV)

Example (d) : *(EVIEEVBEVDOO)

s‘.l.au:xncnt)

present

Lixample (e) : will #*(EVE;EVSTM;ECV9;EVDO0) ¢

e T T

CE4)D (statomen) CEVIEVSTMIECYY) s~ WHIEAY)
\ I P e(BLV)
future
Example () : #(LVEEVDOO) *(ENT)
€D} *EV] i;l{VL)()())\
M(do)

N

{*) ) (non-statement)

future

Fig.3.4 Examples in Example Set for Auributes

The similarity between interlinguace is defined as follows;

SHUILTIL2Y = Se(Cleent,C2eent) X Keent

20 8e(CLC2i) X K(srel()) X knum(RTNAR) -1 1)
i RN R2

ILLIL2 ¢ interlinguae
Clcent, C2cent : concepts in central nodes
Kcent : weight of similarity between central nodes
Cli, C2i : concepts in lower nodes with arc i
k(x) : weight of similarity between concepts in lower
nodes, x is the number of elements
in the interjunction
srel(i) @ surface relation which corresponds to the
concept relation i '
R1,R2 : set of conceptual relations each for 111, 112
num(S) : the number of elements of set S

Itis always assured in advance by the generator that 1) the
word in the upper node of the input is already selected (if
there is an upper node); 2) arcs of interlingua, which corre-
spond to obligatory relations of the syntactic tree in the ex-
ample, exist in the interjunction of R1 and R2; 3) upper arcs
are same (if already decided); 4) part-of-speeches of words
in upper nodes are same. Lxamples that don't satisfy these
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four conditions are rejected before the similarity calculation.
The similarity between concepts used in the above simi-
larity is defined as follows;

the number of common ancesters
Se(C1,C2) =

the nomber of ancesters of C1 -+ the number of ancesters of C2

Ilere, ancestors until three layers above are used. (Cui;
1993)

It is difficult to find the most similar interlingua in an ex-
ample set to the input interlingua, because to find it , it is
necessary to calculate all similarities between interlinguae in

the example set and the input. To avoid this, in this genera- -

tor, some constraints are given for access keys i.e. central
nodes. For "statements" in interlingua, central nodes of ex-
amples should be same with that of the input and for "non-
statements” in interlingua, central nodes of examples can be
the same concepts or sister concepts in the concept hierar-
chy. By this constraints, the search of examples can be ex-
ecuted fast.
The similarity between words is defined as follow;

1 if spelling part-of-apeech and grammatical information
are same,
k (0 < k < 1) if part-af-sy

are same

h and icat inf ion

SW(W1,W2)
L (O <t < 1) if part-of-specch are samc

0 if speli
all ditferent

part-of-specch and gr icat i ion wre

k, 1 : some numbers

5. Generation Algorithm

The generator generates fragments of a syntactic tree and
finally combines them into a syntactic tree.
The generation algorithm is as follows;

Step 1: Sets the current central node at the root node of
the input interlingua.

Step 2-1 : Cuts the basic unit for the current central node.

Step 2-2 : Extracts candidate English words for concepts
of the central node and lower nodes of the current basic unit,
from English Word Dictionary.

Step 3-1: Retrieves an example from Basic Example Set.

Step 3-2 : Selects the same word (neglecting inflection)
from the candidate word lists and checks if there is an ex-
ample in Example Set for Attributes, whose attributes and
words in the central node coincide with attributes in the cur-
rent basic unit and the selected word.

Step 3-3 : If the word selection succeeded, accepts the
example. Generates upper arc (if exists), lower arc (only for
obligatory relations) central nodes and functional words for
the central node, saves the results and similarity and calcu-
lates the similarity of interlingua between the input and the
example. Prepositions are extracted from the basic example.

Step 3-4 : Repeat Step 3-2 to Step 3-3 until there remains
no basic examples.

Step 3-5: Selects one example that is accepted in Step 3-
3 and the similarity is largest.

Step 3-6 : Puts the results.

Step 4 : Move the current central node in the input
linterlingua in depth-first order.

Step 5: Repeat Step 2-1 to Step 4 until the movement of
the current central node ends or the word selection for a node
fails.
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{2dc304) (non-statement)
agent

{3bfod2) (statement)
~
object

ast
P (3bd862) (non-statcment)

Figure 5.1 Inputted Interlingua

Suppose the interlingua such as Fig.5.1 is inputted and
examples in Fig.3.3 are used as Basic Example Set and
Fig.3.4 used as Iixample Set for Attributes.

The list of candidate words for {3bf0d2} is as fol-
lows;

tak(EVE;EVSTM;ECV9,EVDOO0),
took(EVILEVED;EVDOO),
taken(EVE;EVEN;EVDOQ),
drink(LVE;EVB:EVDOO),
drank(BEVE;EVED;EVDOO0),
drunk(EVE;EVEN;EVDOO).

From Basic Example Set, Example (A) and (B) are re-
trieved, since central nodes are same.

By Example (A) and Example (a), took(EVE; EVED;
EVDOO0) is selected and by Example (B) and Example (a),
drank(EVE; EVED; EVDOO0) is selected.

As similarity between the input and Example (A) is larger
than that between the input and LExample (B), “took" is se-
lected. This is because similarity between {3bd862) but

{3bf0f9} is 0.876535 and one between {3bd862) and
{3bdbf6) is 0.

6. Experiments for Verb Selections

This chapter describes experiments to evaluate examples,
similarities and the generation algorithm. Gxperiments for
verb sclections are executed.

The generator selects one word from candidate word list
retrieved from EDR English Dictionary.

The experiments are done by Jack-knife test method
(Sumita; 1992) ; 1) Specify a concept; 2) Collect examples
that include a word in candidate word list whose meaning is
same with the specified concept ; 3) Remove one example
from example sets; 4) Make the input interlingua from the
removed example; 5) Generate a sentence from this
interlingua by using remained examples; 6) Compare the
original word and the generated word for the verb; 7) Repeat
3) - 6) by removing each example in turn.

Below the results of three experiments (Experiment 1,
Experiment 2, Experiment 3) are shown.

Table 6.1 shows specified concepts tor experiments and
candidate word lists for the concepts. As for Experiment 1
and Experiment 2, words that have no examples is omitted
from candidate word lists, since they won't never be se-
lected. Fig.6.1, Fig.6.2 and Fig.6.3 show examples and gen-
erated sentences for Experiment 1, Experiment 2 and Ex-
periment 3 each. Examples in Fig.6.1 and Fig.6.2 arc ex-
tracted from EDR English Corpus and examples in [fig.6.3
are extracted from a published printed English-Japanese dic-
tionary, though some moditications (Tenses, aspects ,



modals arc all same. Subjects are same if possible) are done,

Sentences in the left hand sides of arrows are original sen-
tences and those in the right hand side are generated sen-
tences (In generated sentences, only verbs are generated
words aiid others arc copied from original sentences). Un-
derlined words are words for the specified concepts. For sen-
tences with a circle at the head of left hand sides, the genera-
tor selects same words with those in the original sentences.
Sentences without circles include both right and wrong re-
sults.

In interlinguna method, roughly speaking, all words corre-
sponding to a concept are basically right as the generated

word if it is grammatically consistent. So the evaluation of

the experiments is delicate.

The rates of coincides between original verbs and pener-
ated verbs are 85% (Experiment 1), 13% (Experiment 2) and
16% (Experiment 3). Since some sentences without coin-
cides can be also right, the real rates of success are lager than
above numbers.

7. Conclusions

The Fnglish generation by the example-based method is
described. For experiments of verb selzctions, the effective-
ness of the method is different for verbs to be generated. (In
experiment 3, for "confirm" and "endorse” the success rate is
high). It also depends on concepts and the number of candi-
date words.

Since examples are made automatically from large scale
corpus and to make examples is easier than to make rules,
the effort to design the gencrator became little. By removing
redundant basic units, the efficiency of examples is not seri-
ous.

In this paper, only the experiments for verb selections are
shown. But the strategies that the generator uses should vary
in response to the categories of words to be generated. For
example, to generate prepositions the semantic is more im-
portant, but to generate other functional words the syntax is
more important. For verb selections, both are necessary.
These strategies are also remained problems,

Table 6.1 Concepts and Word List

Expriments | Specified Concept | Candidate Word List

Experiment 1| (3¢ecdf) acjoev{e}(EVE)
get(iVE)

tak (B} (EVE)
(others are omitted)
Fxperiment 2| {3ceac3 get (EVE)

grew (EVE)

fall (LVE)

(others are omitted)

Hxperiment 3| {OfdesE) accept (EVE)
acknowledg (e} (EVE)
admit (KVL)

allow (EVTE)

answer (BEVE)
approv{e} (LVE)
confirm (LVE)
endors{e) (EVE)
grant (EVE)
receivie) (EVE)
ratif{y} (EVE)
recogniz{e} (EVE)
respond (EVE)
homologat(e} (EVE)

CX.

CX.

€Xx.

CcX.

€X.

CX.

CX.

CX.

¢X,

(o

CX.

CX.

cX.

CX.

CX.

cX.

€X.

CX.

eX.

C¢X.

CX.

CX.

€X.

ex.

[

eX.

¢

>

01: He had achicved a certain transquility.
- He had got a certain transquility.
02: (OYou have got our keys.

- You have got our keys,
03 : Ole quietly got a broom.

-~ He quictly got a broom,
04 : OHe got the menus.

-* He got the menus.

05 : Oln the storm 1 took shelter under a tree.
— In the storm [ 100k shelter under a tree.
06 : (OHe takes dangerous drugs.
-+ He takes dangerous drugs.
07: OThe people took our old house.
— The people ook our old house.
Fiig.6.1 ixamples and Results of Bxperiment 1
01:  Diamonds come expensive.
~* Diamonds become expensive.
02:  You grow older.

— You become older.

03: A thing was becoming increasingly sure,
- A thing was petting increasingly sure,

04:  Environment becomes individualized.
— Environment grows individualized.

05: A man gets old anyhow,

-+ A man becomes old anyhow.
06: These letters became the center of my existence.
-+ These letters went the center of my existence.
07:  Almost unbearable my fantasies become,
-+ Almost unbearable my fantasies go.
08 :  Something had gone wrong.
— Something had fallen wrong,

<. 091 We had becomg good friends during my stay

at the hospital,
-+ We had grown good friends during my stay
at the hospital.

<. 10: You're the kind to go violent,

-+ You're the kind to become violent.
11 : OHer eyes became bright.
— Her cyes became bright.
120 TLiventually it become a movie.
— Lventoally it got a movie.
13 After a while the signal became a buzz.
-+ After a while (he signal went a buzz.
14: It was getting light.
- It was becoming light,

15:  He fell silent, as yesterday.
-+ e went silent, as yesterday.
16 After a few jokes his specch became serious.

= After a few jokes his specch went serious.
17:  You'll geteven fatter.
— You'll grew even fatter.
18:  She became stout.
~* She grew stout.
19:  The fish has gone bad.
— The fish has become bad.
20 : (OHe suddenly became wealthy.
— He suddenly becamnc wealthy.
21 She became impatient.
-~ She went impaticnt.

.22 5 (e became a priest.

— Ile became a priest.

Fig.6.2 Examples and Results of Ixperiment 2
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ex.

ex.

€X.

ex.

€X.

€Xx.

eX.

€X.

CX.

€X.

€X.

€X.

€X.

cX.

CX.

ex.

e€X.

€X.

€Xx.

€X.

€X.

eX.

€X.

€X.

€X.

€x.

eXx.

€X.

€X.

ex.

ex.

eX.

€X.
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01:
02:
03:
04:
05:
06:
07:
08:
09:
10:
11:
12:
13:
14 :
15:
16:
17:
18:
19:
20:
21:
22
23
24 :
25:

27 :
28:
29 :
30:
31:
32:
33:

1 accept an invitation.
— I allow an invitation.
I accept an offer.
— I receive an offer.
I acknowledpe a defeat.
— [ accept a defeat.
I acknowledge his right.
— I grant his right.
T acknowledge the truth of an argument.
— Irecognize the truth of an argument.
I admit a claim,
— T allow a claim.
I admit defeat.
— 1 acknowledge defeat.
I admit my guilt.
— I acknowledge my guilt.
I will admit no objection.
— I will accept no objection.
I allow a claim.
— Irecognize a claim.
1 allow your argument.
— I confirm your argument.
I answer his wish,
— I receive his wish.
[ approve a bill.
— Taccept abill.
1 approve a resolution.
— 1 confirm a resolution.
I approve accounts.
— I accept accounts.
(1 confirm a treaty.
— [ confirm a treaty.
(1 contirm an appointment,
— I confirm an appointment.
1 confirm a verbal promise.
—+ 1 approve a verbal promise.
I confirm a telegraphic order.
-+ T answer_a telegraphic order.
1 confirm possession to him.
— 1 acknowledge possession to him,
I confirm a functionary in his new office.
— Y accept a functionary in his new office.
(I endorse his opinion,
— I endorse his opinion.
Ol endorse a policy.
— I endorse a policy.
I grant a request.
— 1 acknowledge a request.

The king granted the old woman her wish,
—+ The king answered_the old woman her wish.
26 :

Japan receive a treaty.
— Japan ratifies a treaty.
(OParliament ratified the agreement.
— Parliament ratified the agreement.
1 receive a proposal.
—+ [ accept a proposal.
I receive an offer.
— [ accept an offer.
I receive a petition.
— T answer a petition,
(OpPriest receives his confession.
— Priest receives his confession.
Priest receives his oath,
— Priest ratifies his oath,
1 recognize a claim as justified.
— [ allow a claim as justified.

Fig.6.3 Examples and Results of Experiment 3

ex.34:  Japan recognizes the independence
of a new state,

— Japan acknowledges the independence of ...
He responds_quickly to the appeal
for subscriptions.

— He approves quickly to the appeal for ...

ex. 35

Fig.6.3 Examples and Results of Experiment 3 (remainder)
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