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Abstract

This paper proposes an c¢ffective parsing method for
example-based machine transtation. In this method, an
input string is parsed by the top-down application of
linguistic patterns consisting ol variables and
constituent boundarics. A constituent boundary is
expressed by cither a functional word or a part-of-specch
bigram. When structural ambiguity occurs, the most
plausible structure is selected using the total values of
distance calculations in the example-based framework.
Transfer-Driven Machine Translation (TDMT) achieves
cefficient and robust tranglation within the example-based
framework by adopting this parsing method. Using bi-
directional translation belween Japanese and English, the
effectiveness of this method in TDMT is also shown.

1 Introduction

Example-based frameworks are increasingly being
applicd to machine translation, since they can provide
efficient and robust processing (Nagao, 1984; Sato,
1991; Sumita, 1992; Furuse, 1992; Watanabe, 1992),
However, in order to make the best use of the advantages
of an example-based {ramework, it is cssential to
cffectively integrate an example-based method and source
language analysis. Unfortunately, when an example-
based method is combined with a source language
analysis method having complex grammar rules, putting
a heavy load on translation, the advantapes of the
cxample-based framework may be ruined, To achicve
cfficient and robust processing by the example-based
framework, a lot of studies have been made for the
purpose of combining source language analysis with an
example-based method, and of efficiently covering the
analyzed source language structure by means of transfer
knowledge (Grishman, 1992; Jones, 1992; McLean,
1992; Maruyama, 1992, 1993; Nirenburg 1993).

Onc way to reduce the load of source language
analysis is to dircctly apply transfer knowledge to an
input string, which simultaneously executes both
structural parsing and transfer knowledge application
through pattern-matching. Pattern-matching docs not use
grammatical symbols such as "Noun Phrase”, but uscs
surface words and non-grammatical symbols. Therefore,
in pattern-matching, rule competition is reduced, and

linguistic structure is expressed in a simpler manner
than in grammar-based parsing. Thus, pattern-matching
achicves efficient parsing. It is also uselul in treating
spoken language, which sometimes deviates {rom
conventional grammar, while grammar-based parsing has
difficulty treating unrestricted spoken language.

This paper proposes a constituent boundary parsing
method based on pattern-matching, and shows its
effectiveness for spoken language translation within the
example-based [ramework. In our parsing method, an
input string s applied linguistic patterns expressing
some linguistic constituents and their boundaries, in a
top-down [ashion. When structural ambiguity occurs,
the most plausible structure is selected using the total
values of distance calculations in the example-based
framework. Since the description of a linguistic pattern
is simple, it is casy to update by adding (cedback.

A constituent boundary parsing method using mutual
information is proposed in (Magerman 1990). This
method accounts for the unrestricled natural language and
is clficient. However, it tends 1o be inaccurate, and
difficult to add feedback to, since it completely depends
on statistical information withoul resort to a linguistic
viewpoint. On the contrary, in order to achieve accurate
parsing and transtation, our constiluent boundary parsing
mcthod implicitly incorporates grammatical information
nto patterns, e.g. constituent boundary description by a
part-ol-speech bigram, and classification ol patterns
according to linguistic levels such as simple sentence
and noun phrase,

Transfer-Driven Machine Translation (ITDMT)
(Furuse, 1992, 1994) uses the constituent boundary
parsing method presented in this paper, as an alternative
to grammar-based analysis, and makes the best use of
the example-based framework. A bidirectional translation
sysiem between Japanese and English for dialoguc
sentences  concerning  international conference
registrations has been implemented (Sobashima, 1994),
Iixperiments with the system have shown our parsing
method 1o be effective.

Section 2 defines patterns expressed by variables and
constituent boundaries. Section 3 explains a method for
deriving possible LEnglish structures. Section 4 explains
structural disambiguation using distance calculations in
the example-based framework, Section S explains an
example of Japanese senténce analysis using our
constituent boundary parsing method, and Scction 6
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reports on the experimental results,

2 Pattern

A pattern represents meaningful units for linguistic
structure and transfer in TDMT, and is defined as a
sequence that consists of variables and symbols
representing constituent boundaries. A vartable
corresponds to some linguistic constituent, and a
constituent boundary does not allow any two variables
to be adjacent. A constituent boundary is expressed by
either a functional word or a part-of-speech bigram
marker 1,

The explanations in this and the subscquent two
scctions, use English sentence parsing,.

2.1 Part-of-speech

Table 1 shows the English parts-of-speech, currently
used in our English-to-Japancse TDMT system. This
part-of-speech system does not necessarily agree with
that of conventional grammar.

Table 1 English parts-of-speech

part-of-speech abbreviation  ¢xample
adjective adj large
adverb adv exactly
interjection inter] oh
common noun noun bus
numeral num eleven
proper noun propn Kyoto
pronoun pron /
wh-word wh what
verb verb Lo
be-verb be s
auxiliary verb aux can
preposition prep at
conjunction conj but
determiner det the
suftix suffix a.m.

words is the necessity for a farge number of patterns. To
suppress the unnecessary patterns, the surface words in
patlerns arc in principle restricted to functional words,
which occur frequently, and which modify or relate
content words 2,

For instance, the expression, "go to the station” is
divided into two constituents "go” and "the station",
and the preposition, "fo" can be identificd as a
constituent boundary. Therefore, in parsing "go 1o the
station”, we use the pattern, "X to Y ", which has two
variables X and Y, and a constituent boundary, “f0."

2.3 Constituent boundary marker expressed
by a part-of-speech bigram

The expression "/ go" can be divided into two
constituents "/ and "go." But it has no surface word
that divides the expression into two constituents. In this
case, a part-of-speech bigram is used as a constituent
boundary.

Sappose that a constituent X is immediately followed
by a constituent Y. We express a boundary-marker
between X and Y by A-B, where A is a part-of-speech
abbreviation of X's last word, and B is a part-of-speech
abbreviation of Y's first word. For instance, "/" and
"go" arc a pronoun and a verb, respectively, so the
marker "pron-verb" is inserted as a boundary marker into
"l go". Namely, "/ pron-verb go", i.c. with the
boundary marker inserted into the original input,
matches the patiern "X pron-verb Y."

2.4 Linguistic level

Patterns arc classilicd into different linguistic levels
Lo limit the explosion of structural ambiguity during
parsing. Table 2 shows lypical linguistic levels in
English patterns.

Table 2 Typical levels in English patterns

level example

In this part-of-speech system, a be-verb, auxiliary
verb, preposition, conjunction, determiner, and suffix,
are classified into a functional word,

2.2 Constituent boundary marker expressed
by a functional word

One problem with pattern descriptions using surface

Y n this paper, variables, actual words, and part-of-
speech abbreviations are cxpressed in capital levters,
italics, and gothic, respectively.

excuse me but X
X whenY
I would like to X

beginning phrase
compound sentence
simple senience

verb phrase XarY
noun phrasc XofY, XatyY
compound word Xo'clock

2 . .

Exceptions are canned expressions such as "l would
like 16" and "in front of", or fréquent content words
such as "what.”



In Table 2, beginning phrase is the highest level, and
compound word is the lowest. A variable on a given
level is instantiated by a string described on that same
level or on a lower level. For instance, in the noun
phrasec "X of Y ", the variables, X and Y cannot be
instantiated by a simple sentence.

3 Derivation of Possible Structures

The algorithim for constituent boundary parsing is as
follows; '

(A) Assignment of morphological information to cach
word of an input string

(B) Insertion of constituent boundary markers

(C) Derivation of possible structures by top-down
pattern matching

(D) Structural disambiguation by distance calculation

Note: we will explain (A), (B) and (C) in this scction,
and (D) in the next section, using the following English
sentence;

(1) "The bus leaves Kyoto at eleven am."

3.1 Assignment of morphological
information

First, cach word of the input string is assigned
morphological information, such as its part-of-speech
and conjugation form, Through this assignment, we can
gt the following part-of-speech sequence for (1).

(2) det, noun, verb, propn, prep, num, suffix

In addition, cach word is also assigned a thesaurus
code for distance calculations and an index for retrieving
patterns. For instance, "bus” has a thesaurus code
corresponding to the semantic attribute 'car.” Morcover,
from the word "at", we can obtain the index to the
pattern "X at Y", which is found for both verb phrase
and noun phrase.

3.2 Marker insertion

A constituent boundary marker is inserted in an input
string for pattern-matching. The marker is extracted rom
the part-of-speech sequence of an input sentence. Since
such bigrams as det-noun belong 10 the same
constituent, marker insertion by a part-of-speech bigram
is restricted according to the items below,

(a) Neither A nor B is a part-of-speech relating two
constituents, such as a preposition

(b) A is not a part-of-spcech modifying a latter
constituent, such as a determiner,

(¢) B is not a part-of-speech modilying a previous
constituent, such as a suffix.

We maintain a list of part-of-specch bigrams that are
cligible as markers because they satisfy the above
conditions. Of the bigrams in (2), "det-noun”, “propn-
prep”, "prep-num”, and "num-suffix", violate the above
conditions, and arc of course excluded. Thus, only
"noun-verb" and "verb-propn" are inserted into sentence
(1), as shown in (3).

(3) "The bus noun-verb leaves verb-propn Kyoto
at eleven a.m.”

3.3 Application of patterns

Our pattern-matching method parses an input
sentence in a top-down fashion. The highest level
patterns ol the input sentence are applied first; then
patterns at lower levels are applied. The application
procedure is as follows.

(Iy Get indices to patterns from cach word of the
sentence. With these indices, patterns are retricved
and checked to determine if cach of them can match
the sentence. Then exceute (1T).

(IT)Try to apply the highest-level patterns first. If
there is a pattern that can be applied, execute (IIT)
with respect to the variable bindings. Otherwise,
exceute (IV).

(HI) Try 1o apply surface words (content words
registered ina dictionary), 16 the application
succeeds, the application Tor that portion is
finished successfully. Otherwise, exccute (11).

(IV) I the pattern 1o be applied is at the lowest level,
the application [ails. Otherwise, lower the level of
the patterns and execute (I1).

If pattern application (inishes successfully for all
portions of an input scntence, onc or Mmore source
structures are obtained: since there 18 a possibility that
morc than one pattern can be applied to an cxpression in
step (IT), structural ambiguity may occur. We seck all
possible structures by breadth-first application, and
select the most plausible structure by the total distance
value (See Section 4.4).
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In step (1), indices to possible patterns are obtained
from scveral words and bigrams in the marker-inserted
sentence (3), as shown in Table 3.

Table 3 Retrieved patterns from (3)

word retricved pattern_(linguistic level)
the the X (compound word)
noun-verb X noun-verb Y (simple sentence)
verb-propn X verb-propn Y (verb phrase)

at XatY  (verb phrase, noun phrase)
a.nm. Xam.  (compound word)

After step (I) is finished, steps (I1)-(IV) are repeated
recursively, First, the highest level pauern ol the input
sentence is applicd. This is "X noun-verb Y ", which is
defined at the simple sentence level, Next, an auempt is
made to apply patterns to the variable bindings "the
bus" and "leaves verb-propn Kyoto at eleven a.m.”,
which are bound to variables X and Y, respectively, To
“the bus", at compound word level pattern "the X " is
applied first, and the surface word "bus" is applied to
parse "the bus." Likewise, patterns and surface words
arc applied to the remaining part, and the application is
finished successfully.

The pattern "X ar 'Y " is found for both verb phrase
and noun phrase. "leaves verb-propn Kyoto al eleven
a.m." thus has two possible structures, by the
application of "X ar Y." "X verb-propn Y " at the verb
phrase level and "X a.m." at compound word level, are
also applicd. Fig. 1 is the tree representation derived
from the structure for sentence (1) where "X ar'Y "is a
verb phrase, while Fig. 2 is a tree representation derived
from the structure in which "X ar Y " is a noun phrase,
A boldface denotes the head part in cach pattern, This
information is utilized for extracling an input for
distance calculations (See section 4.3).

4 Distance Calculation

In this section, a mcthod for structural
disambiguation utilizing distance calculation, is
described.

4.1 Distance

The distance between two words is reduced 1o the
distance between their respective semantic attributes in a
thesaurus. Words have associated thesaurus codes, which
correspond to particular semantic attributes, The distance
between the semantic attributes is determined according
to the relationship of their positions in the hicrarchy of

X noun-verb Y

/ N\

the X X atyY
bus X verb-propn Y X a.m.

leaves Kyoto  eleven

Fig. 1 Structure in which "X at Y " is a verb phrase

X noun-verb Y

/ \

the X X verb-propn Y
bLl/s leaves X atyY
Kyolro X\a.m.
e/e!ven

FFig. 2 Structure in which "X ar Y " is a noun phrase

the thesaurus, and varies from 0 to 1. The value 0
indicates that two semantic attributes belong to exactly
the same category, and 1 indicates that they arce
unrelated.

An expression consists of words. The distance
between expressions is the sum of the distance between
words multiplied by cach weight.

The distance is calculated quickly because of the
simple mechanism employed. (Sumita, 1992) and
(Furuse, 1992, 1994) give a detailed account of the
distance calculation mechanism we are adopting,.

4.2 Best-match by distance calculation

The advantages of an example-based framework arc
mainly duc to the distance calculation, which achicves
the best-match operation between the input and provided
examples.

In TDMT, translation is performed by applying
stored empirical ransfer knowledge, In TDMT transfer
knowledge, cach source patiern has example words of
variables and possible target patterns, The most
appropriate target pattern is selected according to the
calculated distance between, the input words and the
example words. The English pattern "X ar Y " at the
verb phrase level, corresponds to several possible



Japanese cxpressions, as shown in the following
English-to-Japancse transfer knowledge:

XatY =YdeX
Y'ni X'
Y'wo X'

((present, conference)..),
((stay, hotel). ),
((ook, i1)..)

The first possible target pattern is * Y' de X', with
example set ((present, conference)..), We will sce that
this target pattern is likely to be sclected to the exlent
that the inpul variable bindings arc semantically similar
to the example clements "present” and "conference.”
Within this pattern, X' is the target word corresponding
to X, the result of transfer. "present” and "conference”
arc sample bindings for " X at Y ", where X =
"present”, and Y = "conference”. The above transler
knowledge is compiled {rom such translation examples
as the source-target pair of " present ¢ paper at the
conference” and "kaigi de ronbun wo happyou-surn",
where "kaigi" means "conference” and "happyou-suru”
mcans “present”.

The semantic distance (rom the input is calculated for
all examples. Then the example with the least distance
from the tnput is chosen, and the target expression of
that example is extracted. I the input is closest to
(stay, hotel), "Y' ni X' " is chosen as the target
cxpression,

The enrichment of examples increases the accuracy of
determining the target expression and structure because
conditions become mare detailed.

4.3 Input of distance calculation

An input for distance calenlation consists of head
words in variable parts, In "X ar Y " lor the structure in
Fig. 1, X and Y are substituted lor the compound
expressions, "leaves verb-propn Kyoto" and "eleven
a.m.”, respectively. In such cases, it is necessary o
extract head words as the input for the distance
calculation about "X ar Y ".

In order to get head words, the head part is designated
in cach pattern (boldlace in Figs, 1 and 2). For instance,
the pattern "X verb-propn Y " contains the information
that X is a head part. So the head of "leaves verb-propn
Kyoto" is "leaves”, and the head ol "X a.m." is
"a.m.". Thus, in "X @t Y " lor the structure in Fig, 1,
the input of the distance calculation is (feaves, a.m.).

Table 4 shows the result of distance calculation in "X
at Y " m Fig. 1, The most plausible target structure
"Y' ni X' and its distance value 0.17 are obtained by
the distance calculation,

Head words are passed upward from lower patterns (o
higher patterns. Since the head of the verb phrase
pattern, "X at Y " is assigned o X, the head of “leaves
verb-propn Kyoto at eleven am." is "leaves”, which
is the head of "leaves verb-propn Kyoto". The head of
"the bus" is "bus" {rom the head information that the

Table 4 Result of distance calculation in
"XaY"inkig. 1
input:(feave, a.m.)

lareet expressionclosest example and its value

Y' de X' (arrive, a.m.) 0.17
Y'ni X' (serve, reception) 0.67
Y wo X' (look, i1) 1.00

head of "the X " is X, Thus, the input of the distance
catculation of "X noun-verb Y " is (bus, leave),

4.4 Structural disambiguation

Distance calculation sclects not only the most
plausible target expression but also the most plausible
source structure. When structural ambiguity occurs, the
most appropriate structure is sclected by computing the
totals Tor all possible combinations of partial distance
values. The structure with the least total distance is
Judged most consistent with empirical knowledge, and is
chosen as the most plaustble structure (Furuse 1992,
1994; Sumita 1993).

Table 5 shows the result of cach partial distance
calculation for the structure in Fig, 1. Trom Table S, we
get the total distance value 1.17 for the structure in
Fipg. 1.

Table 5 Result of cach partial distance calculation
for the structure in g, 1

___souree chosen target distance value
the X X' 0.33
X noun-vorb Y X'wayY' 0.67
X verb-propn Y Y' wo X' 0.00
XayY Y ni X' 0.17
Xam, gozen X' ji 0.00

The dilference in total distancee value between two
possible structures for sentence (1) is due only 1o (he
distance value of "X ar Y ", for the structure in Figs. 1
and 2, For the structure in Fig, 2, the distance value of
"X ar'Y " at the noun phrase level is given as 0.83, as
shiown in Table 6, and is given a total distance of 1.83.
Thus, the structure in Fig. 1 is sclected as the

3 'These values were computed based on the present

ransfer knowledge of the TDMT system.
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appropriate result because it has the Icast total distance
value.

Table 6  Result of distance calculation in

"XarY"inFig. 2
input:(Kyoto, a.m.)

closest example and its value

0.83
1.00

farget expression
Y' no X'
Y'deno X'

(room, hotel)

(lunguage, conference)

In machine translation, it is important 1o
disambiguate the possible stractures, because a difference
in structure may bring about a translation difference. For
instance, the structures in Figs,1 and 2 give different
Japanese translations (4) and (5), respectively. (4) is
selected because it is generated from the best structure
with the least total distance value,

@) basuwa gozen 11 ji ni Kyoto wo de masu®

(5) basuwa gozenll ji no Kyoto wo de masu

5 Constituent Boundary Parsing in
Japanese

Since a postposition is quite often used as a casc-
particle in Japanese, the boundary markers expressed by
a part-of-speech bigram may not be used less {requently
than in English. However, in spoken Japanese,
postpositions are frequently omiued. The Japancse
sentence "Kochira wa jimukyoku" where kochira
means this and jimukyoku mcans "office", is
translated into the English sentence "This is the office”
by applying transfer knowledge such as the
following3:

Xwa¥ => X'beY'

But postpositions are often omitted in natural spoken
Japanese, e.g. in the sentence "Kochira jimukyoku."
The sentence can thus be divided into two noun phrases,
"kochira" and "jimukyoku." "kochira" is a pronoun,
and "jimukyoku" is a noun. So, using the bigram
method of marking boundaries, we getl “"Kochira pron-
noun jimukyoku", where the bigram "pron-noun" was
inserted. The English sentence "This is the office” can
then be produced by applying the lollowing transfer

4“basu", "de", and "masu" mean "bus", “leave”, and
a polite sentence-final form, respectively.

5 For simplicity, examples and other possible target
expressions are omitted.

knowledge for the pattern "X pron-noun Y "}
X pron-nounY => X'be Y'

In Japancse adnominal expressions, 100, constituent
boundary markers are inscried between the modifier and
the modified.

6 Results

We have evaluated the efficiency of our parsing
method by utilizing a Japanese-to-English (JE) and
English-to-Japanese (EJ) TDMT protolype system
(Furuse 1994; Sobashima 1994), which is running on a
Symbolics X1.1200, a LISP machine with 10MIPS
performance, The system's domain is inquiries
concerning international conference registrations. The
elficeney is evaluated with 154 Japancse sentences and
138 corresponding English sentences, which are
extracted [rom 10 dialogues in the domain. The system
has about 500 source patterns for JE translation and
about 350 source patterns for EJ translation.

The test sentences mentioned above have already been
trained to investigate the efliciency of the method, and
can be parsed correctly by the system. Table 7 outlines
the 154 Japanese sentences and 138 corresponding
English sentences.

Table 7 Outline ol test sentences

Japanese English

words per input sentence 9.8 8.7

average number of possible structures 1.5 4.8

An English sentence tends to have more struclural
ambiguitics than a Japanese sentence, because of PP-
attachment, the phenomenon that an English preposition
produces both a noun verb phrase and a noun phase. In
contrast, the Japancse postposition does not generally
produce diffcrent-level constituents.

Table 8 shows how much lime it takes to reach the
best structure and translation output in our JE and EJ
TDMT system. The processing time for distance
calculation includes structural disambiguation in addition
10 Larget pattern sclection.

This demonstrates that the our parsing method can
gel the best structure and translation output quickly
within the example-based {ramework.,



Table 8 Processing time for the TDMT system

JE gy ®

derivation of possible structures 0.25 (sec) 0.17
1.32 0.14
2.17

distance calculation

wholc translation 1.07

7 Concluding Remarks

A constituent boundary parsing mcthod Lor example-
based machine translation has been proposed. Linguistic
patterns  consisting of variables and conslituent
boundarics, are applicd to an input string in a top-down
fashion, and the possible structures can  be
disambigutated using distance calculation by the
example-based [tamework, This method is elficient, and
uscful for parsing both Japanese and Linglish sentences.
The TDMT system, which bidircctionally translates
between Japanese and English within the example-based
framework, utilizes this parsing method and achieves
cfficient and robust spoken language translation,

By introducing linguistic information to more
patterns, there is a possibility that this method can also
be utilized for rule-based MT, deep semantic analysis,
and so on. We will improve our parser by increasing the
number of training sentences, and test its accuracy on
open data,
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